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Preface
When I was first approached for the 2005 edition of the Saint-Flour Probability Summer School, I was intrigued, flattered and scared.\footnote{Fans of Tom Waits may have identified this quotation.} Apart from the challenge posed by the teaching of a rather analytical subject to a probabilistic audience, there was the danger of producing a remake of my recent book \textit{Topics in Optimal Transportation}.

However, I gradually realized that I was being offered a unique opportunity to rewrite the whole theory from a different perspective, with alternative proofs and a different focus, and a more probabilistic presentation; plus the incorporation of recent progress. Among the most striking of these recent advances, there was the rising awareness that John Mather’s minimal measures had a lot to do with optimal transport, and that both theories could actually be embedded in a single framework. There was also the discovery that optimal transport could provide a robust synthetic approach to Ricci curvature bounds. These links with dynamical systems on one hand, differential geometry on the other hand, were only briefly alluded to in my first book; here on the contrary they will be at the basis of the presentation. To summarize: more probability, more geometry, and more dynamical systems.

Of course there cannot be more of everything, so in some sense there is less analysis and less physics, and also there are fewer digressions.

So the present course is by no means a reduction or an expansion of my previous book, but should be regarded as a complementary reading. Both sources can be read independently, or together, and hopefully the complementarity of points of view will have pedagogical value.

Throughout the book I have tried to optimize the results and the presentation, to provide complete and self-contained proofs of the most important results, and comprehensive bibliographical notes — a dauntingly difficult task in view of the rapid expansion of the literature. Many statements and theorems have been written specifically for this course, and many results appear in rather sharp form for the first time. I also added several appendices, either to present some domains of mathematics to non-experts, or to provide proofs of important auxiliary results. All this has resulted in a rapid growth of the document, which in the end is about six times (!) the size that I had planned initially. So the non-expert reader is advised to skip long proofs at first reading, and concentrate on explanations, statements, examples and sketches of proofs when they are available.
About terminology: For some reason I decided to switch from “trans-
portation” to “transport”, but this really is a matter of taste.

For people who are already familiar with the theory of optimal trans-
port, here are some more serious changes.

Part I is devoted to a qualitative description of optimal transport.
The dynamical point of view is given a prominent role from the be-
ginning, with Robert McCann’s concept of displacement interpolat.
This notion is discussed before any theorem about the solvability of the
Monge problem, in an abstract setting of “Lagrangian action” which
generalizes the notion of length space. This provides a unified picture
of recent developments dealing with various classes of cost functions,
in a smooth or nonsmooth context.

I also wrote down in detail some important estimates by John
Mather, well-known in certain circles, and made extensive use of them,
in particular to prove the Lipschitz regularity of “intermediate” trans-
port maps (starting from some intermediate time, rather than from ini-
tial time). Then the absolute continuity of displacement interpolants
comes for free, and this gives a more unified picture of the Mather
and Monge–Kantorovich theories. I rewrote in this way the classical
theorems of solvability of the Monge problem for quadratic cost in Eu-
clidean space. Finally, this approach allows one to treat change of vari-
able formulas associated with optimal transport by means of changes
of variables that are Lipschitz, and not just with bounded variation.

Part II discusses optimal transport in Riemannian geometry, a line
of research which started around 2000; I have rewritten all these ap-
plications in terms of Ricci curvature, or more precisely curvature-
dimension bounds. This part opens with an introduction to Ricci cur-
vature, hopefully readable without any prior knowledge of this notion.

Part III presents a synthetic treatment of Ricci curvature bounds
in metric-measure spaces. It starts with a presentation of the theory of
Gromov–Hausdorff convergence; all the rest is based on recent research
papers mainly due to John Lott, Karl-Theodor Sturm and myself.

In all three parts, noncompact situations will be systemat-
ically treated, either by limiting processes, or by restriction argu-
ments (the restriction of an optimal transport is still optimal; this is a simple but
powerful principle). The notion of approximate differentiability, intro-
duced in the field by Luigi Ambrosio, appears to be particularly handy
in the study of optimal transport in noncompact Riemannian mani-
folds.
Several parts of the subject are not developed as much as they would deserve. Numerical simulation is not addressed at all, except for a few comments in the concluding part. The regularity theory of optimal transport is described in Chapter 12 (including the remarkable recent works of Xu-Jia Wang, Neil Trudinger and Grégoire Loeper), but without the core proofs and latest developments; this is not only because of the technicality of the subject, but also because smoothness is not needed in the rest of the book. Still another poorly developed subject is the Monge–Mather–Mañé problem arising in dynamical systems, and including as a variant the optimal transport problem when the cost function is a distance. This topic is discussed in several treatises, such as Albert Fathi’s monograph, *Weak KAM theorem in Lagrangian dynamics*; but now it would be desirable to rewrite everything in a framework that also encompasses the optimal transport problem. An important step in this direction was recently performed by Patrick Bernard and Boris Buffoni. In Chapter 8 I shall provide an introduction to Mather’s theory, but there would be much more to say.

The treatment of Chapter 22 (concentration of measure) is strongly influenced by Michel Ledoux’s book, *The Concentration of Measure Phenomenon*; while the results of Chapters 23 to 25 owe a lot to the monograph by Luigi Ambrosio, Nicola Gigli and Giuseppe Savaré, *Gradient flows in metric spaces and in the space of probability measures*. Both references are warmly recommended complementary reading. One can also consult the two-volume treatise by Svetlozar Rachev and Ludger Rüschendorf, *Mass Transportation Problems*, for many applications of optimal transport to various fields of probability theory.

While writing this text I asked for help from a number of friends and collaborators. Among them, Luigi Ambrosio and John Lott are the ones whom I requested most to contribute; this book owes a lot to their detailed comments and suggestions. Most of Part III, but also significant portions of Parts I and II, are made up with ideas taken from my collaborations with John, which started in 2004 as I was enjoying the hospitality of the Miller Institute in Berkeley. Frequent discussions with Patrick Bernard and Albert Fathi allowed me to get the links between optimal transport and John Mather’s theory, which were a key to the presentation in Part I; John himself gave precious hints about the history of the subject. Neil Trudinger and Xu-Jia Wang spent vast amounts of time teaching me the regularity theory of Monge–Ampère equations. Alessio Figalli took up the dreadful challenge to
check the entire set of notes from first to last page. Apart from these people, I got valuable help from Stefano Bianchini, François Bolley, Yann Brenier, Xavier Cabré, Vincent Calvez, José Antonio Carrillo, Dario Cordero-Erausquin, Denis Feyel, Sylvain Gallot, Wilfrid Gangbo, Diogo Aguilar Gomes, Nathaël Gozlan, Arnaud Guillin, Nicolas Juillet, Kazuhiro Kuwae, Michel Ledoux, Grégoire Loeper, Francesco Maggi, Robert McCann, Shin-ichi Ohta, Vladimir Oliker, Yann Ollivier, Felix Otto, Ludger Rüschendorf, Giuseppe Savaré, Walter Schachermayer, Benedikt Schulte, Theo Sturm, Josef Teichmann, Anthon Thalmaier, Hermann Thorisson, Süleyman Üstünel, Anatoly Vershik, and others.

Short versions of this course were tried on mixed audiences in the Universities of Bonn, Dortmund, Grenoble and Orléans, as well as the Borel seminar in Leysin and the IHES in Bures-sur-Yvette. Part of the writing was done during stays at the marvelous MFO Institute in Oberwolfach, the CIRM in Luminy, and the Australian National University in Canberra. All these institutions are warmly thanked.

It is a pleasure to thank Jean Picard for all his organization work on the 2005 Saint-Flour summer school; and the participants for their questions, comments and bug-tracking, in particular Sylvain Arlot (great bug-tracker!), Fabrice Baudoin, Jérôme Demange, Steve Evans (whom I also thank for his beautiful lectures), Christophe Leuridan, Jan Obloj, Erwan Saint Loubert Bié, and others. I extend these thanks to the joyful group of young PhD students and maîtres de conférences with whom I spent such a good time on excursions, restaurants, quantum ping-pong and other activities, making my stay in Saint-Flour truly wonderful (with special thanks to my personal driver, Stéphane Loisel, and my table tennis sparring-partner and adversary, François Simenhaus). I will cherish my visit there in memory as long as I live!

Typing these notes was mostly performed on my (now defunct) faithful laptop Torsten, a gift of the Miller Institute. Support by the Agence Nationale de la Recherche and Institut Universitaire de France is acknowledged. My eternal gratitude goes to those who made fine typesetting accessible to every mathematician, most notably Donald Knuth for \TeX{}, and the developers of \LaTeX{}, \BibTeX{} and \XFig{}. Final thanks to Catriona Byrne and her team for a great editing process.

As usual, I encourage all readers to report mistakes and misprints. I will maintain a list of errata, accessible from my Web page.

Cédric Villani

Lyon, June 2008
Conventions
Axioms
I use the classical axioms of set theory; not the full version of the axiom of choice (only the classical axiom of “countable dependent choice”).

Sets and structures
Id is the identity mapping, whatever the space. If $A$ is a set then the function $1_A$ is the indicator function of $A$: $1_A(x) = 1$ if $x \in A$, and 0 otherwise. If $F$ is a formula, then $1_F$ is the indicator function of the set defined by the formula $F$.

If $f$ and $g$ are two functions, then $(f,g)$ is the function $x \mapsto (f(x), g(x))$. The composition $f \circ g$ will often be denoted by $f(g)$.

$\mathbb{N}$ is the set of positive integers: $\mathbb{N} = \{1, 2, 3, \ldots\}$. A sequence is written $\langle x_k \rangle_{k \in \mathbb{N}}$, or simply, when no confusion seems possible, $\langle x_k \rangle$.

$\mathbb{R}$ is the set of real numbers. When I write $\mathbb{R}^n$ it is implicitly assumed that $n$ is a positive integer. The Euclidean scalar product between two vectors $a$ and $b$ in $\mathbb{R}^n$ is denoted interchangeably by $a \cdot b$ or $\langle a, b \rangle$. The Euclidean norm will be denoted simply by $| \cdot |$, independently of the dimension $n$.

$M_n(\mathbb{R})$ is the space of real $n \times n$ matrices, and $I_n$ the $n \times n$ identity matrix. The trace of a matrix $M$ will be denoted by $\text{tr} M$, its determinant by $\det M$, its adjoint by $M^*$, and its Hilbert–Schmidt norm $\sqrt{\text{tr} (M^*M)}$ by $\|M\|_{\text{HS}}$ (or just $\|M\|$).

Unless otherwise stated, Riemannian manifolds appearing in the text are finite-dimensional, smooth and complete. If a Riemannian manifold $M$ is given, I shall usually denote by $n$ its dimension, by $d$ the geodesic distance on $M$, and by vol the volume (=$n$-dimensional Hausdorff) measure on $M$. The tangent space at $x$ will be denoted by $T_x M$, and the tangent bundle by $TM$. The norm on $T_x M$ will most of the time be denoted by $| \cdot |$, as in $\mathbb{R}^n$, without explicit mention of the point $x$. (The symbol $\| \cdot \|$ will be reserved for special norms or functional norms.) If $S$ is a set without smooth structure, the notation $T_x S$ will instead denote the tangent cone to $S$ at $x$ (Definition 10.46).

If $Q$ is a quadratic form defined on $\mathbb{R}^n$, or on the tangent bundle of a manifold, its value on a (tangent) vector $v$ will be denoted by $\langle Q \cdot v, v \rangle$, or simply $Q(v)$.

The open ball of radius $r$ and center $x$ in a metric space $\mathcal{X}$ is denoted interchangeably by $B(x, r)$ or $B_r(x)$. If $\mathcal{X}$ is a Riemannian manifold, the distance is of course the geodesic distance. The closed ball will be denoted interchangeably by $B[x, r]$ or $B(x)(r)$. The diameter of a metric space $\mathcal{X}$ will be denoted by $\text{diam}(\mathcal{X})$. 
The closure of a set $A$ in a metric space will be denoted by $\overline{A}$ (this is also the set of all limits of sequences with values in $A$).

A metric space $\mathcal{X}$ is said to be **locally compact** if every point $x \in \mathcal{X}$ admits a compact neighborhood; and **boundedly compact** if every closed and bounded subset of $\mathcal{X}$ is compact.

A map $f$ between metric spaces $(\mathcal{X}, d)$ and $(\mathcal{X}', d')$ is said to be $C$-Lipschitz if $d'(f(x), f(y)) \leq C d(x, y)$ for all $x, y$ in $\mathcal{X}$. The best admissible constant $C$ is then denoted by $\|f\|_{\text{Lip}}$.

A map is said to be locally Lipschitz if it is Lipschitz on bounded sets, not necessarily compact (so it makes sense to speak of a locally Lipschitz map defined almost everywhere).

A curve in a space $\mathcal{X}$ is a continuous map defined on an interval of $\mathbb{R}$, valued in $\mathcal{X}$. For me the words “curve” and “path” are synonymous.

The time-$t$ evaluation map $e_t$ is defined by $e_t(\gamma) = \gamma_t = \gamma(t)$.

If $\gamma$ is a curve defined from an interval of $\mathbb{R}$ into a metric space, its length will be denoted by $L(\gamma)$, and its speed by $|\dot{\gamma}|$; definitions are recalled on p. 131.

Usually geodesics will be **minimizing, constant-speed** geodesic curves. If $\mathcal{X}$ is a metric space, $\Gamma(\mathcal{X})$ stands for the space of all geodesics $\gamma : [0, 1] \to \mathcal{X}$.

Being given $x_0$ and $x_1$ in a metric space, I denote by $[x_0, x_1]_t$ the set of all $t$-barycenters of $x_0$ and $x_1$, as defined on p. 407. If $A_0$ and $A_1$ are two sets, then $[A_0, A_1]_t$ stands for the set of all $[x_0, x_1]_t$ with $(x_0, x_1) \in A_0 \times A_1$.

**Function spaces**

$C(\mathcal{X})$ is the space of continuous functions $\mathcal{X} \to \mathbb{R}$, $C_b(\mathcal{X})$ the space of bounded continuous functions $\mathcal{X} \to \mathbb{R}$; and $C_0(\mathcal{X})$ the space of continuous functions $\mathcal{X} \to \mathbb{R}$ converging to 0 at infinity; all of them are equipped with the norm of uniform convergence $\|\varphi\|_\infty = \sup |\varphi|$. Then $C^k_b(\mathcal{X})$ is the space of $k$-times continuously differentiable functions $u : \mathcal{X} \to \mathbb{R}$, such that all the partial derivatives of $u$ up to order $k$ are bounded; it is equipped with the norm given by the supremum of all norms $\|\partial u\|_{C^k_b}$, where $\partial u$ is a partial derivative of order at most $k$; $C^k_c(\mathcal{X})$ is the space of $k$-times continuously differentiable functions with compact support; etc. When the target space is not $\mathbb{R}$ but some other space $\mathcal{Y}$, the notation is transformed in an obvious way: $C(\mathcal{X}; \mathcal{Y})$, etc.

$L^p$ is the Lebesgue space of exponent $p$; the space and the measure will often be implicit, but clear from the context.
Calculus
The derivative of a function \( u = u(t) \), defined on an interval of \( \mathbb{R} \) and valued in \( \mathbb{R}^n \) or in a smooth manifold, will be denoted by \( u' \), or more often by \( \dot{u} \). The notation \( d^+ u/dt \) stands for the upper right-derivative of a real-valued function \( u: d^+ u/dt = \limsup_{s \to 0} [u(t+s) - u(t)]/s \).

If \( u \) is a function of several variables, the partial derivative with respect to the variable \( t \) will be denoted by \( \partial_t u \), or \( \partial u/\partial t \). The notation \( u_t \) does not stand for \( \partial_t u \), but for \( u(t) \).

The gradient operator will be denoted by \( \nabla \); the divergence operator by \( \text{div} \) or \( \nabla \cdot \); the Laplace operator by \( \Delta \); the Hessian operator by \( \text{Hess} \) or \( \nabla^2 \) (so \( \nabla^2 \) does not stand for the Laplace operator). The notation is the same in \( \mathbb{R}^n \) or in a Riemannian manifold. \( \Delta \) is the divergence of the gradient, so it is typically a nonpositive operator. The value of the gradient of \( f \) at point \( x \) will be denoted either by \( \nabla_x f \) or \( \nabla f(x) \). The notation \( \bar{\nabla} \) stands for the approximate gradient, introduced in Definition 10.2.

If \( T \) is a map \( \mathbb{R}^n \to \mathbb{R}^n \), \( \nabla T \) stands for the Jacobian matrix of \( T \), that is the matrix of all partial derivatives \( (\partial T_i/\partial x_j) \) (\( 1 \leq i,j \leq n \)).

All these differential operators will be applied to (smooth) functions but also to measures, by duality. For instance, the Laplacian of a measure \( \mu \) is defined via the identity \( \int \zeta \, d(\Delta \mu) = \int (\Delta \zeta) \, d\mu \) \( (\zeta \in C^2_\text{c}) \). The notation is consistent in the sense that \( \Delta (f \text{vol}) = (\Delta f) \text{vol} \). Similarly, I shall take the divergence of a vector-valued measure, etc.

\( f = o(g) \) means \( f/g \to 0 \) (in an asymptotic regime that should be clear from the context), while \( f = O(g) \) means that \( f/g \) is bounded.

\( \log \) stands for the natural logarithm with base \( e \).

The positive and negative parts of \( x \in \mathbb{R} \) are defined respectively by \( x_+ = \max(x,0) \) and \( x_- = \max(-x,0) \); both are nonnegative, and \( |x| = x_+ + x_- \). The notation \( a \wedge b \) will sometimes be used for \( \min(a,b) \).

All these notions are extended in the usual way to functions and also to signed measures.

Probability measures
\( \delta_x \) is the Dirac mass at point \( x \).

All measures considered in the text are Borel measures on \textbf{Polish spaces}, which are complete, separable metric spaces, equipped with their Borel \( \sigma \)-algebra. I shall usually not use the completed \( \sigma \)-algebra, except on some rare occasions (emphasized in the text) in Chapter 5.

A measure is said to be finite if it has finite mass, and locally finite if it attributes finite mass to compact sets.
The space of Borel probability measures on $\mathcal{X}$ is denoted by $P(\mathcal{X})$, the space of finite Borel measures by $M_+(\mathcal{X})$, the space of signed finite Borel measures by $M(\mathcal{X})$. The total variation of $\mu$ is denoted by $\|\mu\|_{TV}$.

The integral of a function $f$ with respect to a probability measure $\mu$ will be denoted interchangeably by $\int f(x) \, d\mu(x)$ or $\int f(x) \, \mu(dx)$ or $\int f \, d\mu$.

If $\mu$ is a Borel measure on a topological space $\mathcal{X}$, a set $N$ is said to be $\mu$-negligible if $N$ is included in a Borel set of zero $\mu$-measure. Then $\mu$ is said to be concentrated on a set $C$ if $\mathcal{X} \setminus C$ is negligible. (If $C$ itself is Borel measurable, this is of course equivalent to $\mu[\mathcal{X} \setminus C] = 0$.) By abuse of language, I may say that $\mathcal{X}$ has full $\mu$-measure if $\mu$ is concentrated on $\mathcal{X}$.

If $\mu$ is a Borel measure, its support $\text{Spt} \mu$ is the smallest closed set on which it is concentrated. The same notation $\text{Spt}$ will be used for the support of a continuous function.

If $\mu$ is a Borel measure on $\mathcal{X}$, and $T$ is a Borel map $\mathcal{X} \to \mathcal{Y}$, then $T\#\mu$ stands for the image measure\(^2\) (or push-forward) of $\mu$ by $T$: It is a Borel measure on $\mathcal{Y}$, defined by $(T\#\mu)[A] = \mu[T^{-1}(A)]$.

The law of a random variable $X$ defined on a probability space $(\Omega, \mathbb{P})$ is denoted by law $(X)$; this is the same as $X\#\mathbb{P}$.

The weak topology on $P(\mathcal{X})$ (or topology of weak convergence, or narrow topology) is induced by convergence against $C_b(\mathcal{X})$, i.e. bounded continuous test functions. If $\mathcal{X}$ is Polish, then the space $P(\mathcal{X})$ itself is Polish. Unless explicitly stated, I do not use the weak-\(^*\) topology of measures (induced by $C_0(\mathcal{X})$ or $C_c(\mathcal{X})$).

When a probability measure is clearly specified by the context, it will sometimes be denoted just by $\mathbb{P}$, and the associated integral, or expectation, will be denoted by $\mathbb{E}$.

If $\pi(dx\,dy)$ is a probability measure in two variables $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, its marginal (or projection) on $\mathcal{X}$ (resp. $\mathcal{Y}$) is the measure $\mathcal{X}\#\pi$ (resp. $\mathcal{Y}\#\pi$), where $\mathcal{X}(x,y) = x$, $\mathcal{Y}(x,y) = y$. If $(x,y)$ is random with law $(x,y) = \pi$, then the conditional law of $x$ given $y$ is denoted by $\pi(dx|y)$; this is a measurable function $\mathcal{Y} \to P(\mathcal{X})$, obtained by disintegrating $\pi$ along its $y$-marginal. The conditional law of $y$ given $x$ will be denoted by $\pi(dy|x)$.

A measure $\mu$ is said to be absolutely continuous with respect to a measure $\nu$ if there exists a measurable function $f$ such that $\mu = f \, \nu$.

\(^2\) Depending on the authors, the measure $T\#\mu$ is often denoted by $T\#\mu$, $T_*\mu$, $T(\mu)$, $T\mu$, $\int \delta_{T(a)} \mu(da)$, $\mu \circ T^{-1}$, $\mu T^{-1}$, or $\mu[T \in \cdot]$. 
Notation specific to optimal transport and related fields

If $\mu \in P(\mathcal{X})$ and $\nu \in P(\mathcal{Y})$ are given, then $\Pi(\mu, \nu)$ is the set of all joint probability measures on $\mathcal{X} \times \mathcal{Y}$ whose marginals are $\mu$ and $\nu$.

$C(\mu, \nu)$ is the optimal (total) cost between $\mu$ and $\nu$, see p. 92. It implicitly depends on the choice of a cost function $c(x, y)$.

For any $p \in [1, +\infty)$, $W_p$ is the Wasserstein distance of order $p$, see Definition 6.1; and $P_p(\mathcal{X})$ is the Wasserstein space of order $p$, i.e. the set of probability measures with finite moments of order $p$, equipped with the distance $W_p$, see Definition 6.4.

$P_c(\mathcal{X})$ is the set of probability measures on $\mathcal{X}$ with compact support.

If a reference measure $\nu$ on $\mathcal{X}$ is specified, then $P_{ac}(\mathcal{X})$ (resp. $P_{ac}^p(\mathcal{X})$, $P_{ac}^c(\mathcal{X})$) stands for those elements of $P(\mathcal{X})$ (resp. $P_p(\mathcal{X})$, $P_c(\mathcal{X})$) which are absolutely continuous with respect to $\nu$.

$\mathcal{DC}_N$ is the displacement convexity class of order $N$ ($N$ plays the role of a dimension); this is a family of convex functions, defined on p. 457 and in Definition 17.1.

$U_\nu$ is a functional defined on $P(\mathcal{X})$; it depends on a convex function $U$ and a reference measure $\nu$ on $\mathcal{X}$. This functional will be defined at various levels of generality, first in equation (15.2), then in Definition 29.1 and Theorem 30.4.

$U^\beta_{\pi, \nu}$ is another functional on $P(\mathcal{X})$, which involves not only a convex function $U$ and a reference measure $\nu$, but also a coupling $\pi$ and a distortion coefficient $\beta$, which is a nonnegative function on $\mathcal{X} \times \mathcal{X}$; See again Definition 29.1 and Theorem 30.4.

The $\Gamma$ and $\Gamma^2$ operators are quadratic differential operators associated with a diffusion operator; they are defined in (14.47) and (14.48).

$\beta_{ij}^{(K, N)}$ is the notation for the distortion coefficients that will play a prominent role in these notes; they are defined in (14.61).

$\text{CD}(K, N)$ means “curvature-dimension condition ($K, N$)”, which morally means that the Ricci curvature is bounded below by $Kg$ ($K$ a real number, $g$ the Riemannian metric) and the dimension is bounded above by $N$ (a real number which is not less than 1).

If $c(x, y)$ is a cost function then $\tilde{c}(y, x) = c(x, y)$. Similarly, if $\pi(dx \, dy)$ is a coupling, then $\tilde{\pi}$ is the coupling obtained by swapping variables, that is $\tilde{\pi}(dy \, dx) = \pi(dx \, dy)$, or more rigorously, $\tilde{\pi} = S_{\#} \pi$, where $S(x, y) = (y, x)$.

Assumptions $(\text{Super})$, $(\text{Twist})$, $(\text{Lip})$, $(\text{SC})$, $(\text{locLip})$, $(\text{locSC})$, $(\text{H}_\infty)$ are defined on p. 246, $(\text{STwist})$ on p. 313, $(\text{Cut}^{n-1})$ on p. 317.
Introduction
To start, I shall recall in Chapter 1 some basic facts about couplings and changes of variables, including definitions, a short list of famous couplings (Knothe–Rosenblatt coupling, Moser coupling, optimal coupling, etc.); and some important basic formulas about change of variables, conservation of mass, and linear diffusion equations.

In Chapter 2 I shall present, without detailed proofs, three applications of optimal coupling techniques, providing a flavor of the kind of applications that will be considered later.

Finally, Chapter 3 is a short historical perspective about the foundations and development of optimal coupling theory.
Couplings and changes of variables

Couplings are very well-known in all branches of probability theory, but since they will occur again and again in this course, it might be a good idea to start with some basic reminders and a few more technical issues.

**Definition 1.1 (Coupling).** Let $(\mathcal{X}, \mu)$ and $(\mathcal{Y}, \nu)$ be two probability spaces. Coupling $\mu$ and $\nu$ means constructing two random variables $X$ and $Y$ on some probability space $(\Omega, \mathbb{P})$, such that $\text{law}(X) = \mu$, $\text{law}(Y) = \nu$. The couple $(X, Y)$ is called a coupling of $(\mu, \nu)$. By abuse of language, the law of $(X, Y)$ is also called a coupling of $(\mu, \nu)$.

If $\mu$ and $\nu$ are the only laws in the problem, then without loss of generality one may choose $\Omega = \mathcal{X} \times \mathcal{Y}$. In a more measure-theoretical formulation, coupling $\mu$ and $\nu$ means constructing a measure $\pi$ on $\mathcal{X} \times \mathcal{Y}$ such that $\pi$ admits $\mu$ and $\nu$ as marginals on $\mathcal{X}$ and $\mathcal{Y}$ respectively. The following three statements are equivalent ways to rephrase that marginal condition:

- $(\text{proj}_\mathcal{X})_\# \pi = \mu$, $(\text{proj}_\mathcal{Y})_\# \pi = \nu$, where $\text{proj}_\mathcal{X}$ and $\text{proj}_\mathcal{Y}$ respectively stand for the projection maps $(x, y) \mapsto x$ and $(x, y) \mapsto y$;
- For all measurable sets $A \subset \mathcal{X}$, $B \subset \mathcal{Y}$, one has $\pi[A \times \mathcal{Y}] = \mu[A]$, $\pi[\mathcal{X} \times B] = \nu[B]$;
- For all integrable (resp. nonnegative) measurable functions $\varphi, \psi$ on $\mathcal{X}, \mathcal{Y}$,
  $$\int_{\mathcal{X} \times \mathcal{Y}} (\varphi(x) + \psi(y)) \, d\pi(x, y) = \int_{\mathcal{X}} \varphi \, d\mu + \int_{\mathcal{Y}} \psi \, d\nu.$$
A first remark about couplings is that they always exist: at least there is the trivial coupling, in which the variables $X$ and $Y$ are independent (so their joint law is the tensor product $\mu \otimes \nu$). This can hardly be called a coupling, since the value of $X$ does not give any information about the value of $Y$. Another extreme is when all the information about the value of $Y$ is contained in the value of $X$, in other words $Y$ is just a function of $X$. This motivates the following definition (in which $X$ and $Y$ do not play symmetric roles).

**Definition 1.2 (Deterministic coupling).** With the notation of Definition 1.1, a coupling $(X,Y)$ is said to be deterministic if there exists a measurable function $T : \mathcal{X} \to \mathcal{Y}$ such that $Y = T(X)$.

To say that $(X,Y)$ is a deterministic coupling of $\mu$ and $\nu$ is strictly equivalent to any one of the four statements below:

- $(X,Y)$ is a coupling of $\mu$ and $\nu$ whose law $\pi$ is concentrated on the graph of a measurable function $T : \mathcal{X} \to \mathcal{Y}$;
- $X$ has law $\mu$ and $Y = T(X)$, where $T_#\mu = \nu$;
- $X$ has law $\mu$ and $Y = T(X)$, where $T$ is a change of variables from $\mu$ to $\nu$: for all $\nu$-integrable (resp. nonnegative measurable) functions $\varphi$,
  \[ \int_\mathcal{Y} \varphi(y) \, d\nu(y) = \int_\mathcal{X} \varphi(T(x)) \, d\mu(x); \quad (1.1) \]
- $\pi = (\text{Id},T)_#\mu$.

The map $T$ appearing in all these statements is the same and is uniquely defined $\mu$-almost surely (when the joint law of $(X,Y)$ has been fixed). The converse is true: If $T$ and $\tilde{T}$ coincide $\mu$-almost surely, then $T_#\mu = \tilde{T}_#\mu$. It is common to call $T$ the transport map: Informally, one can say that $T$ transports the mass represented by the measure $\mu$, to the mass represented by the measure $\nu$.

Unlike couplings, deterministic couplings do not always exist: Just think of the case when $\mu$ is a Dirac mass and $\nu$ is not. But there may also be infinitely many deterministic couplings between two given probability measures.
Some famous couplings

Here below are some of the most famous couplings used in mathematics — of course the list is far from complete, since everybody has his or her own preferred coupling technique. Each of these couplings comes with its own natural setting; this variety of assumptions reflects the variety of constructions. (This is a good reason to state each of them with some generality.)

1. The **measurable isomorphism**. Let $(\mathcal{X}, \mu)$ and $(\mathcal{Y}, \nu)$ be two Polish (i.e. complete, separable, metric) probability spaces without atom (i.e. no single point carries a positive mass). Then there exists a (nonunique) measurable bijection $T : \mathcal{X} \to \mathcal{Y}$ such that $T#\mu = \nu$, $(T^{-1})#\nu = \mu$. In that sense, all atomless Polish probability spaces are isomorphic, and, say, isomorphic to the space $\mathcal{Y} = [0, 1]$ equipped with the Lebesgue measure. Powerful as that theorem may seem, in practice the map $T$ is very singular; as a good exercise, the reader might try to construct it “explicitly”, in terms of cumulative distribution functions, when $X = \mathbb{R}$ and $Y = [0, 1]$ (issues do arise when the density of $\mu$ vanishes at some places). Experience shows that it is quite easy to fall into logical traps when working with the measurable isomorphism, and my advice is to never use it.

2. The **Moser mapping**. Let $\mathcal{X}$ be a smooth compact Riemannian manifold with volume $\text{vol}$, and let $f, g$ be Lipschitz continuous positive probability densities on $\mathcal{X}$; then there exists a deterministic coupling of $\mu = f \text{vol}$ and $\nu = g \text{vol}$, constructed by resolution of an elliptic equation. On the positive side, there is a somewhat explicit representation of the transport map $T$, and it is as smooth as can be: if $f, g$ are $C^{k, \alpha}$ then $T$ is $C^{k+1, \alpha}$. The formula is given in the Appendix at the end of this chapter. The same construction works in $\mathbb{R}^n$ provided that $f$ and $g$ decay fast enough at infinity; and it is robust enough to accommodate for variants.

3. The **increasing rearrangement** on $\mathbb{R}$. Let $\mu, \nu$ be two probability measures on $\mathbb{R}$; define their cumulative distribution functions by

$$F(x) = \int_{-\infty}^{x} d\mu, \quad G(y) = \int_{-\infty}^{y} d\nu.$$  

Further define their right-continuous inverses by
\[ F^{-1}(t) = \inf \left\{ x \in \mathbb{R}; \ F(x) > t \right\}; \]
\[ G^{-1}(t) = \inf \left\{ y \in \mathbb{R}; \ G(y) > t \right\}; \]

and set
\[ T = G^{-1} \circ F. \]

If \( \mu \) does not have atoms, then \( T \# \mu = \nu \). This rearrangement is quite simple, explicit, as smooth as can be, and enjoys good geometric properties.

4. The Kn"othe–Rosenblatt rearrangement in \( \mathbb{R}^n \). Let \( \mu \) and \( \nu \) be two probability measures on \( \mathbb{R}^n \), such that \( \mu \) is absolutely continuous with respect to Lebesgue measure. Then define a coupling of \( \mu \) and \( \nu \) as follows.

Step 1: Take the marginal on the first variable: this gives probability measures \( \mu_1(dx_1), \nu_1(dy_1) \) on \( \mathbb{R} \), with \( \mu_1 \) being atomless. Then define \( y_1 = T_1(x_1) \) by the formula for the increasing rearrangement of \( \mu_1 \) into \( \nu_1 \).

Step 2: Now take the marginal on the first two variables and disintegrate it with respect to the first variable. This gives probability measures \( \mu_2(dx_1 \, dx_2) = \mu_1(dx_1) \mu_2(dx_2|x_1), \ \nu_2(dy_1 \, dy_2) = \nu_1(dy_1) \nu_2(dy_2|y_1) \). Then, for each given \( y_1 \in \mathbb{R} \), set \( y_1 = T_1(x_1) \), and define \( y_2 = T_2(x_2; x_1) \) by the formula for the increasing rearrangement of \( \mu_2(dx_2|x_1) \) into \( \nu_2(dy_2|y_1) \). (See Figure 1.1.)

Then repeat the construction, adding variables one after the other and defining \( y_3 = T_3(x_3; x_1, x_2) \); etc. After \( n \) steps, this produces a map \( y = T(x) \) which transports \( \mu \) to \( \nu \), and in practical situations might be computed explicitly with little effort. Moreover, the Jacobian matrix of the change of variables \( T \) is (by construction) upper triangular with positive entries on the diagonal; this makes it suitable for various geometric applications. On the negative side, this mapping does not satisfy many interesting intrinsic properties; it is not invariant under isometries of \( \mathbb{R}^n \), not even under relabeling of coordinates.

5. The Holley coupling on a lattice. Let \( \mu \) and \( \nu \) be two discrete probabilities on a finite lattice \( \Lambda \), say \( \{0,1\}^N \), equipped with the natural partial ordering \( (x \leq y \text{ if } x_n \leq y_n \text{ for all } n) \). Assume that

\[
\forall x, y \in \Lambda, \quad \mu[\inf(x, y)] \nu[\sup(x, y)] \geq \mu[x] \nu[y]. \quad (1.2)
\]
Then there exists a coupling \((X, Y)\) of \((\mu, \nu)\) with \(X \leq Y\). The situation above appears in a number of problems in statistical mechanics, in connection with the so-called FKG (Fortuin–Kasteleyn–Ginibre) inequalities. Inequality (1.2) intuitively says that \(\nu\) puts more mass on large values than \(\mu\).

6. **Probabilistic representation formulas** for solutions of partial differential equations. There are hundreds of them (if not thousands), representing solutions of diffusion, transport or jump processes as the laws of various deterministic or stochastic processes. Some of them are recalled later in this chapter.

7. The **exact coupling** of two stochastic processes, or Markov chains. Two realizations of a stochastic process are started at initial time, and when they happen to be in the same state at some time, they are merged: from that time on, they follow the same path and accordingly, have the same law. For two Markov chains which are started independently, this is called the **classical coupling**. There
are many variants with important differences which are all intended to make two trajectories close to each other after some time: the **Ornstein coupling**, the **ε-coupling** (in which one requires the two variables to be close, rather than to occupy the same state), the **shift-coupling** (in which one allows an additional time-shift), etc.

8. The **optimal coupling** or **optimal transport**. Here one introduces a **cost function** \( c(x, y) \) on \( \mathcal{X} \times \mathcal{Y} \), that can be interpreted as the work needed to move one unit of mass from location \( x \) to location \( y \). Then one considers the **Monge–Kantorovich minimization problem**

\[
\inf \mathbb{E} c(X, Y),
\]

where the pair \((X, Y)\) runs over all possible couplings of \((\mu, \nu)\); or equivalently, in terms of measures,

\[
\inf \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y),
\]

where the infimum runs over all joint probability measures \( \pi \) on \( \mathcal{X} \times \mathcal{Y} \) with marginals \( \mu \) and \( \nu \). Such joint measures are called **transference plans** (or transport plans, or transportation plans); those achieving the infimum are called **optimal transference plans**.

Of course, the solution of the Monge–Kantorovich problem depends on the cost function \( c \). The cost function and the probability spaces here can be very general, and some nontrivial results can be obtained as soon as, say, \( c \) is lower semicontinuous and \( \mathcal{X}, \mathcal{Y} \) are Polish spaces. Even the apparently trivial choice \( c(x, y) = 1_{x \neq y} \) appears in the probabilistic interpretation of total variation:

\[
\|\mu - \nu\|_{TV} = 2 \inf \left\{ \mathbb{E} 1_{X \neq Y}; \ \text{law} (X) = \mu, \ \text{law} (Y) = \nu \right\}.
\]

Cost functions valued in \( \{0, 1\} \) also occur naturally in Strassen’s duality theorem.

Under certain assumptions one can guarantee that the optimal coupling really is deterministic; the search of deterministic optimal couplings (or Monge couplings) is called the **Monge problem**. A solution of the Monge problem yields a plan to transport the mass at minimal cost with a recipe that associates to each point \( x \) a single point \( y \). (“No mass shall be split.”) To guarantee the existence of solutions to the
Gluing problem, two kinds of assumptions are natural: First, \( c \) should “vary enough” in some sense (think that the constant cost function will allow for arbitrary minimizers), and secondly, \( \mu \) should enjoy some regularity property (at least Dirac masses should be ruled out!). Here is a typical result: If \( c(x,y) = |x - y|^2 \) in the Euclidean space, \( \mu \) is absolutely continuous with respect to Lebesgue measure, and \( \mu, \nu \) have finite moments of order 2, then there is a unique optimal Monge coupling between \( \mu \) and \( \nu \). More general statements will be established in Chapter 10.

Optimal couplings enjoy several nice properties:

(i) They naturally arise in many problems coming from economics, physics, partial differential equations or geometry (by the way, the increasing rearrangement and the Holley coupling can be seen as particular cases of optimal transport);

(ii) They are quite stable with respect to perturbations;

(iii) They encode good geometric information, if the cost function \( c \) is defined in terms of the underlying geometry;

(iv) They exist in smooth as well as nonsmooth settings;

(v) They come with a rich structure: an \textbf{optimal cost} functional (the value of the infimum defining the Monge–Kantorovich problem); a \textbf{dual variational problem}; and, under adequate structure conditions, a continuous \textbf{interpolation}.

On the negative side, it is important to be warned that optimal transport is in general not so smooth. There are known counterexamples which put limits on the regularity that one can expect from it, even for very nice cost functions.

All these issues will be discussed again and again in the sequel. The rest of this chapter is devoted to some basic technical tools.

\textbf{Gluing}

If \( Z \) is a function of \( Y \) and \( Y \) is a function of \( X \), then of course \( Z \) is a function of \( X \). Something of this still remains true in the setting of nondeterministic couplings, under quite general assumptions.

\textbf{Gluing lemma.} Let \((X_i, \mu_i), i = 1, 2, 3,\) be Polish probability spaces. If \((X_1, X_2)\) is a coupling of \((\mu_1, \mu_2)\) and \((Y_2, Y_3)\) is a coupling of \((\mu_2, \mu_3)\),
then one can construct a triple of random variables \((Z_1, Z_2, Z_3)\) such that \((Z_1, Z_2)\) has the same law as \((X_1, X_2)\) and \((Z_2, Z_3)\) has the same law as \((Y_2, Y_3)\).

It is simple to understand why this is called “gluing lemma”: if \(\pi_{12}\) stands for the law of \((X_1, X_2)\) on \(X_1 \times X_2\) and \(\pi_{23}\) stands for the law of \((X_2, X_3)\) on \(X_2 \times X_3\), then to construct the joint law \(\pi_{123}\) of \((Z_1, Z_2, Z_3)\) one just has to glue \(\pi_{12}\) and \(\pi_{23}\) along their common marginal \(\mu_2\). Expressed in a slightly informal way: Disintegrate \(\pi_{12}\) and \(\pi_{23}\) as

\[
\pi_{12}(dx_1 dx_2) = \pi_{12}(dx_1|x_2) \mu_2(dx_2),
\]

\[
\pi_{23}(dx_2 dx_3) = \pi_{23}(dx_3|x_2) \mu_2(dx_2),
\]

and then reconstruct \(\pi_{123}\) as

\[
\pi_{123}(dx_1 dx_2 dx_3) = \pi_{12}(dx_1|x_2) \mu_2(dx_2) \pi_{23}(dx_3|x_2).
\]

**Change of variables formula**

When one writes the formula for change of variables, say in \(\mathbb{R}^n\) or on a Riemannian manifold, a Jacobian term appears, and one has to be careful about two things: the change of variables should be injective (otherwise, reduce to a subset where it is injective, or take the multiplicity into account); and it should be somewhat smooth. It is classical to write these formulas when the change of variables is continuously differentiable, or at least Lipschitz:

**Change of variables formula.** Let \(M\) be an \(n\)-dimensional Riemannian manifold with a \(C^1\) metric, let \(\mu_0, \mu_1\) be two probability measures on \(M\), and let \(T : M \to M\) be a measurable function such that \(T_#\mu_0 = \mu_1\). Let \(\nu\) be a reference measure, of the form \(\nu(dx) = e^{-V(x)} \text{vol}(dx)\), where \(V\) is continuous and \(\text{vol}\) is the volume (or \(n\)-dimensional Hausdorff) measure. Further assume that

(i) \(\mu_0(dx) = \rho_0(x) \nu(dx)\) and \(\mu_1(dy) = \rho_1(y) \nu(dy)\);

(ii) \(T\) is injective;

(iii) \(T\) is locally Lipschitz.

Then, \(\mu_0\)-almost surely,
\[ \rho_0(x) = \rho_1(T(x)) J_T(x), \quad (1.3) \]

where \( J_T(x) \) is the Jacobian determinant of \( T \) at \( x \), defined by

\[ J_T(x) := \lim_{\varepsilon \to 0} \frac{\nu[T(B_\varepsilon(x))]}{\nu[B_\varepsilon(x)]}. \quad (1.4) \]

The same holds true if \( T \) is only defined on the complement of a \( \mu_0 \)-negligible set, and satisfies properties (ii) and (iii) on its domain of definition.

**Remark 1.3.** When \( \nu \) is just the volume measure, \( J_T \) coincides with the usual Jacobian determinant, which in the case \( M = \mathbb{R}^n \) is the absolute value of the determinant of the Jacobian matrix \( \nabla T \). Since \( V \) is continuous, it is almost immediate to deduce the statement with an arbitrary \( V \) from the statement with \( V = 0 \) (this amounts to multiplying \( \rho_0(x) \) by \( e^{V(x)} \), \( \rho_1(y) \) by \( e^{V(y)} \), \( J_T(x) \) by \( e^{V(x)-V(T(x))} \)).

**Remark 1.4.** There is a more general framework beyond differentiability, namely the property of **approximate differentiability**. A function \( T \) on an \( n \)-dimensional Riemannian manifold is said to be approximately differentiable at \( x \) if there exists a function \( \tilde{T} \), differentiable at \( x \), such that the set \( \{ \tilde{T} \neq T \} \) has zero density at \( x \), i.e.

\[ \lim_{r \to 0} \frac{\text{vol} \left[ \{ x \in B_r(x); \ T(x) \neq \tilde{T}(x) \} \right]}{\text{vol} [B_r(x)]} = 0. \]

It turns out that, roughly speaking, an approximately differentiable map can be replaced, up to neglecting a small set, by a Lipschitz map (this is a kind of differentiable version of Lusin’s theorem). So one can prove the Jacobian formula for an approximately differentiable map by approximating it with a sequence of Lipschitz maps.

Approximate differentiability is obviously a local property; it holds true if the distributional derivative of \( T \) is a locally integrable function, or even a locally finite measure. So it is useful to know that the change of variables formula still holds true if Assumption (iii) above is replaced by

\( (iii') T \) is approximately differentiable.
Conservation of mass Formula

The single most important theorem of change of variables arising in continuum physics might be the one resulting from the conservation of mass formula,

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \xi) = 0. \tag{1.5}
\]

Here \( \rho = \rho(t, x) \) stands for the density of a system of particles at time \( t \) and position \( x \); \( \xi = \xi(t, x) \) for the velocity field at time \( t \) and position \( x \); and \( \nabla \cdot \) stands for the divergence operator. Once again, the natural setting for this equation is a Riemannian manifold \( M \).

It will be useful to work with particle densities \( \mu_t(dx) \) (that are not necessarily absolutely continuous) and rewrite (1.5) as

\[
\frac{\partial \mu}{\partial t} + \nabla \cdot (\mu \xi) = 0,
\]

where the time-derivative is taken in the weak sense, and the divergence operator is defined by duality against continuously differentiable functions with compact support:

\[
\int_M \varphi \nabla \cdot (\mu \xi) = - \int_M (\xi \cdot \nabla \varphi) \, d\mu.
\]

The formula of conservation of mass is an Eulerian description of the physical world, which means that the unknowns are fields. The next theorem links it with the Lagrangian description, in which everything is expressed in terms of particle trajectories, that are integral curves of the velocity field:

\[
\xi(t, T_t(x)) = \frac{d}{dt} T_t(x). \tag{1.6}
\]

If \( \xi \) is (locally) Lipschitz continuous, then the Cauchy–Lipschitz theorem guarantees the existence of a flow \( T_t \) locally defined on a maximal time interval, and itself locally Lipschitz in both arguments \( t \) and \( x \). Then, for each \( t \) the map \( T_t \) is a local diffeomorphism onto its image. But the formula of conservation of mass also holds true without any regularity assumption on \( \xi \); one should only keep in mind that if \( \xi \) is not Lipschitz, then a solution of (1.6) is not uniquely determined by its value at time 0, so \( x \mapsto T_t(x) \) is not necessarily uniquely defined. Still it makes sense to consider random solutions of (1.6).
Mass conservation formula. Let $M$ be a $C^1$ manifold, $T \in (0, +\infty]$ and let $\xi(t, x)$ be a (measurable) velocity field on $[0, T) \times M$. Let $(\mu_t)_{0 \leq t < T}$ be a time-dependent family of probability measures on $M$ (continuous in time for the weak topology), such that

$$\int_0^T \int_M |\xi(t, x)| \mu_t(dx) dt < +\infty.$$  

Then, the following two statements are equivalent:

(i) $\mu = \mu_t(dx)$ is a weak solution of the linear (transport) partial differential equation

$$\partial_t \mu + \nabla_x \cdot (\mu \xi) = 0$$

on $[0, T) \times M$;

(ii) $\mu_t$ is the law at time $t$ of a random solution $T_t(x)$ of (1.6).

If moreover $\xi$ is locally Lipschitz, then $(T_t)_{0 \leq t < T}$ defines a deterministic flow, and statement (ii) can be rewritten

(ii') $\mu_t = (T_t)_#\mu_0$.

Diffusion formula

The final reminder in this chapter is very well-known and related to Itô’s formula; it was discovered independently (in the Euclidean context) by Bachelier, Einstein and Smoluchowski at the beginning of the twentieth century. It requires a bit more regularity than the Conservation of mass Formula. The natural assumptions on the phase space are in terms of Ricci curvature, a concept which will play an important role in these notes. For the reader who has no idea what Ricci curvature means, it is sufficient to know that the theorem below applies when $M$ is either $\mathbb{R}^n$, or a compact manifold with a $C^2$ metric. By convention, $B_t$ denotes the “standard” Brownian motion on $M$ with identity covariance matrix.

Diffusion theorem. Let $M$ be a Riemannian manifold with a $C^2$ metric, such that the Ricci curvature tensor of $M$ is uniformly bounded below, and let $\sigma(t, x) : T_x M \to T_x M$ be a twice differentiable linear mapping on each tangent space. Let $X_t$ stand for the solution of the stochastic differential equation

$$dX_t = \sigma(t, X_t) \, dt + dB_t.$$
Then the following two statements are equivalent:

(i) \( \mu = \mu_t(dx) \) is a weak solution of the linear (diffusion) partial differential equation

\[
\partial_t \mu = \nabla_x \cdot \left( (\sigma^*) \nabla_x \mu \right)
\]

on \( M \times [0, T) \), where \( \sigma^* \) stands for the transpose of \( \sigma \);

(ii) \( \mu_t = \text{law} (X_t) \) for all \( t \in [0, T) \), where \( X_t \) solves (1.7).

Example 1.5. In \( \mathbb{R}^n \), the solution of the heat equation with initial datum \( \delta_0 \) is the law of \( X_t = \sqrt{2} B_t \) (Brownian motion sped up by a factor \( \sqrt{2} \)).

Remark 1.6. Actually, there is a finer criterion for the diffusion equation to hold true: it is sufficient that the Ricci curvature at point \( x \) be bounded below by \( -Cd(x_0, x)^2 g_x \) as \( x \to \infty \), where \( g_x \) is the metric at point \( x \) and \( x_0 \) is an arbitrary reference point. The exponent 2 here is sharp.

Exercise 1.7. Let \( M \) be a smooth compact manifold, equipped with its standard reference volume, and let \( \rho_0 \) be a smooth positive probability density on \( M \). Let \( (\rho_t)_{t \geq 0} \) be the solution of the heat equation

\[
\partial_t \rho = \Delta \rho.
\]

Use \( (\rho_t) \) to construct a deterministic coupling of \( \rho_0 \) and \( \rho_1 \).

Hint: Rewrite the heat equation in the form of an equation of conservation of mass.

Appendix: Moser’s coupling

In this Appendix I shall promote Moser’s technique for coupling smooth positive probability measures; it is simple, elegant and powerful, and plays a prominent role in geometry. It is not limited to compact manifolds, but does require assumptions about the behavior at infinity.

Let \( M \) be a smooth \( n \)-dimensional Riemannian manifold, equipped with a reference probability measure \( \nu(dx) = e^{-V(x)} \text{vol}(dx) \), where
Let $\mu_0 = \rho_0 \nu$, $\mu_1 = \rho_1 \nu$ be two probability measures on $M$; assume for simplicity that $\rho_0$, $\rho_1$ are bounded below by a constant $K > 0$. Further assume that $\rho_0$ and $\rho_1$ are locally Lipschitz, and that the equation
\[
(\Delta - \nabla V \cdot \nabla) u = \rho_0 - \rho_1
\]
can be solved for some $u \in C^{1,1}(M)$ (that is, $\nabla u$ is locally Lipschitz). Then, define a locally Lipschitz vector field
\[
\xi(t, x) = \frac{\nabla u(x)}{(1-t) \rho_0(x) + t \rho_1(x)},
\]
with associated flow $(T_t(x))_{0 \leq t \leq 1}$, and a family $(\mu_t)_{0 < t < 1}$ of probability measures by
\[
\mu_t = (1-t) \mu_0 + t \mu_1.
\]
It is easy to check that
\[
\partial_t \mu = (\rho_1 - \rho_0) \nu,
\]
\[
\nabla \cdot (\mu_t \xi(t, \cdot)) = \nabla \cdot (\nabla u e^{-V} \text{vol}) = e^{-V}(\Delta u - \nabla V \cdot \nabla u) \text{vol} = (\rho_0 - \rho_1) \nu.
\]
So $\mu_t$ satisfies the formula of conservation of mass, therefore $\mu_t = (T_t)_# \mu_0$. In particular, $T_1$ pushes $\mu_0$ forward to $\mu_1$.

In the case when $M$ is compact and $V = 0$, the above construction works if $\rho_0$ and $\rho_1$ are Lipschitz continuous and positive. Indeed, the solution $u$ of $\Delta u = \rho_0 - \rho_1$ will be of class $C^{2,\alpha}$ for all $\alpha \in (0, 1)$, and in particular $\nabla u$ will be of class $C^1$ (in fact $C^{1,\alpha}$). In more general situations, things might depend on the regularity of $V$, and its behavior at infinity.

**Bibliographical notes**

An excellent general reference book for the “classical theory” of couplings is the monograph by Thorisson [781]. There one can find an exhaustive treatment of classical couplings of Markov chains or stochastic processes, such as $\varepsilon$-coupling, shift-coupling, Ornstein coupling. The classical theory of optimal couplings is addressed in the two volumes by Rachev and Rüschendorf [696]. This includes in particular the theory of optimal coupling on the real line with a convex cost function, which can be treated in a simple and direct manner [696, Section 3.1].
(In [814], for the sake of consistency of the presentation I treated optimal coupling on $\mathbb{R}$ as a particular case of optimal coupling on $\mathbb{R}^n$, however this has the drawback to involve subtle arguments.)

The Knothe–Rosenblatt coupling was introduced in 1952 by Rosenblatt [709], who suggested that it might be useful to “normalize” statistical data before applying a statistical test. In 1957, Knothe [523] rediscovered it for applications to the theory of convex bodies. It is quite likely that other people have discovered this coupling independently. An infinite-dimensional generalization was studied by Bogachev, Kolesnikov and Medvedev [134, 135].

FKG inequalities were introduced in [375], and have since then played a crucial role in statistical mechanics. Holley’s proof by coupling appears in [477]. Recently, Caffarelli [188] has revisited the subject in connection with optimal transport.

It was in 1965 that Moser proved his coupling theorem, for smooth compact manifolds without boundaries [640]; noncompact manifolds were later considered by Greene and Shiohama [432]. Moser himself also worked with Dacorogna on the more delicate case where the domain is an open set with boundary, and the transport is required to fix the boundary [270].

Strassen’s duality theorem is discussed e.g. in [814, Section 1.4].

The gluing lemma is due to several authors, starting with Vorob’ev in 1962 for finite sets. The modern formulation seems to have emerged around 1980, independently by Berkes and Philipp [101], Kallenberg, Thorisson, and maybe others. Refinements were discussed e.g. by de Acosta [273, Theorem A.1] (for marginals indexed by an arbitrary set) or Thorisson [781, Theorem 5.1]; see also the bibliographic comments in [317, p. 20]. For a proof of the statement in these notes, it is sufficient to consult Dudley [317, Theorem 1.1.10], or [814, Lemma 7.6].

A comment about terminology: I like the word “gluing” which gives a good indication of the construction, but many authors just talk about “composition” of plans.

The formula of change of variables for $C^1$ or Lipschitz change of variables can be found in many textbooks, see e.g. Evans and Gariepy [331, Chapter 3]. The generalization to approximately differentiable maps is explained in Ambrosio, Gigli and Savaré [30, Section 5.5]. Such a generality is interesting in the context of optimal transportation, where changes of variables are often very rough (say $BV$, which means of bounded variation). In that context however, there is more structure:
For instance, changes of variables will typically be given by the gradient of a convex function in $\mathbb{R}^n$, and on such a map one knows slightly more than on a general $BV$ function, because convex functions are twice differentiable almost everywhere (Theorem 14.25 later in these notes). McCann [614] used this property to prove, by slightly more elementary means, the change of variables formula for a gradient of convex function; the proof is reproduced in [814, Theorem 4.8]. It was later generalized by Cordero-Erausquin, McCann and Schmuckenschläger to Riemannian manifolds [246], a case which again can be treated either as part of the general theory of $BV$ changes of variables, or with the help of almost everywhere second derivatives of semiconcave functions.

The formula of conservation of mass is also called the method of characteristics for linear transport equations, and is described in a number of textbooks in partial differential equations, at least when the driving vector field is Lipschitz, see for instance Evans [327, Section 3.2]. An essentially equivalent statement is proven in [814, Theorem 5.34]. Treating vector fields that are only assumed to be locally Lipschitz is not so easy: see Ambrosio, Gigli and Savaré [30, Section 8.1].

The Lipschitz condition can be relaxed into a Sobolev or even a $BV$ condition, but then the flow is determined only almost everywhere, and this becomes an extremely subtle problem, which has been studied by many authors since the pioneering work of DiPerna and Lions [304] at the beginning of the nineties. See Ambrosio [21] for recent progress and references. The version which is stated in these notes, with no regularity assumption, is due to Ambrosio and carefully proved in [30, Section 8.1]. In spite of its appealing and relatively natural character (especially in a probabilistic perspective), this is a very recent research result. Note that, if $T_t(x)$ is not uniquely determined by $x$, then the solution to the conservation equation starting with a given probability measure might admit several solutions.

A recent work by Lisini [565] addresses a generalization of the formula of conservation of mass in the setting of general Polish spaces. Of course, without any regularity assumption on the space it is impossible to speak of vector fields and partial differential equations; but it is still possible to consider paths in the space of probability measures, and random curves. Lisini’s results are most naturally expressed in the language of optimal transport distances; see the bibliographical notes for Chapter 7.
The diffusion formula can be obtained as a simple consequence of the Itô formula, which in the Euclidean setting can be found in any textbook on stochastic differential equations, e.g. [658]. It was recently the hundredth anniversary of the discovery of the diffusion formula by Einstein [322]; or rather rediscovery, since Bachelier already had obtained the main results at the turn of the twentieth century [251, 739]. (Some information about Bachelier’s life can be found online at sjepg.univ-fcomte.fr/sjepgbis/libre/bachelier/page01/page01.htm.) Fascinating tales about the Brownian motion can be read in Nelson’s unconventional book [648], especially Chapters 1–4. For the much more subtle Riemannian setting, one may consult Stroock [759], Hsu [483] and the references therein.

The Brownian motion on a smooth Riemannian manifold is always well-defined, even if the manifold has a wild behavior at infinity (the construction of the Brownian motion is purely local); but in the absence of a good control on the Ricci curvature, there might be several heat kernels, and the heat equation might not be uniquely solvable for a given initial datum. This corresponds to the possibility of a blow-up of the Brownian motion (i.e. the Brownian motion escapes to infinity) in finite time. All this was explained to me by Thalmaier. The sharp criterion $\text{Ric}_x \geq -C(1 + d(x_0, x)^2)g_x$ for avoiding blow-up of the heat equation is based on comparison theorems for Laplace operators. In the version stated here it is due to Ichihara [486]; see also the book by Hackenbroch and Thalmaier [454, p. 544]. Nonexplosion criteria based on curvature have been studied by Gaffney, Yau, Hsu, Karp and Li, Davies, Takeda, Sturm, and Grigor’yan; for a detailed exposition, and many explanations, the reader can consult the survey by Grigor’yan [434, Section 9].
Three examples of coupling techniques

In this chapter I shall present three applications of coupling methods. The first one is classical and quite simple, the other two are more original but well-representative of the topics that will be considered later in these notes. The proofs are extremely variable in difficulty and will only be sketched here; see the references in the bibliographical notes for details.

Convergence of the Langevin process

Consider a particle subject to the force induced by a potential \( V \in C^1(\mathbb{R}^n) \), a friction and a random white noise agitation. If \( X_t \) stands for the position of the particle at time \( t \), \( m \) for its mass, \( \lambda \) for the friction coefficient, \( k \) for the Boltzmann constant and \( T \) for the temperature of the heat bath, then Newton’s equation of motion can be written

\[
m \frac{d^2 X_t}{dt^2} = -\nabla V(X_t) - \lambda m \frac{dX_t}{dt} + \sqrt{kT} \frac{dB_t}{dt},
\]

where \((B_t)_{t \geq 0}\) is a standard Brownian motion. This is a second-order (stochastic) differential equation, so it should come with initial conditions for both the position \( X \) and the velocity \( X' \).

Now consider a large cloud of particles evolving independently, according to (2.1); the question is whether the distribution of particles will converge to a definite limit as \( t \to \infty \). In other words: Consider the stochastic differential equation (2.1) starting from some initial distribution \( \mu_0(dx \, dv) = \text{law} (X_0, \dot{X}_0) \); is it true that \( \text{law} (X_t) \), or \( \text{law} (X_t, \dot{X}_t) \), will converge to some given limit law as \( t \to \infty \)?
Obviously, to solve this problem one has to make some assumptions on the potential $V$, which should prevent the particles from all escaping at infinity; for instance, we can make the very strong assumption that $V$ is uniformly convex, i.e. there exists $K > 0$ such that the Hessian $\nabla^2 V$ satisfies $\nabla^2 V \geq K I_n$. Some assumptions on the initial distribution might also be needed; for instance, it is natural to assume that the Hamiltonian has finite expectation at initial time:

$$\mathbb{E} \left( V(X_0) + \frac{|\dot{X}_0|^2}{2} \right) < +\infty$$

Under these assumptions, it is true that there is exponential convergence to equilibrium, at least if $V$ does not grow too wildly at infinity (for instance if the Hessian of $V$ is also bounded above). However, I do not know of any simple method to prove this.

On the other hand, consider the limit where the friction coefficient is quite strong, and the motion of the particle is so slow that the acceleration term may be neglected in front of the others: then, up to resetting units, equation (2.1) becomes

$$\frac{dX_t}{dt} = -\nabla V(X_t) + \sqrt{2} \frac{dB_t}{dt}, \quad (2.2)$$

which is often called a Langevin process. Now, to study the convergence of equilibrium for (2.2) there is an extremely simple solution by coupling. Consider another random position $(Y_t)_{t \geq 0}$ obeying the same equation as (2.2):

$$\frac{dY_t}{dt} = -\nabla V(Y_t) + \sqrt{2} \frac{dB_t}{dt}, \quad (2.3)$$

where the random realization of the Brownian motion is the same as in (2.2) (this is the coupling). The initial positions $X_0$ and $Y_0$ may be coupled in an arbitrary way, but it is possible to assume that they are independent. In any case, since they are driven by the same Brownian motion, $X_t$ and $Y_t$ will be correlated for $t > 0$.

Since $B_t$ is not differentiable as a function of time, neither $X_t$ nor $Y_t$ is differentiable (equations (2.2) and (2.3) hold only in the sense of solutions of stochastic differential equations); but it is easily checked that $\alpha_t := X_t - Y_t$ is a continuously differentiable function of time, and

$$\frac{d\alpha_t}{dt} = -(\nabla V(X_t) - \nabla V(Y_t)),$$
so in particular
\[
\frac{d}{dt} |\alpha_t|^2 = -\left\langle \nabla V(X_t) - \nabla V(Y_t), X_t - Y_t \right\rangle \leq -K |X_t - Y_t|^2 = -K |\alpha_t|^2.
\]

It follows by Gronwall’s lemma that
\[
|\alpha_t|^2 \leq e^{-2Kt} |\alpha_0|^2.
\]
Assume for simplicity that \( E |X_0|^2 \) and \( E |Y_0|^2 \) are finite. Then
\[
E |X_t - Y_t|^2 \leq e^{-2Kt} E |X_0 - Y_0|^2 \leq 2 \left( E |X_0|^2 + E |Y_0|^2 \right) e^{-2Kt}. \tag{2.4}
\]

In particular, \( X_t - Y_t \) converges to 0 almost surely, and this is independent of the distribution of \( Y_0 \).

This in itself would be essentially sufficient to guarantee the existence of a stationary distribution; but in any case, it is easy to check, by applying the diffusion formula, that
\[
\nu(dy) = \frac{e^{-V(y)} dy}{Z}
\]
(where \( Z = \int e^{-V} \) is a normalization constant) is stationary: If \( \text{law} (Y_0) = \nu \), then also \( \text{law} (Y_t) = \nu \). Then (2.4) easily implies that \( \mu_t := \text{law} (X_t) \) converges weakly to \( \nu \); in addition, the convergence is exponentially fast.

**Euclidean isoperimetry**

Among all subsets of \( \mathbb{R}^n \) with given surface, which one has the largest volume? To simplify the problem, let us assume that we are looking for a bounded open set \( \Omega \subset \mathbb{R}^n \) with, say, Lipschitz boundary \( \partial \Omega \), and that the measure of \( |\partial \Omega| \) is given; then the problem is to maximize the measure of \( |\Omega| \). To measure \( \partial \Omega \) one should use the \((n-1)\)-dimensional Hausdorff measure, and to measure \( \Omega \) the \(n\)-dimensional Hausdorff measure, which of course is the same as the Lebesgue measure in \( \mathbb{R}^n \).

It has been known, at least since ancient times, that the solution to this “isoperimetric problem” is the ball. A simple scaling argument shows that this statement is equivalent to the Euclidean isoperimetric inequality:
\[
\frac{|\partial \Omega|}{|\Omega|^{\frac{n-1}{n}}} \geq \frac{|\partial B|}{|B|^{\frac{n-1}{n}}},
\]
where \(B\) is any ball.

There are very many proofs of the isoperimetric inequality, and many refinements as well. It is less known that there is a proof by coupling.

Here is a sketch of the argument, forgetting about regularity issues. Let \(B\) be a ball such that \(|\partial B| = |\partial \Omega|\). Consider a random point \(X\) distributed uniformly in \(\Omega\), and a random point \(Y\) distributed uniformly in \(B\). Introduce the Knothe–Rosenblatt coupling of \(X\) and \(Y\): This is a deterministic coupling of the form \(Y = T(X)\), such that, at each \(x \in \Omega\), the Jacobian matrix \(\nabla T(x)\) is triangular with nonnegative diagonal entries. Since the law of \(X\) (resp. \(Y\)) has uniform density \(1/|\Omega|\) (resp. \(1/|B|\)), the change of variables formula yields
\[
\forall x \in \Omega \quad \frac{1}{|\Omega|} = \left(\det \nabla T(x)\right) \frac{1}{|B|}. \tag{2.5}
\]

Since \(\nabla T\) is triangular, the Jacobian determinant of \(T\) is \(\det(\nabla T) = \prod \lambda_i\), and its divergence \(\nabla \cdot T = \sum \lambda_i\), where the nonnegative numbers \((\lambda_i)_{1 \leq i \leq n}\) are the eigenvalues of \(\nabla T\). Then the arithmetic–geometric inequality \((\prod \lambda_i)^{1/n} \leq (\sum \lambda_i)/n\) becomes
\[
\left(\det \nabla T(x)\right)^{1/n} \leq \frac{\nabla \cdot T(x)}{n}.
\]

Combining this with (2.5) results in
\[
\frac{1}{|\Omega|^{\frac{1}{n}}} \leq \frac{(\nabla \cdot T)(x)}{n |B|^{\frac{1}{n}}}. \tag{2.6}
\]

Integrate this over \(\Omega\) and then apply the divergence theorem:
\[
|\Omega|^{\frac{1}{n}} \leq \frac{1}{n |B|^{\frac{1}{n}}} \int_{\Omega} (\nabla \cdot T)(x) \, dx = \frac{1}{n |B|^{\frac{1}{n}}} \int_{\partial \Omega} (T \cdot \sigma) \, d\mathcal{H}^{n-1},
\]
where \(\sigma : \partial \Omega \to \mathbb{R}^n\) is the unit outer normal to \(\Omega\) and \(\mathcal{H}^{n-1}\) is the \((n-1)\)-dimensional Hausdorff measure (restricted to \(\partial \Omega\)). But \(T\) is valued in \(B\), so \(|T \cdot \sigma| \leq 1\), and (2.6) implies
\[
|\Omega|^{\frac{1}{n}} \leq \frac{|\partial \Omega|}{n |B|^{\frac{1}{n}}}. \]
Since $|\partial \Omega| = |\partial B| = n|B|$, the right-hand side is actually $|B|^{1-\frac{n}{4}}$, so the volume of $\Omega$ is indeed bounded by the volume of $B$. This concludes the proof.

The above argument suggests the following problem:

**Open Problem 2.1.** Can one devise an optimal coupling between sets (in the sense of a coupling between the uniform probability measures on these sets) in such a way that the total cost of the coupling decreases under some evolution converging to balls, such as mean curvature motion?

---

**Caffarelli’s log-concave perturbation theorem**

The previous example was about transporting a set to another, now the present one is in some sense about transporting a whole space to another.

It is classical in geometry to compare a space $\mathcal{X}$ with a “model space” $\mathcal{M}$ that has nice properties and is, e.g., less curved than $\mathcal{X}$. A general principle is that certain inequalities which hold true on the model space can automatically be “transported” to $\mathcal{X}$. The theorem discussed in this section is a striking illustration of this idea.

Let $F,G,H,J,L$ be nonnegative continuous functions on $\mathbb{R}$, with $H$ and $J$ nondecreasing, and let $\ell \in \mathbb{R}$. For a given measure $\mu$ on $\mathbb{R}^n$, let $\lambda[\mu]$ be the largest $\lambda \geq 0$ such that, for all Lipschitz functions $h : \mathbb{R}^n \to \mathbb{R}$,

$$
\int_{\mathbb{R}^n} L(h) \, d\mu = \ell \quad \implies \quad F \left( \int_{\mathbb{R}^n} G(h) \, d\mu \right) \leq \frac{1}{\lambda} H \left( \int_{\mathbb{R}^n} J(|\nabla h|) \, d\mu \right).
$$

(2.7)

Functional inequalities of the form (2.7) are variants of Sobolev inequalities; many of them are well-known and useful. Caffarelli’s theorem states that they can only be improved by log-concave perturbation of the Gaussian distribution. More precisely, if $\gamma$ is the standard Gaussian measure and $\mu = e^{-v} \gamma$ is another probability measure, with $v$ convex, then

$$
\lambda[\mu] \geq \lambda[\gamma].
$$
His proof is a simple consequence of the following remarkable fact, which I shall call \textbf{Caffarelli’s log-concave perturbation theorem}: If \( \frac{d\mu}{d\gamma} \) is log-concave, then there exists a 1-Lipschitz change of variables from the measure \( \gamma \) to the measure \( \mu \). In other words, there is a deterministic coupling \((X, Y = C(X))\) of \((\gamma, \mu)\), such that \( |C(x) - C(y)| \leq |x - y| \), or equivalently \( |\nabla C| \leq 1 \) (almost everywhere).

It follows in particular that

\[
|\nabla (h \circ C)| \leq |(\nabla h) \circ C|,
\]

whatever the function \( h \).

Now it is easy to understand why the existence of the map \( C \) implies (2.7): On the one hand, the definition of change of variables implies

\[
\int G(h) \, d\mu = \int G(h \circ C) \, d\gamma, \quad \int L(h) \, d\mu = \int L(h \circ C) \, d\gamma;
\]

on the other hand, by the definition of change of variables again, inequality (2.8) and the nondecreasing property of \( J \),

\[
\int J(|\nabla h|) \, d\mu = \int J(|\nabla (h \circ C)|) \, d\gamma \geq \int J(|\nabla (h \circ C)|) \, d\gamma.
\]

Thus, inequality (2.7) is indeed “transported” from the space \((\mathbb{R}^n, \gamma)\) to the space \((\mathbb{R}^n, \mu)\).

\section*{Bibliographical notes}

It is very classical to use coupling arguments to prove convergence to equilibrium for stochastic differential equations and Markov chains; many examples are described by Rachev and Rüschendorf [696] and Thorisson [781]. Actually, the standard argument found in textbooks to prove the convergence to equilibrium for a positive aperiodic ergodic Markov chain is a coupling argument (but the null case can also be treated in a similar way, as I learnt from Thorisson). Optimal couplings are often well adapted to such situations, but definitely not the only ones to apply.

The coupling method is not limited to systems of independent particles, and sometimes works in presence of correlations, for instance if the law satisfies a nonlinear diffusion equation. This is exemplified in works
by Tanaka [777] on the spatially homogeneous Boltzmann equation with Maxwell molecules (the core of Tanaka’s argument is reproduced in my book [814, Section 7.5]), or some recent papers [138, 214, 379, 590].

Cattiaux and Guillin [221] found a simple and elegant coupling argument to prove the exponential convergence for the law of the stochastic process
\[ dX_t = \sqrt{2} dB_t - \mathbb{E} \nabla V(X_t - \tilde{X}_t) \, dt, \]
where \( \tilde{X}_t \) is an independent copy of \( X_t \), the \( \mathbb{E} \) expectation only bears on \( \tilde{X}_t \), and \( V \) is assumed to be a uniformly convex \( C^1 \) potential on \( \mathbb{R}^n \) satisfying \( V(-x) = V(x) \).

It is also classical to couple a system of particles with an auxiliary artificial system to study the limit when the number of particles becomes large. For the Vlasov equation in kinetic theory this was done by Dobrushin [309] and Neunzert [653] several decades ago. (The proof is reproduced in Spohn [757, Chapter 5], and also suggested as an exercise in my book [814, Problem 14].) Later Sznitman used this strategy in a systematic way for the propagation of chaos, and made it very popular, see e.g. his work on the Boltzmann equation [767] or his Saint-Flour lecture notes [768] and the many references included.

In all these works, the “philosophy” is always the same: Introduce some nice coupling and see how it evolves in a certain asymptotic regime (say, either the time, or the number of particles, or both, go to infinity).

It is possible to treat the convergence to equilibrium for the complete system (2.1) by methods that are either analytic [301, 472, 816, 818] or probabilistic [55, 559, 606, 701], but all methods known to me are much more delicate than the simple coupling argument which works for (2.2). It is certainly a nice open problem to find an elementary coupling argument which applies to (2.1). (The arguments in the above-mentioned probabilistic proofs ultimately rely on coupling methods via theorems of convergence for Markov chains, but in a quite indirect way.)

Coupling techniques have also been used recently for proving rather spectacular uniqueness theorems for invariant measures in infinite dimension, see e.g. [321, 456, 457].

Classical references for the isoperimetric inequality and related topics are the books by Burago and Zalgaller [176], and Schneider [741]; and the survey by Osserman [664]. Knothe [523] had the idea to use a “coupling” method to prove geometric inequalities, and Gromov [635, Appendix] applied this method to prove the Euclidean isoperimetric inequality. Trudinger [787] gave a closely related treatment of the same
inequality and some of its generalizations, by means of a clever use of
the Monge–Ampère equation (which more or less amounts to the con-
struction of an optimal coupling with quadratic cost function, as will
be seen in Chapter 11). Cabré [182] found a surprising simplification
of Trudinger’s method, based on the solution of just a linear elliptic
equation. The “proof” which I gave in this chapter is a variation on
Gromov’s argument; although it is not rigorous, there is no real diffi-
culty in turning it into a full proof, as was done by Figalli, Maggi and
Pratelli [369]. These authors actually prove much more, since they use
this strategy to establish a sharp quantitative stability of the isoperi-
metric inequality (if the shape of a set departs from the optimal shape,
then its isoperimetric ratio departs from the optimal ratio in a quantifi-
able way). In the same work one can find a very interesting comparison
of the respective performances of the couplings obtained by the Knothe
method and by the optimal transport method (the comparison turns
very much to the advantage of optimal transport).

Other links between coupling and isoperimetric-type inequalities are
presented in Chapter 6 of my book [814], the research paper [587], the
review paper [586] and the bibliographical notes at the end of Chap-
ters 18 and 21.

The construction of Caffarelli’s map $C$ is easy, at least conceptually:
The optimal coupling of the Gaussian measure $\gamma$ with the measure $\mu = e^{-v}\gamma$, when the cost function is the square of the Euclidean distance,
will do the job. But proving that $C$ is indeed 1-Lipschitz is much more of
a sport, and involves some techniques from nonlinear partial differential
equations [188]. An idea of the core of the proof is explained in [814,
Problem 13]. It would be nice to find a softer argument.

Üstünel pointed out to me that, if $v$ is convex and symmetric ($v(-x) = v(x)$), then the Moser transport $T$ from $\gamma$ to $e^{-v}\gamma$ is con-
tracting, in the sense that $|T(x)| \leq |x|$; it is not clear however that $T$
would be 1-Lipschitz.

Caffarelli’s theorem has many analytic and probabilistic applica-
tions, see e.g. [242, 413, 465]. There is an infinite-dimensional version by
Feyel and Üstünel [361], where the Gaussian measure is replaced by the
Wiener measure. Another variant was recently studied by Valdimar-
son [801].

Like the present chapter, the lecture notes [813], written for a CIME
Summer School in 2001, present some applications of optimal transport
in various fields, with a slightly impressionistic style.
Like many other research subjects in mathematics, the field of optimal transport was born several times. The first of these births occurred at the end of the eighteenth century, by way of the French geometer Gaspard Monge.

Monge was born in 1746 under the French Ancient Régime. Because of his outstanding skills, he was admitted in a military training school from which he should have been excluded because of his modest origin. He invented descriptive geometry on his own, and the power of the method was so apparent that he was appointed professor at the age of 22, with the understanding that his theory would remain a military secret, for exclusive use of higher officers. He later was one of the most ardent warrior scientists of the French Revolution, served as a professor under several regimes, escaped a death sentence pronounced during the Terror, and became one of Napoleon’s closest friends. He taught at École Normale Supérieure and École Polytechnique in Paris. Most of his work was devoted to geometry.

In 1781 he published one of his famous works, *Mémoire sur la théorie des déblais et des remblais* (a “déblai” is an amount of material that is extracted from the earth or a mine; a “remblai” is a material that is input into a new construction). The problem considered by Monge is as follows: Assume you have a certain amount of soil to extract from the ground and transport to places where it should be incorporated in a construction (see Figure 3.1). The places where the material should be extracted, and the ones where it should be transported to, are all known. But the assignment has to be determined: To which destination should one send the material that has been extracted at a certain place? The answer does matter because transport is costly, and you want to
minimize the total cost. Monge assumed that the transport cost of one unit of mass along a certain distance was given by the product of the mass by the distance.

Nowadays there is a Monge street in Paris, and therein one can find an excellent bakery called *Le Boulanger de Monge*. To acknowledge this, and to illustrate how Monge’s problem can be recast in an economic perspective, I shall express the problem as follows. Consider a large number of bakeries, producing loaves, that should be transported each morning to cafés where consumers will eat them. The amount of bread that can be produced at each bakery, and the amount that will be consumed at each café are known in advance, and can be modeled as probability measures (there is a “density of production” and a “density of consumption”) on a certain space, which in our case would be Paris (equipped with the natural metric such that the distance between two points is the length of the shortest path joining them). The problem is to find in practice where each unit of bread should go (see Figure 3.2), in such a way as to minimize the total transport cost. So Monge’s problem really is the search of an optimal coupling; and to be more precise, he was looking for a *deterministic* optimal coupling.

Fig. 3.2. Economic illustration of Monge’s problem: squares stand for production units, circles for consumption places.
Monge studied the problem in three dimensions for a continuous distribution of mass. Guided by his beautiful geometric intuition, he made the important observation that transport should go along straight lines that would be orthogonal to a family of surfaces. This study led him to the discovery of lines of curvature, a concept that by itself was a great contribution to the geometry of surfaces. His ideas were developed by Charles Dupin and later by Paul Appell. By current mathematical standards, all these arguments were flawed, yet it certainly would be worth looking up all these problems with modern tools.

Much later Monge’s problem was rediscovered by the Russian mathematician Leonid Vitaliyevich Kantorovich. Born in 1912, Kantorovich was a very gifted mathematician who made his reputation as a first-class researcher at the age of 18, and earned a position of professor at just the same age as Monge had. He worked in many areas of mathematics, with a strong taste for applications in economics, and later theoretical computer science. In 1938 a laboratory consulted him for the solution of a certain optimization problem, which he found out was representative of a whole class of linear problems arising in various areas of economics. Motivated by this discovery, he developed the tools of linear programming, that later became prominent in economics. The publication of some of his most important works was delayed because of the great care with which Soviet authorities of the time handled the divulgence of scientific research related to economics. In fact (and this is another common point with Monge) for many years it was strictly forbidden for Kantorovich to publicly discuss some of his main discoveries. In the end his work became well-known and in 1975 was awarded the Nobel Prize for economics, jointly with Tjalling Koopmans, “for their contributions to the theory of optimum allocation of resources”.

In the case that is of direct interest for us, namely the problem of optimal coupling, Kantorovich stated and proved, by means of functional analytical tools, a duality theorem that would play a crucial role later. He also devised a convenient notion of distance between probability measures: the distance between two measures should be the optimal transport cost from one to the other, if the cost is chosen as the distance function. This distance between probability measures is nowadays called the Kantorovich–Rubinstein distance, and has proven to be particularly flexible and useful.
It was only several years after his main results that Kantorovich made the connection with Monge’s work. The problem of optimal coupling has since then been called the **Monge–Kantorovich problem**.

Throughout the second half of the twentieth century, optimal coupling techniques and variants of the Kantorovich–Rubinstein distance (nowadays often called Wasserstein distances, or other denominations) were used by statisticians and probabilists. The “basis” space could be finite-dimensional, or infinite-dimensional: For instance, optimal couplings give interesting notions of distance between probability measures on path spaces. Noticeable contributions from the seventies are due to Roland Dobrushin, who used such distances in the study of particle systems; and to Hiroshi Tanaka, who applied them to study the time-behavior of a simple variant of the Boltzmann equation. By the mid-eighties, specialists of the subject, like Svetlozar Rachev or Ludger Rüschendorf, were in possession of a large library of ideas, tools, techniques and applications related to optimal transport.

During that time, **reparametrization** techniques (yet another word for change of variables) were used by many researchers working on inequalities involving volumes or integrals. Only later would it be understood that optimal transport often provides useful reparametrizations.

At the end of the eighties, three directions of research emerged independently and almost simultaneously, which completely reshaped the whole picture of optimal transport.

One of them was John Mather’s work on Lagrangian dynamical systems. Action-minimizing curves are basic important objects in the theory of dynamical systems, and the construction of closed action-minimizing curves satisfying certain qualitative properties is a classical problem. By the end of the eighties, Mather found it convenient to study not only action-minimizing curves, but action-minimizing stationary **measures** in phase space. Mather’s measures are a generalization of action-minimizing curves, and they solve a variational problem which in effect is a Monge–Kantorovich problem. Under some conditions on the Lagrangian, Mather proved a celebrated result according to which (roughly speaking) certain action-minimizing measures are automatically concentrated on Lipschitz graphs. As we shall understand in Chapter 8, this problem is intimately related to the construction of a **deterministic** optimal coupling.

The second direction of research came from the work of Yann Brenier. While studying problems in incompressible fluid mechanics, Bre-
The founding fathers of optimal transport

Brenier needed to construct an operator that would act like the projection on the set of measure-preserving mappings in an open set (in probabilistic language, measure-preserving mappings are deterministic couplings of the Lebesgue measure with itself). He understood that he could do so by introducing an optimal coupling: If \( u \) is the map for which one wants to compute the projection, introduce a coupling of the Lebesgue measure \( \mathcal{L} \) with \( u \# \mathcal{L} \). This study revealed an unexpected link between optimal transport and fluid mechanics; at the same time, by pointing out the relation with the theory of Monge–Ampère equations, Brenier attracted the attention of the community working on partial differential equations.

The third direction of research, certainly the most surprising, came from outside mathematics. Mike Cullen was part of a group of meteorologists with a well-developed mathematical taste, working on semi-geostrophic equations, used in meteorology for the modeling of atmospheric fronts. Cullen and his collaborators showed that a certain famous change of unknown due to Brian Hoskins could be re-interpreted in terms of an optimal coupling problem, and they identified the minimization property as a stability condition. A striking outcome of this work was that optimal transport could arise naturally in partial differential equations which seemed to have nothing to do with it.

All three contributions emphasized (in their respective domain) that important information can be gained by a qualitative description of optimal transport. These new directions of research attracted various mathematicians (among the first, Luis Caffarelli, Craig Evans, Wilfrid Gangbo, Robert McCann, and others), who worked on a better description of the structure of optimal transport and found other applications.

An important conceptual step was accomplished by Felix Otto, who discovered an appealing formalism introducing a differential point of view in optimal transport theory. This opened the way to a more geometric description of the space of probability measures, and connected optimal transport to the theory of diffusion equations, thus leading to a rich interplay of geometry, functional analysis and partial differential equations.

Nowadays optimal transport has become a thriving industry, involving many researchers and many trends. Apart from meteorology, fluid mechanics and diffusion equations, it has also been applied to such diverse topics as the collapse of sandpiles, the matching of images, and the design of networks or reflector antennas. My book, *Topics in Optimal
Transportation, written between 2000 and 2003, was the first attempt to present a synthetic view of the modern theory. Since then the field has grown much faster than I expected, and it was never so active as it is now.

Bibliographical notes

Before the twentieth century, the main references for the problem of “déblais et remblais” are the memoirs by Monge [636], Dupin [319] and Appell [42]. Besides achieving important mathematical results, Monge and Dupin were strongly committed to the development of society and it is interesting to browse some of their writings about economics and industry (a list can be found online at gallica.bnf.fr). A lively account of Monge’s life and political commitments can be found in Bell’s delightful treatise, Men of Mathematics [80, Chapter 12]. It seems however that Bell did dramatize the story a bit, at the expense of accuracy and neutrality. A more cold-blooded biography of Monge was written by de Launay [277]. Considered as one the greatest geologists of his time, not particularly sympathetic to the French Revolution, de Launay documented himself with remarkable rigor, going back to original sources whenever possible. Other biographies have been written since then by Taton [778, 779] and Aubry [50].

Monge originally formulated his transport problem in Euclidean space for the cost function \(c(x, y) = |x - y|\); he probably had no idea of the extreme difficulty of a rigorous treatment. It was only in 1979 that Sudakov [765] claimed a proof of the existence of a Monge transport for general probability densities with this particular cost function. But his proof was not completely correct, and was amended much later by Ambrosio [20]. In the meantime, alternative rigorous proofs had been devised first by Evans and Gangbo [330] (under rather strong assumptions on the data), then by Trudinger and Wang [791], and Caffarelli, Feldman and McCann [190].

Kantorovich defined linear programming in [499], introduced his minimization problem and duality theorem in [500], and in [501] applied his theory to the problem of optimal transport; this note can be considered as the act of birth of the modern formulation of optimal transport. Later he made the link with Monge’s problem in [502]. His major work
in economics is the book [503], including a reproduction of [499]. Another important contribution is a study of numerical schemes based on linear programming, joint with his student Gavurin [505].

Kantorovich wrote a short autobiography for his Nobel Prize [504]. Online at www.math.nsc.ru/LBRT/g2/english/ssk/legacy.html are some comments by Kutateladze, who edited his mathematical works. A recent special issue of the Journal of Mathematical Sciences, edited by Vershik, was devoted to Kantorovich [810]; this reference contains translations of [501] and [502], as well as much valuable information about the personality of Kantorovich, and the genesis and impact of his ideas in mathematics, economy and computer science. In another historical note [808] Vershik recollects memories of Kantorovich and tells some tragicomical stories illustrating the incredible ideological pressure put on him and other scientists by Soviet authorities at the time.

The “classical” probabilistic theory of optimal transport is exhaustively reviewed by Rachev and Rüschendorf [696, 721]; most notable applications include limit theorems for various random processes. Relations with game theory, economics, statistics, and hypotheses testing are also common (among many references see e.g. [323, 391]).

Mather introduced minimizing measures in [600], and proved his Lipschitz graph theorem in [601]. The explicit connection with the Monge–Kantorovich problem came only recently [105]; see Chapter 8.

Tanaka’s contributions to kinetic theory go back to the mid-seventies [644, 776, 777]. His line of research was later taken up by Toscani and collaborators [133, 692]; these papers constituted my first contact with the optimal transport problem. More recent developments in the kinetic theory of granular media appear for instance in [138].

Brenier announced his main results in a short note [154], then published detailed proofs in [156]. Chapter 3 in [814] is entirely devoted to Brenier’s polar factorization theorem (which includes the existence of the projection operator), its interpretation and consequences. For the sources of inspiration of Brenier, and various links between optimal transport and hydrodynamics, one may consult [155, 158, 159, 160, 163, 170]. Recent papers by Ambrosio and Figalli [24, 25] provide a complete and thorough rewriting of Brenier’s theory of generalized incompressible flows.

The semi-geostrophic system was introduced by Eliassen [325] and Hoskins [480, 481, 482]; it is very briefly described in [814, Problem 9, pp. 323–326]. Cullen and collaborators wrote many papers on the sub-
ject, see in particular [269]; see also the review article [263], the works by Cullen and Gangbo [266], Cullen and Feldman [265] or the recent book by Cullen [262].

Further links between optimal transport and other fields of mathematics (or physics) can be found in my book [814], or in the treatise by Rachev and Rüschendorf [696]. An important source of inspiration was the relation with the qualitative behavior of certain diffusive equations arising from gas dynamics; this link was discovered by Jordan, Kinderlehrer and Otto at the end of the nineties [493], and then explored by several authors [208, 209, 210, 211, 212, 213, 214, 216, 669, 671].

Below is a nonexhaustive list of some other unexpected applications. Relations with the modeling of sandpiles are reviewed by Evans [328], as well as compression molding problems; see also Feldman [353] (this is for the cost function \( c(x, y) = |x - y| \)). Applications of optimal transport to image processing and shape recognition are discussed by Gangbo and McCann [400], Ahmad [6], Angenent, Haker, Tannenbaum, and Zhu [462, 463], Chazal, Cohen-Steiner and Mérigot [224], and many other contributors from the engineering community (see e.g. [700, 713]). X.-J. Wang [834], and independently Glimm and Oliker [419] (around 2000 and 2002 respectively) discovered that the theoretical problem of designing reflector antennas could be recast in terms of optimal transport for the cost function \( c(x, y) = -\log(1 - x \cdot y) \) on \( S^2 \); see [402, 419, 660] for further work in the area, and [420] for another version of this problem involving two reflectors.\(^1\) Rubinstein and Wolansky adapted the strategy in [420] to study the optimal design of lenses [712]; and Gutiérrez and Huang to treat a refraction problem [453]. In his PhD Thesis, Bernot [108] made the link between optimal transport, irrigation and the design of networks. Such topics were also considered by Santambrogio with various collaborators [152, 207, 731, 732, 733, 734]; in particular it is shown in [732] that optimal transport theory gives a rigorous basis to some variational constructions used by physicists and hydrologists to study river basin morphology [65, 706]. Buttazzo and collaborators [178, 179, 180] explored city planning via optimal transport. Brenier found a connection to the electrodynamic equations of Maxwell and related models in string theory [161, 162, 163, 164, 165, 166]. Frisch and collaborators

---

\(^1\) According to Oliker, the connection between the two-reflector problem (as formulated in [661]) and optimal transport is in fact much older, since it was first formulated in a 1993 conference in which he and Caffarelli were participating.
linked optimal transport to the problem of reconstruction of the “conditions of the initial Universe” [168, 382, 755]. (The publication of [382] in the prestigious generalist scientific journal *Nature* is a good indication of the current visibility of optimal transport outside mathematics.)

Relations of optimal transport with geometry, in particular Ricci curvature, will be explored in detail in Parts II and III of these notes.

Many generalizations and variants have been studied in the literature, such as the optimal matching [323], the optimal transshipment (see [696] for a discussion and list of references), the optimal transport of a fraction of the mass [192, 365], or the optimal coupling with more than two prescribed marginals [403, 525, 718, 723, 725]; I learnt from Strulovici that the latter problem has applications in contract theory.

In spite of this avalanche of works, one certainly should not regard optimal transport as a kind of miraculous tool, for “there are no miracles in mathematics”. In my opinion this abundance only reflects the fact that optimal transport is a simple, meaningful, natural and therefore universal concept.
Qualitative description of optimal transport
The first part of this course is devoted to the description and characterization of optimal transport under certain regularity assumptions on the measures and the cost function.

As a start, some general theorems about optimal transport plans are established in Chapters 4 and 5, in particular the Kantorovich duality theorem. The emphasis is on $c$-cyclically monotone maps, both in the statements and in the proofs. The assumptions on the cost function and the spaces will be very general.

From the Monge–Kantorovich problem one can derive natural distance functions on spaces of probability measures, by choosing the cost function as a power of the distance. The main properties of these distances are established in Chapter 6.

In Chapter 7 a time-dependent version of the Monge–Kantorovich problem is investigated, which leads to an interpolation procedure between probability measures, called displacement interpolation. The natural assumption is that the cost function derives from a Lagrangian action, in the sense of classical mechanics; still (almost) no smoothness is required at that level. In Chapter 8 I shall make further assumptions of smoothness and convexity, and recover some regularity properties of the displacement interpolant by a strategy due to Mather.

Then in Chapters 9 and 10 it is shown how to establish the existence of deterministic optimal couplings, and characterize the associated transport maps, again under adequate regularity and convexity assumptions. The Change of variables Formula is considered in Chapter 11. Finally, in Chapter 12 I shall discuss the regularity of the transport map, which in general is not smooth.

The main results of this part are synthetized and summarized in Chapter 13. A good understanding of this chapter is sufficient to go through Part II of this course.
Basic properties

Existence

The first good thing about optimal couplings is that they exist:

**Theorem 4.1 (Existence of an optimal coupling).** Let \((\mathcal{X}, \mu)\) and \((\mathcal{Y}, \nu)\) be two Polish probability spaces; let \(a : \mathcal{X} \to \mathbb{R} \cup \{-\infty\}\) and \(b : \mathcal{Y} \to \mathbb{R} \cup \{-\infty\}\) be two upper semicontinuous functions such that \(a \in L^1(\mu)\), \(b \in L^1(\nu)\). Let \(c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\}\) be a lower semicontinuous cost function, such that \(c(x, y) \geq a(x) + b(y)\) for all \(x, y\). Then there is a coupling of \((\mu, \nu)\) which minimizes the total cost \(\mathbb{E}c(X, Y)\) among all possible couplings \((X, Y)\).

**Remark 4.2.** The lower bound assumption on \(c\) guarantees that the expected cost \(\mathbb{E}c(X, Y)\) is well-defined in \(\mathbb{R} \cup \{+\infty\}\). In most cases of applications — but not all — one may choose \(a = 0\), \(b = 0\).

The proof relies on basic variational arguments involving the topology of weak convergence (i.e. imposed by bounded continuous test functions). There are two key properties to check: (a) lower semicontinuity, (b) compactness. These issues are taken care of respectively in Lemmas 4.3 and 4.4 below, which will be used again in the sequel. Before going on, I recall **Prokhorov’s theorem:** If \(\mathcal{X}\) is a Polish space, then a set \(\mathcal{P} \subset P(\mathcal{X})\) is precompact for the weak topology if and only if it is tight, i.e. for any \(\varepsilon > 0\) there is a compact set \(K_\varepsilon\) such that \(\mu[\mathcal{X}\setminus K_\varepsilon] \leq \varepsilon\) for all \(\mu \in \mathcal{P}\).

**Lemma 4.3 (Lower semicontinuity of the cost functional).** Let \(\mathcal{X}\) and \(\mathcal{Y}\) be two Polish spaces, and \(c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\}\) a lower
semicontinuous cost function. Let \( h : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{-\infty\} \) be an upper semicontinuous function such that \( c \geq h \). Let \((\pi_k)_{k \in \mathbb{N}}\) be a sequence of probability measures on \( \mathcal{X} \times \mathcal{Y} \), converging weakly to some \( \pi \in P(\mathcal{X} \times \mathcal{Y}) \), in such a way that \( h \in L^1(\pi_k) \), \( h \in L^1(\pi) \), and
\[
\int_{\mathcal{X} \times \mathcal{Y}} h \, d\pi_k \quad \xrightarrow{k \to \infty} \quad \int_{\mathcal{X} \times \mathcal{Y}} h \, d\pi.
\]
Then
\[
\int_{\mathcal{X} \times \mathcal{Y}} c \, d\pi \leq \lim \inf_{k \to \infty} \int_{\mathcal{X} \times \mathcal{Y}} c \, d\pi_k.
\]
In particular, if \( c \) is nonnegative, then \( F : \pi \to \int c \, d\pi \) is lower semicontinuous on \( P(\mathcal{X} \times \mathcal{Y}) \), equipped with the topology of weak convergence.

**Lemma 4.4 (Tightness of transference plans).** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be two Polish spaces. Let \( \mathcal{P} \subset P(\mathcal{X}) \) and \( \mathcal{Q} \subset P(\mathcal{Y}) \) be tight subsets of \( P(\mathcal{X}) \) and \( P(\mathcal{Y}) \) respectively. Then the set \( \Pi(\mathcal{P}, \mathcal{Q}) \) of all transference plans whose marginals lie in \( \mathcal{P} \) and \( \mathcal{Q} \) respectively, is itself tight in \( P(\mathcal{X} \times \mathcal{Y}) \).

**Proof of Lemma 4.3.** Replacing \( c \) by \( c - h \), we may assume that \( c \) is a nonnegative lower semicontinuous function. Then \( c \) can be written as the pointwise limit of a nondecreasing family \((c_\ell)_{\ell \in \mathbb{N}}\) of continuous real-valued functions. By monotone convergence,
\[
\int c \, d\pi = \lim_{\ell \to \infty} \int c_\ell \, d\pi = \lim_{\ell \to \infty} \lim_{k \to \infty} \int c_\ell \, d\pi_k \leq \lim \inf_{k \to \infty} \int c \, d\pi_k.
\]
\(\Box\)

**Proof of Lemma 4.4.** Let \( \mu \in \mathcal{P} \), \( \nu \in \mathcal{Q} \), and \( \pi \in \Pi(\mu, \nu) \). By assumption, for any \( \varepsilon > 0 \) there is a compact set \( K_\varepsilon \subset \mathcal{X} \), independent of the choice of \( \mu \) in \( \mathcal{P} \), such that \( \mu[\mathcal{X} \setminus K_\varepsilon] \leq \varepsilon \); and similarly there is a compact set \( L_\varepsilon \subset \mathcal{Y} \), independent of the choice of \( \nu \) in \( \mathcal{Q} \), such that \( \nu[\mathcal{Y} \setminus L_\varepsilon] \leq \varepsilon \). Then for any coupling \((X, Y)\) of \((\mu, \nu)\),
\[
\mathbb{P}[(X, Y) \notin K_\varepsilon \times L_\varepsilon] \leq \mathbb{P}[X \notin K_\varepsilon] + \mathbb{P}[Y \notin L_\varepsilon] \leq 2\varepsilon.
\]
The desired result follows since this bound is independent of the coupling, and \( K_\varepsilon \times L_\varepsilon \) is compact in \( \mathcal{X} \times \mathcal{Y} \).
\(\Box\)

**Proof of Theorem 4.1.** Since \( \mathcal{X} \) is Polish, \( \{\mu\} \) is tight in \( P(\mathcal{X}) \); similarly, \( \{\nu\} \) is tight in \( P(\mathcal{Y}) \). By Lemma 4.4, \( \Pi(\mu, \nu) \) is tight in \( P(\mathcal{X} \times \mathcal{Y}) \), and
by Prokhorov’s theorem this set has a compact closure. By passing to the limit in the equation for marginals, we see that \( \Pi(\mu, \nu) \) is closed, so it is in fact compact.

Then let \( (\pi_k)_{k \in \mathbb{N}} \) be a sequence of probability measures on \( \mathcal{X} \times \mathcal{Y} \), such that \( \int c \, d\pi_k \) converges to the infimum transport cost. Extracting a subsequence if necessary, we may assume that \( \pi_k \) converges to some \( \pi \in \Pi(\mu, \nu) \). The function \( h : (x, y) \mapsto a(x) + b(y) \) lies in \( L^1(\pi_k) \) and in \( L^1(\pi) \), and \( c \geq h \) by assumption; moreover, \( \int h \, d\pi_k = \int h \, d\pi = \int a \, d\mu + \int b \, d\nu \); so Lemma 4.3 implies

\[
\int c \, d\pi \leq \liminf_{k \to \infty} \int c \, d\pi_k.
\]

Thus \( \pi \) is minimizing. \( \square \)

**Remark 4.5.** This existence theorem does not imply that the optimal cost is finite. It might be that all transport plans lead to an infinite total cost, i.e. \( \int c \, d\pi = +\infty \) for all \( \pi \in \Pi(\mu, \nu) \). A simple condition to rule out this annoying possibility is

\[
\int c(x, y) \, d\mu(x) \, d\nu(y) < +\infty,
\]

which guarantees that at least the independent coupling has finite total cost. In the sequel, I shall sometimes make the stronger assumption

\[
c(x, y) \leq c_X(x) + c_Y(y), \quad (c_X, c_Y) \in L^1(\mu) \times L^1(\nu),
\]

which implies that any coupling has finite total cost, and has other nice consequences (see e.g. Theorem 5.10).

**Restriction property**

The second good thing about optimal couplings is that any sub-coupling is still optimal. In words: If you have an optimal transport plan, then any induced sub-plan (transferring part of the initial mass to part of the final mass) has to be optimal too — otherwise you would be able to lower the cost of the sub-plan, and as a consequence the cost of the whole plan. This is the content of the next theorem.
Theorem 4.6 (Optimality is inherited by restriction). Let \((X, \mu)\) and \((Y, \nu)\) be two Polish spaces, \(a \in L^1(\mu), b \in L^1(\nu)\), let \(c : X \times Y \to \mathbb{R} \cup \{+\infty\}\) be a measurable cost function such that \(c(x, y) \geq a(x) + b(y)\) for all \(x, y\); and let \(C(\mu, \nu)\) be the optimal transport cost from \(\mu\) to \(\nu\). Assume that \(C(\mu, \nu) < +\infty\) and let \(\pi \in \Pi(\mu, \nu)\) be an optimal transport plan. Let \(\tilde{\pi}\) be a nonnegative measure on \(X \times Y\), such that \(\tilde{\pi} \leq \pi\) and \(\tilde{\pi}[X \times Y] > 0\). Then the probability measure

\[ \pi' := \frac{\tilde{\pi}}{\tilde{\pi}[X \times Y]} \]

is an optimal transference plan between its marginals \(\mu'\) and \(\nu'\).

Moreover, if \(\pi\) is the unique optimal transference plan between \(\mu\) and \(\nu\), then also \(\pi'\) is the unique optimal transference plan between \(\mu'\) and \(\nu'\).

Example 4.7. If \((X, Y)\) is an optimal coupling of \((\mu, \nu)\), and \(Z \subset X \times Y\) is such that \(\mathbb{P}[((X, Y) \in Z)] > 0\), then the pair \((X, Y)\), conditioned to lie in \(Z\), is an optimal coupling of \((\mu', \nu')\), where \(\mu'\) is the law of \(X\) conditioned by the event "\((X, Y) \in Z\)", and \(\nu'\) is the law of \(Y\) conditioned by the same event.

Proof of Theorem 4.6. Assume that \(\pi'\) is not optimal; then there exists \(\pi''\) such that

\[ (\text{proj}_X)_# \pi'' = (\text{proj}_X)_# \pi' = \mu', \quad (\text{proj}_Y)_# \pi'' = (\text{proj}_Y)_# \pi' = \nu', \]

yet

\[ \int c(x, y) d\pi''(x, y) < \int c(x, y) d\pi'(x, y). \]

(4.1)

Then consider

\[ \tilde{\pi} := (\pi - \tilde{\pi}) + \tilde{Z} \pi'', \]

(4.3)

where \(\tilde{Z} = \tilde{\pi}[X \times Y] > 0\). Clearly, \(\tilde{\pi}\) is a nonnegative measure. On the other hand, it can be written as

\[ \tilde{\pi} = \pi + \tilde{Z}(\pi'' - \pi'); \]

then (4.1) shows that \(\tilde{\pi}\) has the same marginals as \(\pi\), while (4.2) implies that it has a lower transport cost than \(\pi\). (Here I use the fact that the total cost is finite.) This contradicts the optimality of \(\pi\). The conclusion is that \(\pi'\) is in fact optimal.
It remains to prove the last statement of Theorem 4.6. Assume that \( \pi \) is the unique optimal transference plan between \( \mu \) and \( \nu \); and let \( \pi'' \) be any optimal transference plan between \( \mu' \) and \( \nu' \). Define again \( \tilde{\pi} \) by (4.3). Then \( \tilde{\pi} \) has the same cost as \( \pi \), so \( \tilde{\pi} = \pi \), which implies that \( \tilde{\pi} = \tilde{\pi}'' \), i.e. \( \pi'' = \pi' \).

Convexity properties

The following estimates are of constant use:

**Theorem 4.8 (Convexity of the optimal cost).** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be two Polish spaces, let \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\} \) be a lower semicontinuous function, and let \( C \) be the associated optimal transport cost functional on \( P(\mathcal{X}) \times P(\mathcal{Y}) \). Let \( (\Theta, \lambda) \) be a probability space, and let \( \mu_\theta, \nu_\theta \) be two measurable functions defined on \( \Theta \), with values in \( P(\mathcal{X}) \) and \( P(\mathcal{Y}) \) respectively. Assume that \( c(x, y) \geq a(x) + b(y) \), where \( a \in L^1(d\mu_\theta d\lambda(\theta)) \), \( b \in L^1(d\nu_\theta d\lambda(\theta)) \). Then

\[
C\left( \int_\Theta \mu_\theta \lambda(d\theta), \int_\Theta \nu_\theta \lambda(d\theta) \right) \leq \left( \int_\Theta C(\mu_\theta, \nu_\theta) \lambda(d\theta) \right). 
\]

**Proof of Theorem 4.8.** First notice that \( a \in L^1(\mu_\theta) \), \( b \in L^1(\nu_\theta) \) for \( \lambda \)-almost all values of \( \theta \). For each such \( \theta \), Theorem 4.1 guarantees the existence of an optimal transport plan \( \pi_\theta \in \Pi(\mu_\theta, \nu_\theta) \), for the cost \( c \). Then \( \pi := \int \pi_\theta \lambda(d\theta) \) has marginals \( \mu := \int \mu_\theta \lambda(d\theta) \) and \( \nu := \int \nu_\theta \lambda(d\theta) \). Admitting temporarily Corollary 5.22, we may assume that \( \pi_\theta \) is a measurable function of \( \theta \). So

\[
C(\mu, \nu) \leq \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \pi(dx \, dy) \\
= \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \left( \int_\Theta \pi_\theta \lambda(d\theta) \right) (dx \, dy) \\
= \int_\Theta \left( \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \pi_\theta(dx \, dy) \right) \lambda(d\theta) \\
= \int_\Theta C(\mu_\theta, \nu_\theta) \lambda(d\theta), 
\]

and the conclusion follows. \( \square \)
Description of optimal plans

Obtaining more precise information about minimizers will be much more of a sport. Here is a short list of questions that one might ask:

- Is the optimal coupling unique? smooth in some sense?
- Is there a Monge coupling, i.e. a deterministic optimal coupling?
- Is there a geometrical way to characterize optimal couplings? Can one check in practice that a certain coupling is optimal?

About the second question: Why don’t we try to apply the same reasoning as in the proof of Theorem 4.1? The problem is that the set of deterministic couplings is in general not compact; in fact, this set is often dense in the larger space of all couplings! So we may expect that the value of the infimum in the Monge problem coincides with the value of the minimum in the Kantorovich problem; but there is no a priori reason to expect the existence of a Monge minimizer.

**Example 4.9.** Let $\mathcal{X} = \mathcal{Y} = \mathbb{R}^2$, let $c(x, y) = |x - y|^2$, let $\mu$ be $\mathcal{H}^1$ restricted to $\{0\} \times [-1, 1]$, and let $\nu$ be $(1/2) \mathcal{H}^1$ restricted to $\{-1, 1\} \times [-1, 1]$, where $\mathcal{H}^1$ is the one-dimensional Hausdorff measure. Then there is a unique optimal transport, which for each point $(0, a)$ sends one half of the mass at $(0, a)$ to $(-1, a)$, and the other half to $(1, a)$. This is not a Monge transport, but it is easy to approximate it by (nonoptimal) deterministic transports (see Figure 4.1).

**Fig. 4.1.** The optimal plan, represented in the left image, consists in splitting the mass in the center into two halves and transporting mass horizontally. On the right the filled regions represent the lines of transport for a deterministic (without splitting of mass) approximation of the optimum.
Theorem 4.1 has probably been known from time immemorial; it is usually stated for nonnegative cost functions.

Prokhorov’s theorem is a most classical result that can be found e.g. in [120, Theorems 6.1 and 6.2], or in my own course on integration [819, Section VII-5].

Theorems of the form “infimum cost in the Monge problem = minimum cost in the Kantorovich problem” have been established by Gangbo [396, Appendix A], Ambrosio [20, Theorem 2.1], and Pratelli [687, Theorem B]. The most general results to this date are those which appear in Pratelli’s work: Equality holds true if the source space $(\mathcal{X}, \mu)$ is Polish without atoms, and the cost is continuous $\mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\}$, with the value $+\infty$ allowed. (In [687] the cost $c$ is bounded below, but it is sufficient that $c(x, y) \geq a(x) + b(y)$, where $a \in L^1(\mu)$ and $b \in L^1(\nu)$ are continuous.)
Cyclical monotonicity and Kantorovich duality

To go on, we should become acquainted with two basic concepts in the theory of optimal transport. The first one is a geometric property called cyclical monotonicity; the second one is the Kantorovich dual problem, which is another face of the original Monge–Kantorovich problem. The main result in this chapter is Theorem 5.10.

Definitions and heuristics

I shall start by explaining the concepts of cyclical monotonicity and Kantorovich duality in an informal way, sticking to the bakery analogy of Chapter 3. Assume you have been hired by a large consortium of bakeries and cafés, to be in charge of the distribution of bread from production units (bakeries) to consumption units (cafés). The locations of the bakeries and cafés, their respective production and consumption rates, are all determined in advance. You have written a transference plan, which says, for each bakery (located at) $x_i$ and each café $y_j$, how much bread should go each morning from $x_i$ to $y_j$.

As there are complaints that the transport cost associated with your plan is actually too high, you try to reduce it. For that purpose you choose a bakery $x_1$ that sends part of its production to a distant café $y_1$, and decide that one basket of bread will be rerouted to another café $y_2$, that is closer to $x_1$; thus you will gain $c(x_1, y_2) - c(x_1, y_1)$. Of course, now this results in an excess of bread in $y_2$, so one basket of bread arriving to $y_2$ (say, from bakery $x_2$) should in turn be rerouted to yet another café, say $y_3$. The process goes on and on until finally you
redirect a basket from some bakery $x_N$ to $y_1$, at which point you can stop since you have a new admissible transference plan (see Figure 5.1).

![Figure 5.1](image)

*Fig. 5.1.* An attempt to improve the cost by a cycle; solid arrows indicate the mass transport in the original plan, dashed arrows the paths along which a bit of mass is rerouted.

The new plan is (strictly) better than the older one if and only if

$$c(x_1, y_2) + c(x_2, y_3) + \ldots + c(x_N, y_1) < c(x_1, y_1) + c(x_2, y_2) + \ldots + c(x_N, y_N).$$

Thus, if you can find such *cycles* $(x_1, y_1), \ldots, (x_N, y_N)$ in your transference plan, certainly the latter is not optimal. Conversely, if you do *not* find them, then your plan cannot be improved (at least by the procedure described above) and it is likely to be optimal. This motivates the following definitions.

**Definition 5.1 (Cyclical monotonicity).** Let $\mathcal{X}, \mathcal{Y}$ be arbitrary sets, and $c : \mathcal{X} \times \mathcal{Y} \to (-\infty, +\infty]$ be a function. A subset $\Gamma \subset \mathcal{X} \times \mathcal{Y}$ is said to be $c$-cyclically monotone if, for any $N \in \mathbb{N}$, and any family $(x_1, y_1), \ldots, (x_N, y_N)$ of points in $\Gamma$, holds the inequality

$$\sum_{i=1}^{N} c(x_i, y_i) \leq \sum_{i=1}^{N} c(x_i, y_{i+1})$$

(with the convention $y_{N+1} = y_1$). A transference plan is said to be $c$-cyclically monotone if it is concentrated on a $c$-cyclically monotone set.
Informally, a $c$-cyclically monotone plan is a plan that cannot be improved: it is impossible to perturb it (in the sense considered before, by rerouting mass along some cycle) and get something more economical. One can think of it as a kind of local minimizer. It is intuitively obvious that an optimal plan should be $c$-cyclically monotone; the converse property is much less obvious (maybe it is possible to get something better by radically changing the plan), but we shall soon see that it holds true under mild conditions.

The next key concept is the dual Kantorovich problem. While the central notion in the original Monge–Kantorovich problem is cost, in the dual problem it is price. Imagine that a company offers to take care of all your transportation problem, buying bread at the bakeries and selling them to the cafés; what happens in between is not your problem (and maybe they have tricks to do the transport at a lower price than you). Let $\psi(x)$ be the price at which a basket of bread is bought at bakery $x$, and $\phi(y)$ the price at which it is sold at café $y$. On the whole, the price which the consortium bakery + café pays for the transport is $\phi(y) - \psi(x)$, instead of the original cost $c(x, y)$. This of course is for each unit of bread: if there is a mass $\mu(dx)$ at $x$, then the total price of the bread shipment from there will be $\psi(x) \mu(dx)$.

So as to be competitive, the company needs to set up prices in such a way that

$$\forall (x, y), \quad \phi(y) - \psi(x) \leq c(x, y). \quad (5.2)$$

When you were handling the transportation yourself, your problem was to minimize the cost. Now that the company takes up the transportation charge, their problem is to maximize the profits. This naturally leads to the dual Kantorovich problem:

$$\sup \left\{ \int_Y \phi(y) d\nu(y) - \int_X \psi(x) d\mu(x); \quad \phi(y) - \psi(x) \leq c(x, y) \right\}. \quad (5.3)$$

From a mathematical point of view, it will be imposed that the functions $\psi$ and $\phi$ appearing in (5.3) be integrable: $\psi \in L^1(X, \mu)$; $\phi \in L^1(Y, \nu)$.

With the intervention of the company, the shipment of each unit of bread does not cost more than it used to when you were handling it yourself; so it is obvious that the supremum in (5.3) is no more than the optimal transport cost:
\[
\sup_{\phi - \psi \leq c} \left\{ \int_Y \phi(y) \, d\nu(y) - \int_X \psi(x) \, d\mu(x) \right\} \\
\quad \leq \inf_{\pi \in \Pi(\mu, \nu)} \left\{ \int_{X \times Y} c(x, y) \, d\pi(x, y) \right\}.
\]

(5.4)

Clearly, if we can find a pair \((\psi, \phi)\) and a transference plan \(\pi\) for which there is equality, then \((\psi, \phi)\) is optimal in the left-hand side and \(\pi\) is also optimal in the right-hand side.

A pair of price functions \((\psi, \phi)\) will informally be said to be competitive if it satisfies (5.2). For a given \(y\), it is of course in the interest of the company to set the highest possible competitive price \(\phi(y)\), i.e. the highest lower bound for (i.e. the infimum of) \(\psi(x) + c(x, y)\), among all bakeries \(x\). Similarly, for a given \(x\), the price \(\psi(x)\) should be the supremum of all \(\phi(y) - c(x, y)\). Thus it makes sense to describe a pair of prices \((\psi, \phi)\) as tight if

\[
\phi(y) = \inf_x \left( \psi(x) + c(x, y) \right), \quad \psi(x) = \sup_y \left( \phi(y) - c(x, y) \right).
\]

(5.5)

In words, prices are tight if it is impossible for the company to raise the selling price, or lower the buying price, without losing its competitiveness.

Consider an arbitrary pair of competitive prices \((\psi, \phi)\). We can always improve \(\phi\) by replacing it by \(\phi_1(y) = \inf_x \left( \psi(x) + c(x, y) \right)\). Then we can also improve \(\psi\) by replacing it by \(\psi_1(x) = \sup_y \left( \phi_1(y) - c(x, y) \right)\); then replacing \(\phi_1\) by \(\phi_2(y) = \inf_x \left( \psi_1(x) + c(x, y) \right)\), and so on. It turns out that this process is stationary: as an easy exercise, the reader can check that \(\phi_2 = \phi_1, \psi_2 = \psi_1\), which means that after just one iteration one obtains a pair of tight prices. Thus, when we consider the dual Kantorovich problem (5.3), it makes sense to restrict our attention to tight pairs, in the sense of equation (5.5). From that equation we can reconstruct \(\phi\) in terms of \(\psi\), so we can just take \(\psi\) as the only unknown in our problem.

That unknown cannot be just any function: if you take a general function \(\psi\), and compute \(\phi\) by the first formula in (5.5), there is no chance that the second formula will be satisfied. In fact this second formula will hold true if and only if \(\psi\) is \(c\)-convex, in the sense of the next definition (illustrated by Figure 5.2).

**Definition 5.2 (c-convexity).** Let \(X, Y\) be sets, and \(c : X \times Y \to (-\infty, +\infty]\). A function \(\psi : X \to \mathbb{R} \cup \{+\infty\}\) is said to be \(c\)-convex if it is not identically \(+\infty\), and there exists \(\zeta : Y \to \mathbb{R} \cup \{-\infty\}\) such that
\[ \forall x \in \mathcal{X} \quad \psi(x) = \sup_{y \in \mathcal{Y}} \left( \zeta(y) - c(x, y) \right). \]  

(5.6)

Then its \( c \)-transform is the function \( \psi^c \) defined by

\[ \forall y \in \mathcal{Y} \quad \psi^c(y) = \inf_{x \in \mathcal{X}} \left( \psi(x) + c(x, y) \right), \]  

(5.7)

and its \( c \)-subdifferential is the \( c \)-cyclically monotone set defined by

\[ \partial_c \psi := \{(x, y) \in \mathcal{X} \times \mathcal{Y}; \quad \psi^c(y) - \psi(x) = c(x, y)\}. \]

Moreover, the \( c \)-subdifferential of \( \psi \) at point \( x \) is

\[ \partial_c \psi(x) = \left\{ y \in \mathcal{Y}; \quad (x, y) \in \partial_c \psi \right\}, \]

or equivalently

\[ \forall z \in \mathcal{X}, \quad \psi(x) + c(x, y) \leq \psi(z) + c(z, y). \]  

(5.8)

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{c-convex}
\caption{A \( c \)-convex function is a function whose graph you can entirely \textit{caress} from below with a tool whose shape is the negative of the cost function (this shape might vary with the point \( y \)). In the picture \( y_i \in \partial_c \psi(x_i) \).}
\end{figure}

**Particular Case 5.3.** If \( c(x, y) = -x \cdot y \) on \( \mathbb{R}^n \times \mathbb{R}^n \), then the \( c \)-transform coincides with the usual Legendre transform, and \( c \)-convexity is just plain convexity on \( \mathbb{R}^n \). (Actually, this is a slight oversimplification: \( c \)-convexity is equivalent to plain convexity plus lower semicontinuity! A convex function is automatically continuous on the largest
open set \( \Omega \) where it is finite, but lower semicontinuity might fail at the boundary of \( \Omega \).) One can think of the cost function \( c(x, y) = -x \cdot y \) as basically the same as \( c(x, y) = |x - y|^2/2 \), since the “interaction” between the positions \( x \) and \( y \) is the same for both costs.

**Particular Case 5.4.** If \( c = d \) is a distance on some metric space \( \mathcal{X} \), then a \( c \)-convex function is just a 1-Lipschitz function, and it is its own \( c \)-transform. Indeed, if \( \psi \) is \( c \)-convex it is obviously 1-Lipschitz; conversely, if \( \psi \) is 1-Lipschitz, then \( \psi(x) \leq \psi(y) + d(x, y) \), so \( \psi(x) = \inf_{y}[\psi(y) + d(x, y)] = \psi^c(x) \). As an even more particular case, if \( c(x, y) = 1_{x \neq y} \), then \( \psi \) is \( c \)-convex if and only if \( \sup \psi - \inf \psi \leq 1 \), and then again \( \psi^c = \psi \). (More generally, if \( c \) satisfies the triangle inequality \( c(x, z) \leq c(x, y) + c(y, z) \), then \( \psi \) is \( c \)-convex if and only if \( \psi(y) - \psi(x) \leq c(x, y) \) for all \( x, y \); and then \( \psi = \psi^c \).)

**Remark 5.5.** There is no measure theory in Definition 5.2, so no assumption of measurability is made, and the supremum in (5.6) is a true supremum, not just an essential supremum; the same for the infimum in (5.7). If \( c \) is continuous, then a \( c \)-convex function is automatically lower semicontinuous, and its subdifferential is closed; but if \( c \) is not continuous the measurability of \( \psi \) and \( \partial_c \psi \) is not a priori guaranteed.

**Remark 5.6.** I excluded the case when \( \psi \equiv +\infty \) so as to avoid trivial situations; what I called a \( c \)-convex function might more properly (!) be called a proper \( c \)-convex function. This automatically implies that \( \zeta \) in (5.6) does not take the value \(+\infty\) at all if \( c \) is real-valued. If \( c \) does achieve infinite values, then the correct convention in (5.6) is \((+\infty) - (+\infty) = -\infty\).

If \( \psi \) is a function on \( \mathcal{X} \), then its \( c \)-transform is a function on \( \mathcal{Y} \). Conversely, given a function on \( \mathcal{Y} \), one may define its \( c \)-transform as a function on \( \mathcal{X} \). It will be convenient in the sequel to define the latter concept by an infimum rather than a supremum. This convention has the drawback of breaking the symmetry between the roles of \( \mathcal{X} \) and \( \mathcal{Y} \), but has other advantages that will be apparent later on.

**Definition 5.7 (c-concavity).** With the same notation as in Definition 5.2, a function \( \phi : \mathcal{Y} \to \mathbb{R} \cup \{-\infty\} \) is said to be \( c \)-concave if it is not identically \(-\infty\), and there exists \( \psi : \mathcal{X} \to \mathbb{R} \cup \{\pm \infty\} \) such that \( \phi = \psi^c \). Then its \( c \)-transform is the function \( \phi^c \) defined by

\[
\forall x \in \mathcal{X} \quad \phi^c(x) = \sup_{y \in \mathcal{Y}} \left( \phi(y) - c(x, y) \right);
\]
and its $c$-superdifferential is the $c$-cyclically monotone set defined by
\[
\partial^c \phi := \left\{ (x, y) \in \mathcal{X} \times \mathcal{Y}; \quad \phi(y) - \phi^c(x) = c(x, y) \right\}.
\]

In spite of its short and elementary proof, the next crucial result is one of the main justifications of the concept of $c$-convexity.

**Proposition 5.8 (Alternative characterization of $c$-convexity).**
For any function $\psi : \mathcal{X} \to \mathbb{R} \cup \{+\infty\}$, let its $c$-convexification be defined by $\psi^{cc} = (\psi^c)^c$. More explicitly,
\[
\psi^{cc}(x) = \sup_{y \in \mathcal{Y}} \inf_{\tilde{x} \in \mathcal{X}} \left( \psi(\tilde{x}) + c(\tilde{x}, y) - c(x, y) \right).
\]

Then $\psi$ is $c$-convex if and only if $\psi^{cc} = \psi$.

**Proof of Proposition 5.8.** As a general fact, for any function $\phi : \mathcal{Y} \to \mathbb{R} \cup \{-\infty\}$ (not necessarily $c$-convex), one has the identity $\phi^{ccc} = \phi^c$. Indeed,
\[
\phi^{ccc}(x) = \sup_{y} \inf_{\tilde{x}} \sup_{\tilde{y}} \left[ \phi(\tilde{y}) - c(\tilde{x}, \tilde{y}) + c(\tilde{x}, y) - c(x, y) \right];
\]
then the choice $\tilde{x} = x$ shows that $\phi^{ccc}(x) \leq \phi^c(x)$; while the choice $\tilde{y} = y$ shows that $\phi^{ccc}(x) \geq \phi^c(x)$.

If $\psi$ is $c$-convex, then there is $\zeta$ such that $\psi = \zeta^c$, so $\psi^{cc} = \zeta^{ccc} = \zeta^c = \psi$.

The converse is obvious: If $\psi^{cc} = \psi$, then $\psi$ is $c$-convex, as the $c$-transform of $\psi^c$. \qed

**Remark 5.9.** Proposition 5.8 is a generalized version of the Legendre duality in convex analysis (to recover the usual Legendre duality, take $c(x, y) = -x \cdot y$ in $\mathbb{R}^n \times \mathbb{R}^n$).

**Kantorovich duality**

We are now ready to state and prove the main result in this chapter.
Theorem 5.10 (Kantorovich duality). Let \((\mathcal{X}, \mu)\) and \((\mathcal{Y}, \nu)\) be two Polish probability spaces and let \(c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\}\) be a lower semicontinuous cost function, such that
\[
\forall (x, y) \in \mathcal{X} \times \mathcal{Y}, \quad c(x, y) \geq a(x) + b(y)
\]
for some real-valued upper semicontinuous functions \(a \in L^1(\mu)\) and \(b \in L^1(\nu)\). Then

(i) There is duality:
\[
\min_{\pi \in \Pi(\mu, \nu)} \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y) = \sup_{(\psi, \phi) \in C_b(\mathcal{X}) \times C_b(\mathcal{Y})} \left( \int_{\mathcal{Y}} \phi(y) \, d\nu(y) - \int_{\mathcal{X}} \psi(x) \, d\mu(x) \right)
\]
\[
= \sup_{(\psi, \phi) \in L^1(\mu) \times L^1(\nu)} \left( \int_{\mathcal{Y}} \phi(y) \, d\nu(y) - \int_{\mathcal{X}} \psi(x) \, d\mu(x) \right)
\]
\[
= \sup_{\psi \in L^1(\mu)} \left( \int_{\mathcal{Y}} \psi^c(y) \, d\nu(y) - \int_{\mathcal{X}} \psi(x) \, d\mu(x) \right)
\]
and in the above suprema one might as well impose that \(\psi\) be \(c\)-convex and \(\phi\) \(c\)-concave.

(ii) If \(c\) is real-valued and the optimal cost \(C(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int c \, d\pi\) is finite, then there is a measurable \(c\)-cyclically monotone set \(\Gamma \subset \mathcal{X} \times \mathcal{Y}\) (closed if \(a\), \(b\), \(c\) are continuous) such that for any \(\pi \in \Pi(\mu, \nu)\) the following five statements are equivalent:

(a) \(\pi\) is optimal;
(b) \(\pi\) is \(c\)-cyclically monotone;
(c) There is a \(c\)-convex \(\psi\) such that, \(\pi\)-almost surely,
\[
\psi^c(y) - \psi(x) = c(x, y);
\]
(d) There exist \(\psi : \mathcal{X} \to \mathbb{R} \cup \{+\infty\}\) and \(\phi : \mathcal{Y} \to \mathbb{R} \cup \{-\infty\}\), such that \(\phi(y) - \psi(x) \leq c(x, y)\) for all \((x, y)\), with equality \(\pi\)-almost surely;
(e) \(\pi\) is concentrated on \(\Gamma\).

(iii) If \(c\) is real-valued, \(C(\mu, \nu) < +\infty\), and one has the pointwise upper bound
\[
c(x, y) \leq c_\mathcal{X}(x) + c_\mathcal{Y}(y), \quad (c_\mathcal{X}, c_\mathcal{Y}) \in L^1(\mu) \times L^1(\nu), \quad (5.9)
\]
then both the primal and dual Kantorovich problems have solutions, so

\[
\min_{\pi \in \Pi(\mu, \nu)} \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y) = \max_{(\psi, \phi) \in L^1(\mu) \times L^1(\nu)} \left( \int_{\mathcal{Y}} \phi(y) \, d\nu(y) - \int_{\mathcal{X}} \psi(x) \, d\mu(x) \right)
\]

and in the latter expressions one might as well impose that \( \psi \) be c-convex and \( \phi = \psi^c \). If in addition \( a, b \) and \( c \) are continuous, then there is a closed c-cyclically monotone set \( \Gamma \subset \mathcal{X} \times \mathcal{Y} \), such that for any \( \pi \in \Pi(\mu, \nu) \) and for any c-convex \( \psi \in L^1(\mu) \),

\[
\begin{cases}
\pi \text{ is optimal in the Kantorovich problem if and only if } \pi[\Gamma] = 1; \\
\psi \text{ is optimal in the dual Kantorovich problem if and only if } \Gamma \subset \partial_c \psi.
\end{cases}
\]

**Remark 5.11.** When the cost \( c \) is continuous, then the support of \( \pi \) is c-cyclically monotone; but for a discontinuous cost function it might a priori be that \( \pi \) is concentrated on a (nonclosed) c-cyclically monotone set, while the support of \( \pi \) is not c-cyclically monotone. So, in the sequel, the words “concentrated on” are not exchangeable with “supported in”. There is another subtlety for discontinuous cost functions: It is not clear that the functions \( \phi \) and \( \psi^c \) appearing in statements (ii) and (iii) are Borel measurable; it will only be proven that they coincide with measurable functions outside of a \( \nu \)-negligible set.

**Remark 5.12.** Note the difference between statements (b) and (e): The set \( \Gamma \) appearing in (ii)(e) is the same for all optimal \( \pi \)'s, it only depends on \( \mu \) and \( \nu \). This set is in general not unique. If \( c \) is continuous and \( \Gamma \) is imposed to be closed, then one can define a smallest \( \Gamma \), which is the closure of the union of all the supports of the optimal \( \pi \)'s. There is also a largest \( \Gamma \), which is the intersection of all the \( c \)-subdifferentials \( \partial_c \psi \), where \( \psi \) is such that there exists an optimal \( \pi \) supported in \( \partial_c \psi \). (Since the cost function is assumed to be continuous, the \( c \)-subdifferentials are closed, and so is their intersection.)

**Remark 5.13.** Here is a useful practical consequence of Theorem 5.10: Given a transference plan \( \pi \), if you can cook up a pair of competitive prices \( (\psi, \phi) \) such that \( \phi(y) - \psi(x) = c(x, y) \) throughout the support of \( \pi \), then you know that \( \pi \) is optimal. This theorem also shows that
optimal transference plans satisfy very special conditions: if you fix an optimal pair \((\psi, \phi)\), then mass arriving at \(y\) can come from \(x\) only if \(c(x, y) = \phi(y) - \psi(x) = \psi^c(y) - \psi(x)\), which means that

\[
x \in \operatorname{Arg\,min}_{x' \in \mathcal{X}} (\psi(x') + c(x', y)).
\]

In terms of my bakery analogy this can be restated as follows: A café accepts bread from a bakery only if the combined cost of buying the bread there and transporting it here is lowest among all possible bakeries. Similarly, given a pair of competitive prices \((\psi, \phi)\), if you can cook up a transference plan \(\pi\) such that \(\phi(y) - \psi(x) = c(x, y)\) throughout the support of \(\pi\), then you know that \((\psi, \phi)\) is a solution to the dual Kantorovich problem.

**Remark 5.14.** The assumption \(c \leq c_X + c_Y\) in (iii) can be weakened into

\[
\int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\mu(x) \, d\nu(y) < +\infty,
\]

or even

\[
\begin{cases}
\mu \left[ \left\{ x; \int_{\mathcal{Y}} c(x, y) \, d\nu(y) < +\infty \right\} \right] > 0; \\
\nu \left[ \left\{ y; \int_{\mathcal{X}} c(x, y) \, d\mu(x) < +\infty \right\} \right] > 0.
\end{cases}
\]  

\[(5.10)\]

**Remark 5.15.** If the variables \(x\) and \(y\) are swapped, then \((\mu, \nu)\) should be replaced by \((\nu, \mu)\) and \((\psi, \phi)\) by \((-\phi, -\psi)\).

**Particular Case 5.16.** Particular Case 5.4 leads to the following variant of Theorem 5.10. When \(c(x, y) = d(x, y)\) is a distance on a Polish space \(\mathcal{X}\), and \(\mu, \nu\) belong to \(P_1(\mathcal{X})\), then

\[
\inf \mathbb{E} d(X, Y) = \sup \mathbb{E} [\psi(X) - \psi(Y)] = \sup \left\{ \int_{\mathcal{X}} \psi \, d\mu - \int_{\mathcal{Y}} \psi \, d\nu \right\}.
\]  

\[(5.11)\]

where the infimum on the left is over all couplings \((X, Y)\) of \((\mu, \nu)\), and the supremum on the right is over all 1-Lipschitz functions \(\psi\). This is the **Kantorovich–Rubinstein formula**; it holds true as soon as the supremum in the left-hand side is finite, and it is very useful.

**Particular Case 5.17.** Now consider \(c(x, y) = -x \cdot y\) in \(\mathbb{R}^n \times \mathbb{R}^n\). This cost is not nonnegative, but we have the lower bound \(c(x, y) \geq \)
\[-(|x|^2 + |y|^2)/2.\] So if \(x \to |x|^2 \in L^1(\mu)\) and \(y \to |y|^2 \in L^1(\nu)\), then one can invoke the Particular Case 5.3 to deduce from Theorem 5.10 that
\[
\sup E(X \cdot Y) = \inf E[\varphi(X) + \varphi^*(Y)] = \inf \left\{ \int_X \varphi \, d\mu + \int_Y \varphi^* \, d\nu \right\},
\]
(5.12)
where the supremum on the left is over all couplings \((X, Y)\) of \((\mu, \nu)\), the infimum on the right is over all (lower semicontinuous) convex functions on \(\mathbb{R}^n\), and \(\varphi^*\) stands for the usual Legendre transform of \(\varphi\). In formula (5.12), the signs have been changed with respect to the statement of Theorem 5.10, so the problem is to \textbf{maximize the correlation} of the random variables \(X\) and \(Y\).

Before proving Theorem 5.10, I shall first informally explain the construction. At first reading, one might be content with these informal explanations and skip the rigorous proof.

\textit{Idea of proof of Theorem 5.10.} Take an optimal \(\pi\) (which exists from Theorem 4.1), and let \((\psi, \phi)\) be two competitive prices. Of course, as in (5.4),
\[
\int c(x, y) \, d\pi(x, y) \geq \int \phi \, d\nu - \int \psi \, d\mu = \int [\phi(y) - \psi(x)] \, d\pi(x, y).
\]
So if both quantities are equal, then \(\int [c - \phi + \psi] \, d\pi = 0\), and since the integrand is nonnegative, necessarily
\[
\phi(y) - \psi(x) = c(x, y) \quad \pi(dx \, dy) - \text{almost surely}.
\]
Intuitively speaking, whenever there is some transfer of goods from \(x\) to \(y\), the prices should be adjusted exactly to the transport cost.

Now let \((x_i)_{0 \leq i \leq m}\) and \((y_i)_{0 \leq i \leq m}\) be such that \((x_i, y_i)\) belongs to the support of \(\pi\), so there is indeed some transfer from \(x_i\) to \(y_i\). Then we hope that
\[
\begin{align*}
\phi(y_0) - \psi(x_0) &= c(x_0, y_0) \\
\phi(y_1) - \psi(x_1) &= c(x_1, y_1) \\
&\vdots \\
\phi(y_m) - \psi(x_m) &= c(x_m, y_m).
\end{align*}
\]
On the other hand, if \(x\) is an arbitrary point,
\[
\begin{align*}
\phi(y_0) - \psi(x_1) & \leq c(x_1, y_0) \\
\phi(y_1) - \psi(x_2) & \leq c(x_2, y_1) \\
\vdots \\
\phi(y_m) - \psi(x) & \leq c(x, y_m).
\end{align*}
\]

By subtracting these inequalities from the previous equalities and adding up everything, one obtains

\[
\psi(x) \geq \psi(x_0) + \left[ c(x_0, y_0) - c(x_1, y_0) \right] + \ldots + \left[ c(x_m, y_m) - c(x, y_m) \right].
\]

Of course, one can add an arbitrary constant to \( \psi \), provided that one subtracts the same constant from \( \phi \); so it is possible to decide that \( \psi(x_0) = 0 \), where \( (x_0, y_0) \) is arbitrarily chosen in the support of \( \pi \). Then

\[
\psi(x) \geq \left[ c(x_0, y_0) - c(x_1, y_0) \right] + \ldots + \left[ c(x_m, y_m) - c(x, y_m) \right], \tag{5.13}
\]

and this should be true for all choices of \( (x_i, y_i) \) \( (1 \leq i \leq m) \) in the support of \( \pi \), and for all \( m \geq 1 \). So it becomes natural to define \( \psi \) as the supremum of all the functions (of the variable \( x \)) appearing in the right-hand side of (5.13). It will turn out that this \( \psi \) satisfies the equation

\[
\psi^c(y) - \psi(x) = c(x, y) \quad \pi(dx\,dy)-\text{almost surely}.
\]

Then, if \( \psi \) and \( \psi^c \) are integrable, one can write

\[
\int c\,d\pi = \int \psi^c\,d\pi - \int \psi\,d\pi = \int \psi^c\,d\nu - \int \psi\,d\mu.
\]

This shows at the same time that \( \pi \) is optimal in the Kantorovich problem, and that the pair \( (\psi, \psi^c) \) is optimal in the dual Kantorovich problem. \( \square \)

**Rigorous proof of Theorem 5.10, Part (i).** First I claim that it is sufficient to treat the case when \( c \) is nonnegative. Indeed, let

\[
\bar{c}(x, y) := c(x, y) - a(x) - b(y) \geq 0, \quad \Lambda := \int a\,d\mu + \int b\,d\nu \quad \in \mathbb{R}.
\]

Whenever \( \psi : \mathcal{X} \to \mathbb{R} \cup \{+\infty\} \) and \( \phi : \mathcal{Y} \to \mathbb{R} \cup \{-\infty\} \) are two functions, define

\[
\tilde{\psi}(x) := \psi(x) + a(x), \quad \tilde{\phi}(y) := \phi(y) - b(y).
\]
Then the following properties are readily checked:

\[ c \text{ real-valued} \implies \tilde{c} \text{ real-valued} \]

\[ c \text{ lower semicontinuous} \implies \tilde{c} \text{ lower semicontinuous} \]

\[ \tilde{\psi} \in L^1(\mu) \iff \psi \in L^1(\mu); \quad \tilde{\phi} \in L^1(\nu) \iff \phi \in L^1(\nu); \]

\[ \forall \pi \in \Pi(\mu, \nu), \quad \int \tilde{c} \, d\pi = \int c \, d\pi - \Lambda; \]

\[ \forall (\psi, \phi) \in L^1(\mu) \times L^1(\nu), \quad \int \tilde{\phi} \, d\nu - \int \tilde{\psi} \, d\mu = \int \phi \, d\nu - \int \psi \, d\mu - \Lambda; \]

\[ \psi \text{ is } c\text{-convex} \iff \tilde{\psi} \text{ is } \tilde{c}\text{-convex}; \]

\[ \phi \text{ is } c\text{-concave} \iff \tilde{\phi} \text{ is } \tilde{c}\text{-concave}; \]

\[ (\phi, \psi) \text{ are } c\text{-conjugate} \iff (\tilde{\phi}, \tilde{\psi}) \text{ are } \tilde{c}\text{-conjugate}; \]

\[ \Gamma \text{ is } c\text{-cyclically monotone} \iff \Gamma \text{ is } \tilde{c}\text{-cyclically monotone}. \]

Thanks to these formulas, it is equivalent to establish Theorem 5.10 for the cost \( c \) or for the nonnegative cost \( \tilde{c} \). So in the sequel, I shall assume, without further comment, that \( c \) is nonnegative.

The rest of the proof is divided into five steps.

**Step 1:** If \( \mu = (1/n) \sum_{i=1}^{n} \delta_{x_i} \), \( \nu = (1/n) \sum_{j=1}^{n} \delta_{y_j} \), where the costs \( c(x_i, y_j) \) are finite, then there is at least one cyclically monotone transference plan.

Indeed, in that particular case, a transference plan between \( \mu \) and \( \nu \) can be identified with a bistochastic \( n \times n \) array of real numbers \( a_{ij} \in [0, 1] \); each \( a_{ij} \) tells what proportion of the \( 1/n \) mass carried by point \( x_i \) will go to destination \( y_j \). So the Monge–Kantorovich problem becomes

\[
\inf_{(a_{ij})} \sum_{i,j} a_{ij} c(x_i, y_i)
\]

where the infimum is over all arrays \( (a_{ij}) \) satisfying

\[
\sum_i a_{ij} = 1, \quad \sum_j a_{ij} = 1.
\] (5.14)

Here we are minimizing a linear function on the compact set \( [0, 1]^{n \times n} \), so obviously there exists a minimizer; the corresponding transference plan \( \pi \) can be written as
\[ \pi = \frac{1}{n} \sum_{ij} a_{ij} \delta_{(x_i, y_j)}, \]

and its support \( S \) is the set of all couples \((x_i, y_j)\) such that \( a_{ij} > 0 \).

Assume that \( S \) is not cyclically monotone: Then there exist \( N \in \mathbb{N} \) and \((x_{i_1}, y_{j_1}), \ldots, (x_{i_N}, y_{j_N})\) in \( S \) such that
\[
c(x_{i_1}, y_{j_2}) + c(x_{i_2}, y_{j_3}) + \ldots + c(x_{i_N}, y_{j_1}) < c(x_{i_1}, y_{j_1}) + \ldots + c(x_{i_N}, y_{j_N}).
\]

Let \( a := \min(a_{i_1,j_1}, \ldots, a_{i_N,j_N}) > 0 \). Define a new transference plan \( \tilde{\pi} \) by the formula
\[
\tilde{\pi} = \pi + \frac{a}{n} \sum_{\ell=1}^{N} (\delta_{(x_{i_\ell}, y_{j_{\ell+1}})} - \delta_{(x_{i_\ell}, y_{j_\ell})}).
\]

It is easy to check that this has the correct marginals, and by (5.15) the cost associated with \( \tilde{\pi} \) is strictly less than the cost associated with \( \pi \). This is a contradiction, so \( S \) is indeed \( c \)-cyclically monotone!

**Step 2:** If \( c \) is continuous, then there is a cyclically monotone transference plan.

To prove this, consider sequences of independent random variables \( x_i \in \mathcal{X}, y_j \in \mathcal{Y} \), with respective law \( \mu, \nu \). According to the law of large numbers for empirical measures (sometimes called fundamental theorem of statistics, or Varadarajan’s theorem), one has, with probability 1,
\[
\mu_n := \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} \longrightarrow \mu, \quad \nu_n := \frac{1}{n} \sum_{j=1}^{n} \delta_{y_j} \longrightarrow \nu
\]

as \( n \to \infty \), in the sense of weak convergence of measures. In particular, by Prokhorov’s theorem, \( (\mu_n) \) and \( (\nu_n) \) are tight sequences.

For each \( n \), let \( \pi_n \) be a cyclically monotone transference plan between \( \mu_n \) and \( \nu_n \). By Lemma 4.4, \( \{\pi_n\}_{n \in \mathbb{N}} \) is tight. By Prokhorov’s theorem, there is a subsequence, still denoted \((\pi_n)\), which converges weakly to some probability measure \( \pi \), i.e.
\[
\int h(x, y) \, d\pi_n(x, y) \longrightarrow \int h(x, y) \, d\pi(x, y)
\]

for all bounded continuous functions \( h \) on \( \mathcal{X} \times \mathcal{Y} \). By applying the previous identity with \( h(x, y) = f(x) \) and \( h(x, y) = g(y) \), we see that
π has marginals μ and ν, so this is an admissible transference plan between μ and ν.

For each n, the cyclical monotonicity of πn implies that for all N and π⊙N-almost all (x1, y1),…,(xN, yN), the inequality (5.1) is satisfied; in other words, π⊙N is concentrated on the set C(N) of all ((x1, y1),…,(xN, yN)) ∈ (X × Y)N satisfying (5.1). Since c is continuous, C(N) is a closed set, so the weak limit π⊙N of π⊙N is also concentrated on C(N). Let Γ = Spt π (Spt stands for “support”), then

\[ Γ^N = (\text{Spt } π)^N = \text{Spt}(π⊙N) ⊂ C(N), \]

and since this holds true for all N, Γ is c-cyclically monotone.

**Step 3:** If c is continuous real-valued and π is c-cyclically monotone, then there is a c-convex ψ such that ∂cψ contains the support of π.

Indeed, let Γ again denote the support of π (this is a closed set). Pick any (x0, y0) ∈ Γ, and define

\[ ψ(x) := \sup_{m ∈ \mathbb{N}} \sup_{y ∈ Γ} \{ [c(x_0, y_0) - c(x_1, y_0)] + [c(x_1, y_1) - c(x_2, y_1)] + \cdots + [c(x_m, y_m) - c(x, y_m)] ; (x_1, y_1),\ldots,(x_m, y_m) ∈ Γ \}. \]

(5.17)

By applying the definition with m = 1 and (x1, y1) = (x0, y0), one immediately sees that ψ(x0) ≥ 0. On the other hand, ψ(x0) is the supremum of all the quantities [c(x0, y0) - c(x1, y0)] + [c(x1, y1) - c(x2, y1)] + \cdots + [c(x_m, y_m) - c(x_0, y_m)] which by cyclical monotonicity are all nonpositive. So actually ψ(x0) = 0. (In fact this is the only place in this step where c-cyclical monotonicity will be used!)

By renaming y_m as y, obviously

\[ ψ(x) = \sup_{y ∈ Γ} \sup_{m ∈ \mathbb{N}} \{ [c(x_0, y_0) - c(x_1, y_0)] + [c(x_1, y_1) - c(x_2, y_1)] + \cdots + [c(x_m, y) - c(x, y)] ; (x_1, y_1),\ldots,(x_m, y) ∈ Γ \}. \]

(5.18)

So ψ(x) = \sup_y[ζ(y) - c(x, y)], if ζ is defined by

\[ ζ(y) = \sup_{m ∈ \mathbb{N}, (x_1, y_1),\ldots,(x_m, y) ∈ Γ} \{ [c(x_0, y_0) - c(x_1, y_0)] + [c(x_1, y_1) - c(x_2, y_1)] + \cdots + c(x_m, y) \}; \]

(5.19)
Cyclical monotonicity and Kantorovich duality

(with the convention that $\zeta = -\infty$ out of proj$_Y(\Gamma)$). Thus $\psi$ is a $c$-convex function.

Now let $(\overline{x}, \overline{y}) \in \Gamma$. By choosing $x_m = \overline{x}$, $y_m = \overline{y}$ in the definition of $\psi$,

$$\psi(x) \geq \sup_m \left\{ \left( \sup_{(x_1, y_1), \ldots, (x_{m-1}, y_{m-1})} [c(x_0, y_0) - c(x_1, y_0)] + \right. \right.$$

$$\left. \cdots + [c(x_{m-1}, y_{m-1}) - c(\overline{x}, \overline{y}) - c(x, \overline{y})] \right\}.$$

In the definition of $\psi$, it does not matter whether one takes the supremum over $m - 1$ or over $m$ variables, since one also takes the supremum over $m$. So the previous inequality can be recast as

$$\psi(x) \geq \psi(\overline{x}) + c(\overline{x}, \overline{y}) - c(x, \overline{y}).$$

In particular, $\psi(x) + c(x, \overline{y}) \geq \psi(\overline{x}) + c(\overline{x}, \overline{y})$. Taking the infimum over $x \in \mathcal{X}$ in the left-hand side, we deduce that

$$\phi^c(\overline{y}) \geq \psi(\overline{x}) + c(\overline{x}, \overline{y}).$$

Since the reverse inequality is always satisfied, actually

$$\phi^c(\overline{y}) = \psi(\overline{x}) + c(\overline{x}, \overline{y}),$$

and this means precisely that $(\overline{x}, \overline{y}) \in \partial_c \psi$. So $\Gamma$ does lie in the $c$-subdifferential of $\psi$.

**Step 4:** If $c$ is continuous and bounded, then there is duality.

Let $\|c\| := \sup c(x, y)$. By Steps 2 and 3, there exists a transference plan $\pi$ whose support is included in $\partial_c \psi$ for some $c$-convex $\psi$, and which was constructed “explicitly” in Step 3. Let $\phi = \psi^c$.

From (5.17), $\psi = \sup \psi_m$, where each $\psi_m$ is a supremum of continuous functions, and therefore lower semicontinuous. In particular, $\psi$ is measurable.$^1$ The same is true of $\phi$.

Next we check that $\psi$, $\phi$ are bounded. Let $(x_0, y_0) \in \partial_c \psi$ be such that $\psi(x_0) < +\infty$; then necessarily $\phi(y_0) > -\infty$. So, for any $x \in \mathcal{X}$,

$$\psi(x) = \sup_y [\phi(y) - c(x, y)] \geq \phi(y_0) - c(x, y_0) \geq \phi(y_0) - \|c\|.$$  

$^1$ A lower semicontinuous function on a Polish space is always measurable, even if it is obtained as a supremum of uncountably many continuous functions; in fact it can always be written as a supremum of countably many continuous functions!
\[
\phi(y) = \inf_x [\psi(x) + c(x, y)] \leq \psi(x_0) + c(x_0, y) \leq \psi(x_0) + \|c\|.
\]

Re-injecting these bounds into the identities \(\psi = \phi^c, \phi = \psi^c\), we get

\[
\psi(x) \leq \sup_y \phi(y) \leq \psi(x_0) + \|c\|;
\]

\[
\phi(y) \geq \inf_x \psi(x) \geq \phi(y_0) - \|c\|.
\]

So both \(\psi\) and \(\phi\) are bounded from above and below.

Thus we can integrate \(\phi, \psi\) against \(\mu, \nu\) respectively, and, by the marginal condition,

\[
\int \phi(y) \, d\nu(y) - \int \psi(x) \, d\mu(x) = \int [\phi(y) - \psi(x)] \, d\pi(x, y).
\]

Since \(\phi(y) - \psi(x) = c(x, y)\) on the support of \(\pi\), the latter quantity equals \(\int c(x, y) \, d\pi(x, y)\). It follows that (5.4) is actually an equality, which proves the duality.

**Step 5:** If \(c\) is lower semicontinuous, then there is duality.

Since \(c\) is nonnegative lower semicontinuous, we can write

\[
c(x, y) = \lim_{k \to \infty} c_k(x, y),
\]

where \((c_k)_{k \in \mathbb{N}}\) is a nondecreasing sequence of bounded, uniformly continuous functions. To see this, just choose

\[
c_k(x, y) = \inf_{(x', y')} \left\{ \min\left(c(x', y'), k\right) + k \left[d(x, x') + d(y, y')\right] \right\};
\]

note that \(c_k\) is \(k\)-Lipschitz, nondecreasing in \(k\), and further satisfies \(0 \leq c_k(x, y) \leq \min(c(x, y), k)\).\(^2\)

By Step 4, for each \(k\) we can find \(\pi_k, \phi_k, \psi_k\) such that \(\psi_k\) is bounded and \(c\)-convex, \(\phi_k = (\psi_k)^c\), and

\[
\int c_k(x, y) \, d\pi_k(x, y) = \int \phi_k(y) \, d\nu(y) - \int \psi_k(x) \, d\mu(x).
\]

Since \(c_k\) is no greater than \(c\), the constraint \(\phi_k(y) - \psi_k(x) \leq c_k(x, y)\) implies \(\phi_k(y) - \psi_k(x) \leq c(x, y)\); so all \((\phi_k, \psi_k)\) are admissible in the

\(^2\) It is instructive to understand exactly where the lower semicontinuity assumption is used to show \(c = \lim c_k\).
dual problem with cost $c$. Moreover, for each $k$ the functions $\phi_k$ and $\psi_k$ are uniformly continuous because $c$ itself is uniformly continuous.

By Lemma 4.4, $\Pi(\mu, \nu)$ is weakly sequentially compact. Thus, up to extraction of a subsequence, we can assume that $\pi_k$ converges to some $\tilde{\pi} \in \Pi(\mu, \nu)$. For all indices $\ell \leq k$, we have $c_\ell \leq c_k$, so

$$
\int c_\ell \, d\tilde{\pi} = \lim_{k \to \infty} \int c_\ell \, d\pi_k \\
\leq \limsup_{k \to \infty} \int c_k \, d\pi_k \\
= \limsup_{k \to \infty} \left( \int \phi_k(y) \, d\nu(y) - \int \psi_k(x) \, d\mu(x) \right).
$$

On the other hand, by monotone convergence,

$$
\int c \, d\tilde{\pi} = \lim_{\ell \to \infty} \int c_\ell \, d\tilde{\pi}.
$$

So

$$
\inf_{\Pi(\mu, \nu)} \int c \, d\pi \leq \int c \, d\tilde{\pi} \leq \limsup_{k \to \infty} \left( \int \phi_k(y) \, d\nu(y) - \int \psi_k(x) \, d\mu(x) \right) \\
\leq \inf_{\Pi(\mu, \nu)} \int c \, d\pi.
$$

Moreover,

$$
\int \phi_k(y) \, d\nu(y) - \int \psi_k(x) \, d\mu(x) \xrightarrow{k \to \infty} \inf_{\Pi(\mu, \nu)} \int c \, d\pi. \quad (5.20)
$$

Since each pair $(\psi_k, \phi_k)$ lies in $C_b(X) \times C_b(Y)$, the duality also holds with bounded continuous (and even Lipschitz) test functions, as claimed in Theorem 5.10(i).

\[\square\]

Proof of Theorem 5.10, Part (ii). From now on, I shall assume that the optimal transport cost $C(\mu, \nu)$ is finite, and that $c$ is real-valued. As in the proof of Part (i) I shall assume that $c$ is nonnegative, since the general case can always be reduced to that particular case. Part (ii) will be established in the following way: $(a) \Rightarrow (b) \Rightarrow (c) \Rightarrow (d) \Rightarrow (a) \Rightarrow (e) \Rightarrow (b)$. There seems to be some redundancy in this chain of implications, but this is because the implication $(a) \Rightarrow (c)$ will be used to construct the set $\Gamma$ appearing in (e).
Kantorovich duality

(a) ⇒ (b): Let \( \pi \) be an optimal plan, and let \( (\phi_k, \psi_k)_{k \in \mathbb{N}} \) be as in Step 5 of the proof of Part (i). Since the optimal transport cost is finite by assumption, the cost function \( c \) belongs to \( L^1(\pi) \). From (5.20) and the marginal property of \( \pi \),

\[
\int \left[ c(x, y) - \phi_k(y) + \psi_k(x) \right] d\pi(x, y) \xrightarrow[k \to \infty]{} 0,
\]

so \( c(x, y) - \phi_k(y) + \psi_k(x) \) converges to 0 in \( L^1(\pi) \) as \( k \to \infty \). Up to choosing a subsequence, we can assume that the convergence is almost sure; then \( \phi_k(y_i) - \psi_k(x_i) \) converges to \( c(x_i, y_i) \), \( \pi(dx_i dy_i) \)-almost surely, as \( k \to \infty \). By passing to the limit in the inequality

\[
\sum_{i=1}^{N} c(x_i, y_{i+1}) \geq \sum_{i=1}^{N} [\phi_k(y_{i+1}) - \psi_k(x_i)] = \sum_{i=1}^{N} [\phi_k(y_i) - \psi_k(x_i)]
\]

(where by convention \( y_{N+1} = y_1 \)) we see that, \( \pi^{\otimes N} \)-almost surely,

\[
\sum_{i=1}^{N} c(x_i, y_{i+1}) \geq \sum_{i=1}^{N} c(x_i, y_i).
\]

(5.21)

At this point we know that \( \pi^{\otimes N} \) is concentrated on some set \( \Gamma_N \subset (\mathcal{X} \times \mathcal{Y})^N \), such that \( \Gamma_N \) consists of \( N \)-tuples \((x_1, y_1), \ldots, (x_N, y_N)\) satisfying (5.21). Let \( \text{proj}_k((x_i, y_i)_{1 \leq i \leq N}) := (x_k, y_k) \) be the projection on the \( k \)th factor of \((\mathcal{X} \times \mathcal{Y})^N\). It is not difficult to check that \( \Gamma := \cap_{1 \leq k \leq N} \text{proj}_k(\Gamma_N) \) is a \( c \)-cyclically monotone set which has full \( \pi \)-measure; so \( \pi \) is indeed \( c \)-cyclically monotone.

(b) ⇒ (c): Let \( \pi \) be a cyclically monotone transference plan. The function \( \psi \) can be constructed just as in Step 3 of the proof of Part (i), only with some differences. First, \( \Gamma \) is not necessarily closed; it is just a Borel set such that \( \pi[\Gamma] = 1 \). (If \( \Gamma \) is not Borel, make it Borel by modifying it on a negligible set.) With this in mind, define, as in Step 3 of Part (i),

\[
\psi(x) := \sup_{m \in \mathbb{N}} \sup \left\{ \left[ c(x_0, y_0) - c(x_1, y_0) \right] + \left[ c(x_1, y_1) - c(x_2, y_1) \right] + \cdots + \left[ c(x_m, y_m) - c(x, y_m) \right] : (x_1, y_1), \ldots, (x_m, y_m) \in \Gamma \right\}.
\]

(5.22)

From its definition, for any \( x \in \mathcal{X} \),
\[ \psi(x) \geq c(x_0, y_0) - c(x, y_0) > -\infty. \]

(Here the assumption of \( c \) being real-valued is useful.) Then there is no difficulty in proving, as in Step 3, that \( \psi(x_0) = 0 \), that \( \psi \) is \( c \)-convex, and that \( \pi \) is concentrated on \( \partial_c \psi \).

The rest of this step will be devoted to the measurability of \( \psi \), \( \psi^c \) and \( \partial_c \psi \). These are surprisingly subtle issues, which do not arise if \( c \) is continuous; so the reader who only cares for a continuous cost function might go directly to the next step.

First, the measurability of \( \psi \) is not clear at all from formula (5.22): This is typically an uncountable supremum of upper semicontinuous functions, and there is no a priori reason for this to be Borel measurable.

Since \( c \) is nonnegative lower semicontinuous, there is a nondecreasing sequence \((c_\ell)_{\ell \in \mathbb{N}}\) of continuous nonnegative functions, such that \( c_\ell(x, y) \) converges to \( c(x, y) \) as \( \ell \to \infty \), for all \((x, y)\). By Egorov’s theorem, for each \( k \in \mathbb{N} \) there is a Borel set \( E_k \) with \( \pi[E_k] \leq 1/k \), such that the convergence of \( c_\ell \) to \( c \) is uniform on \( \Gamma \setminus E_k \). Since \( \pi \) (just as any probability measure on a Polish space) is regular, we can find a compact set \( \Gamma_k \subset \Gamma \setminus E_k \), such that \( \pi[\Gamma_k] \geq 1 - 2/k \). There is no loss of generality in assuming that the sets \( \Gamma_k \) are increasing in \( k \).

On each \( \Gamma_k \), the sequence \((c_\ell)\) converges uniformly and monotonically to \( c \); in particular \( c \) is continuous on \( \Gamma_k \). Furthermore, since \( \pi \) is obviously concentrated on the union of all \( \Gamma_k \), there is no loss of generality in assuming that \( \Gamma = \bigcup \Gamma_k \). We may also assume that \((x_0, y_0) \in \Gamma_1\).

Now, let \( x \) be given in \( X \), and for each \( k, \ell, m \), let

\[
F_{m,k,\ell}(x_0, y_0, \ldots, x_m, y_m) := \left[ c(x_0, y_0) - c_\ell(x_1, y_0) \right] \\
+ \left[ c(x_1, y_1) - c_\ell(x_2, y_1) \right] + \cdots + \left[ c(x_m, y_m) - c_\ell(x, y_m) \right],
\]

for \((x_0, y_0, \ldots, x_m, y_m) \in \Gamma^m_k \). It is clear that \( F_{m,k,\ell} \) is a continuous function (because \( c_\ell \) is continuous on \( X \times X \), and \( c \) is continuous on \( \Gamma_k \)). It is defined on the compact set \( \Gamma^m_k \), and it is nonincreasing as a function of \( \ell \), with

\[
\lim_{\ell \to \infty} F_{m,k,\ell} = F_{m,k},
\]

where

\[
F_{m,k}(x_0, y_0, \ldots, x_m, y_m) := \left[ c(x_0, y_0) - c(x_1, y_0) \right] \\
+ \left[ c(x_1, y_1) - c(x_2, y_1) \right] + \cdots + \left[ c(x_m, y_m) - c(x, y_m) \right].
\]
Now I claim that
\[
\lim_{\ell \to \infty} \sup_{\Gamma_k^m} F_{m,k,\ell} = \sup_{\Gamma_k^m} F_{m,k}.
\] (5.23)

Indeed, by compactness, for each \(\ell \in \mathbb{N}\) there is \(X_\ell \in \Gamma_k^m\) such that
\[
\sup_{\Gamma_k^m} F_{m,k,\ell} = F_{m,k,\ell}(X_\ell);
\]
and up to extraction of a subsequence, one may assume that \(X_\ell\) converges to some \(X\). Then by monotonicity, for any \(\ell' \leq \ell\),
\[
\sup_{\Gamma_k^m} F_{m,k,\ell} = F_{m,k,\ell}(X_\ell) \leq F_{m,k,\ell'}(X_\ell);
\]
and if one lets \(\ell \to \infty\), with \(\ell'\) fixed, one obtains
\[
\limsup_{\ell \to \infty} \sup_{\Gamma_k^m} F_{m,k,\ell} \leq F_{m,k,\ell'}(X).
\]

Now let \(\ell' \to \infty\), to get
\[
\limsup_{\ell \to \infty} \sup_{\Gamma_k^m} F_{m,k,\ell} \leq F_{m,k}(X) \leq \sup_{\Gamma_k^m} F_{m,k}.
\]

The converse inequality
\[
\sup_{\Gamma_k^m} F_{m,k} \leq \liminf_{\ell \to \infty} \sup_{\Gamma_k^m} F_{m,k,\ell}
\]
is obvious because \(F_{m,k} \leq F_{m,k,\ell}\); so (5.23) is proven.

To summarize: If we let
\[
\psi_{m,k,\ell}(x) := \sup \left\{ c(x_0, y_0) - c(x_1, y_0) + c(x_1, y_1) - c(x_2, y_1) + \cdots + c(x_m, y_m) - c(x, y_m) \right\}; \quad (x_1, y_1), \ldots, (x_m, y_m) \in \Gamma_k
\]
then we have
\[
\lim_{\ell \to \infty} \psi_{m,k,\ell}(x) = \sup \left\{ c(x_0, y_0) - c(x_1, y_0) + c(x_1, y_1) - c(x, y_1) + \cdots + c(x_m, y_m) - c(x, y_m) \right\}; \quad (x_1, y_1), \ldots, (x_m, y_m) \in \Gamma_k
\]
It follows easily that, for each \(x\),
\[
\psi(x) = \sup_{m \in \mathbb{N}} \sup_{k \in \mathbb{N}} \lim_{\ell \to \infty} \psi_{m,k,\ell}(x).
\]

Since \( \psi_{m,k,\ell}(x) \) is lower semicontinuous in \( x \) (as a supremum of continuous functions of \( x \)), \( \psi \) itself is measurable.

The measurability of \( \phi := \psi^c \) is subtle also, and at the present level of generality it is not clear that this function is really Borel measurable. However, it can be modified on a \( \nu \)-negligible set so as to become measurable. Indeed, \( \phi(y) - \psi(x) = c(x,y) \), \( \pi(dx\,dy) \)-almost surely, so if one disintegrates \( \pi(dx\,dy) \) as \( \pi(dx|y) \nu(dy) \), then \( \phi(y) \) will coincide, \( \nu(dy) \)-almost surely, with the Borel function \( \tilde{\phi}(y) := \int_X [\psi(x) + c(x,y)] \pi(dx|y) \).

Then let \( Z \) be a Borel set of zero \( \nu \)-measure such that \( \tilde{\phi} = \phi \) outside of \( Z \). The subdifferential \( \partial c \psi \) coincides, out of the \( \pi \)-negligible set \( X \times Z \), with the measurable set \( \{ (x,y) \in X \times Y; \tilde{\phi}(y) - \psi(x) = c(x,y) \} \). The conclusion is that \( \partial c \psi \) can be modified on a \( \pi \)-negligible set so as to be Borel measurable.

\[(c) \Rightarrow (d): \] Just let \( \phi = \psi^c \).

\[(d) \Rightarrow (a): \] Let \( (\psi, \phi) \) be a pair of admissible functions, and let \( \pi \) be a transference plan such that \( \phi - \psi = c \), \( \pi \)-almost surely. The goal is to show that \( \pi \) is optimal. The main difficulty lies in the fact that \( \psi \) and \( \phi \) need not be separately integrable. This problem will be circumvented by a careful truncation procedure. For \( n \in \mathbb{N}, w \in \mathbb{R} \cup \{ \pm \infty \} \), define

\[
T_n(w) = \begin{cases} 
  w & \text{if } |w| \leq n \\
  n & \text{if } w > n \\
  -n & \text{if } w < -n,
\end{cases}
\]

and

\[
\xi(x,y) := \phi(y) - \psi(x); \quad \xi_n(x,y) := T_n(\phi(y)) - T_n(\psi(x)).
\]

In particular, \( \xi_0 = 0 \). It is easily checked that \( \xi_n \) converges \textit{monotonically} to \( \xi \); more precisely,

- \( \xi_n(x,y) \) remains equal to 0 if \( \xi(x,y) = 0 \);
- \( \xi_n(x,y) \) increases to \( \xi(x,y) \) if the latter quantity is positive;
- \( \xi_n(x,y) \) decreases to \( \xi(x,y) \) if the latter quantity is negative.

As a consequence, \( \xi_n \leq (\xi_n)_+ \leq \xi_+ \leq c \). So \( (T_n\phi, T_n\psi) \) is an admissible pair in the dual Kantorovich problem, and
\[ \int \xi_n \, d\pi = \int (T_n \phi) \, d\nu - \int (T_n \psi) \, d\mu \leq \sup_{\phi' - \psi' \leq c} \left( \int \phi' \, d\mu - \int \psi' \, d\nu \right). \]  
(5.24)

On the other hand, by monotone convergence and since \( \xi \) coincides with \( c \) outside of a \( \pi \)-negligible set,
\[
\int_{\xi \geq 0} \xi_n \, d\pi \xrightarrow{n \to \infty} \int_{\xi \geq 0} \xi \, d\pi = \int c \, d\pi;
\]
\[
\int_{\xi < 0} \xi_n \, d\pi \xrightarrow{n \to \infty} \int_{\xi < 0} \xi \, d\pi = 0.
\]
This and (5.24) imply that
\[
\int c \, d\pi \leq \sup_{\phi' - \psi' \leq c} \left( \int \phi' \, d\mu - \int \psi' \, d\nu \right);
\]
so \( \pi \) is optimal.

Before completing the chain of equivalences, we should first construct the set \( \Gamma \). By Theorem 4.1, there is at least one optimal transportation plan, say \( \tilde{\pi} \). From the implication (a) \( \Rightarrow \) (c), there is some \( \tilde{\psi} \) such that \( \tilde{\pi} \) is concentrated on \( \partial_c \tilde{\psi} \); just choose \( \Gamma := \partial_c \tilde{\psi} \).

(a) \( \Rightarrow \) (c): Let \( \tilde{\pi} \) be the optimal plan used to construct \( \Gamma \), and let \( \psi = \tilde{\psi} \) be the associated \( c \)-convex function; let \( \phi = \psi^c \). Then let \( \pi \) be another optimal plan. Since \( \pi \) and \( \tilde{\pi} \) have the same cost and same marginals,
\[
\int c \, d\pi = \int c \, d\tilde{\pi} = \lim_{n \to \infty} \int (T_n \phi - T_n \psi) \, d\tilde{\pi}
\]
\[
= \lim_{n \to \infty} \int (T_n \phi - T_n \psi) \, d\pi,
\]
where \( T_n \) is the truncation operator that was already used in the proof of (d) \( \Rightarrow \) (a). So
\[
\int \left[ c(x, y) - T_n \phi(y) + T_n \psi(x) \right] \, d\pi(x, y) \xrightarrow{n \to \infty} 0. \]  
(5.25)

As before, define \( \xi(x, y) := \phi(y) - \psi(x) \); then by monotone convergence,
\[
\int_{\xi \geq 0} [c - T_n \phi + T_n \psi] \, d\pi \xrightarrow{n \to \infty} \int_{\xi \geq 0} (c - \xi) \, d\pi;
\]
\[\int_{\xi_\leq 0} \left[ c - T_n\phi + T_n\psi \right] d\pi \longrightarrow \int_{\xi_\leq 0} (c - \xi) d\pi.\]

Since \( \xi \leq c \), the integrands here are nonnegative and both integrals make sense in \([0, +\infty]\). So by adding the two limits and using (5.25) we get
\[\int (c - \xi) d\pi = \lim_{n \to \infty} \int \left[ c - T_n\phi + T_n\psi \right] = 0.\]

Since \( \xi \leq c \), this proves that \( c \) coincides \( \pi \)-almost surely with \( \xi \), which was the desired conclusion.

(e) \( \Rightarrow \) (b): This is obvious since \( \Gamma \) is cyclically monotone by assumption. \( \square \)

Proof of Theorem 5.10, Part (iii). As in the proof of Part (i) we may assume that \( c \geq 0 \). Let \( \pi \) be optimal, and let \( \psi \) be a \( c \)-convex function such that \( \pi \) is concentrated on \( \partial c^\psi \). Let \( \phi := \psi^C \). The goal is to show that under the assumption \( c \leq c_X + c_Y \), \((\psi, \phi)\) solves the dual Kantorovich problem.

The point is to prove that \( \psi \) and \( \phi \) are integrable. For this we repeat the estimates of Step 4 in the proof of Part (i), with some variants: After securing \((x_0, y_0)\) such that \( \phi(y_0), \psi(x_0), c_X(x_0) \) and \( c_Y(y_0) \) are finite, we write
\[
\psi(x) + c_X(x) = \sup_y \left[ \phi(y) - c(x, y) + c_X(x) \right] \geq \sup_y \left[ \phi(y) - c_Y(y) \right]
\geq \phi(y_0) - c_Y(y_0);
\]
\[
\phi(y) - c_Y(y) = \inf_x \left[ \psi(x) + c(x, y) - c_Y(y) \right] \leq \inf_x \left[ \psi(x) + c_X(x) \right]
\leq \psi(x_0) + c_X(x_0).
\]

So \( \psi \) is bounded below by the \( \mu \)-integrable function \( \phi(y_0) - c_Y(y_0) - c_X \), and \( \phi \) is bounded above by the \( \nu \)-integrable function \( \psi(x_0) + c_X(x_0) + c_Y \); thus both \( -\int \psi d\mu \) and \( \int \phi d\nu \) make sense in \( \mathbb{R} \cup \{-\infty\} \). Since their sum is \( \int (\phi - \psi) d\pi = \int c d\pi > -\infty \), both integrals are finite. So
\[
\int c d\pi = \int \phi d\nu - \int \psi d\mu,
\]
and it results from Part (i) of the theorem that both \( \pi \) and \((\psi, \phi)\) are optimal, respectively in the original and the dual Kantorovich problems.
To prove the last part of (iii), assume that $c$ is continuous; then the subdifferential of any $c$-convex function is a closed $c$-cyclically monotone set.

Let $\pi$ be an arbitrary optimal transference plan, and $(\psi, \phi)$ an optimal pair of prices. We know that $(\psi, \psi^c)$ is optimal in the dual Kantorovich problem, so

$$\int c(x, y) d\pi(x, y) = \int \psi^c d\nu - \int \psi d\mu.$$  

Thanks to the marginal condition, this be rewritten as

$$\int [\psi^c(y) - \psi(x) - c(x, y)] d\pi(x, y) = 0.$$

Since the integrand is nonnegative, it follows that $\pi$ is concentrated on the set of pairs $(x, y)$ such that $\psi^c(y) - \psi(x) - c(x, y) = 0$, which is precisely the subdifferential of $\psi$. Thus any optimal transference plan is concentrated on the subdifferential of any optimal $\psi$. So if $\Gamma$ is defined as the intersection of all subdifferentials of optimal functions $\psi$, then $\Gamma$ also contains the supports of all optimal plans.

Conversely, if $\bar{\pi} \in \mathcal{P}(\mu, \nu)$ is a transference plan concentrated on $\Gamma$, then $\int c d\bar{\pi} = \int [\psi^c - \bar{\psi}] d\bar{\pi} = \int \psi^c d\nu - \int \bar{\psi} d\mu$, so $\bar{\pi}$ is optimal. Similarly, if $\tilde{\psi}$ is a $c$-convex function such that $\partial_c \tilde{\psi}$ contains $\Gamma$, then by the previous estimates $\bar{\psi}$ and $\tilde{\psi}^c$ are integrable against $\mu$ and $\nu$ respectively, and $\int c d\pi = \int [\tilde{\psi}^c - \tilde{\psi}] d\pi = \int \tilde{\psi}^c d\nu - \int \tilde{\psi} d\mu$, so $(\tilde{\psi}, \tilde{\psi}^c)$ is optimal. This concludes the proof. \qed

**Restriction property**

The dual side of the Kantorovich problem also behaves well with respect to restriction, as shown by the following results.

**Lemma 5.18 (Restriction of $c$-convexity).** Let $\mathcal{X}, \mathcal{Y}$ be two sets and $c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\}$. Let $\mathcal{X}' \subset \mathcal{X}$, $\mathcal{Y}' \subset \mathcal{Y}$ and let $c'$ be the restriction of $c$ to $\mathcal{X}' \times \mathcal{Y}'$. Let $\psi : \mathcal{X} \to \mathbb{R} \cup \{+\infty\}$ be a $c$-convex function. Then there is a $c'$-convex function $\psi' : \mathcal{X}' \to \mathbb{R} \cup \{+\infty\}$ such that $\psi' \leq \psi$ on $\mathcal{X}'$, $\psi'$ coincides with $\psi$ on $\text{proj}_\mathcal{X}((\partial_c \psi) \cap (\mathcal{X}' \times \mathcal{Y}'))$ and $\partial_c \psi \cap (\mathcal{X}' \times \mathcal{Y}') \subset \partial_{c'} \psi'$. 

Theorem 5.19 (Restriction for the Kantorovich duality theorem). Let \((X, \mu)\) and \((Y, \nu)\) be two Polish probability spaces, let \(a \in L^1(\mu)\) and \(b \in L^1(\nu)\) be real-valued upper semicontinuous functions, and let \(c : X \times Y \to \mathbb{R}\) be a lower semicontinuous cost function such that \(c(x, y) \geq a(x) + b(y)\) for all \(x, y\). Assume that the optimal transport cost \(C(\mu, \nu)\) between \(\mu\) and \(\nu\) is finite. Let \(\pi\) be an optimal transference plan, and let \(\psi\) be a \(c\)-convex function such that \(\pi\) is concentrated on \(\partial c \psi\). Let \(\tilde{\pi}\) be a measure on \(X \times Y\) satisfying \(\tilde{\pi} \leq \pi\), and \(Z = \tilde{\pi}[X \times Y] > 0\); let \(\pi' := \tilde{\pi}/Z\), and let \(\mu', \nu'\) be the marginals of \(\pi'\). Let \(X' \subset X\) be a closed set containing \(\text{Spt} \mu'\) and \(Y' \subset Y\) a closed set containing \(\text{Spt} \nu'\). Let \(c'\) be the restriction of \(c\) to \(X' \times Y'\). Then there is a \(c'\)-convex function \(\psi' : X' \to \mathbb{R} \cup \{+\infty\}\) such that

(a) \(\psi'\) coincides with \(\psi\) on \(\text{proj}_X((\partial c \psi) \cap (X' \times Y'))\), which has full \(\mu'\)-measure;

(b) \(\pi'\) is concentrated on \(\partial c \psi'\);

(c) \(\psi'\) solves the dual Kantorovich problem between \((X', \mu')\) and \((Y', \nu')\) with cost \(c'\).

In spite of its superficially complicated appearance, Theorem 5.19 is very simple. If the reader feels that it is obvious, or alternatively that it is obscure, he or she may just skip the proofs and retain the loose statement that “it is always possible to restrict the cost function”.

Proof of Lemma 5.18. Let \(\phi = \psi c\). For \(y \in Y'\), define

\[
\phi'(y) = \begin{cases} 
\phi(y) & \text{if } \exists x' \in X'; (x', y) \in \partial c \psi; \\
-\infty & \text{otherwise}.
\end{cases}
\]

For \(x \in X'\) let then

\[
\psi'(x) = \sup_{y \in Y'} [\phi'(y) - c(x, y)] = \sup_{y \in Y'} [\phi'(y) - c'(x, y)].
\]

By construction, \(\psi'\) is \(c'\)-convex. Since \(\phi' \leq \phi\) and \(Y' \subset Y\) it is obvious that

\[
\forall x \in X', \quad \psi'(x) \leq \sup_{y \in Y} [\phi(y) - c(x, y)] = \psi(x).
\]

Let \(x \in \text{proj}_X((\partial c \psi) \cap (X' \cap Y'))\); this means that there is \(y \in Y'\) such that \((x, y) \in \partial c \psi\). Then \(\phi'(y) = \phi(y)\), so

\[
\psi'(x) \geq \phi'(y) - c(x, y) = \phi(y) - c(x, y) = \psi(x).
\]
Thus $\psi'$ does coincide with $\psi$ on $\text{proj}_X((\partial_c\psi) \cap (X' \times Y'))$.

Finally, let $(x, y) \in \partial_c\psi \cap (X' \times Y')$, then $\phi'(y) = \phi(y)$, $\psi'(x) = \psi(x)$; so for all $z \in X'$,

$$
\psi'(x) + c'(x, y) = \psi(x) + c(x, y) = \phi'(y) = \phi'(y) \leq \psi'(z) + c'(y, z),
$$

which means that $(x, y) \in \partial_c\psi'$.

**Proof of Theorem 5.19.** Let $\psi'$ be defined by Lemma 5.18. To prove (a), it suffices to note that $\pi'$ is concentrated on $(\partial_c\psi) \cap (X' \times Y')$, so $\mu'$ is concentrated on $\text{proj}_X((\partial_c\psi) \cap (X' \times Y'))$. Then $\pi$ is concentrated on $\partial_c\psi$, so $\bar{\pi}$ is concentrated on $\partial_c\psi \cap (X' \times Y')$, which by Lemma 5.18 is included in $\partial_c\psi'$; this proves (b). Finally, (c) follows from Theorem 5.10(ii).

The rest of this chapter is devoted to various applications of Theorem 5.10.

**Application: Stability**

An important consequence of Theorem 5.10 is the stability of optimal transference plans. For simplicity I shall prove it under the assumption that $c$ is bounded below.

**Theorem 5.20 (Stability of optimal transport).** Let $X$ and $Y$ be Polish spaces, and let $c \in C(X \times Y)$ be a real-valued continuous cost function, $\inf c > -\infty$. Let $(c_k)_{k \in \mathbb{N}}$ be a sequence of continuous cost functions converging uniformly to $c$ on $X \times Y$. Let $(\mu_k)_{k \in \mathbb{N}}$ and $(\nu_k)_{k \in \mathbb{N}}$ be sequences of probability measures on $X$ and $Y$ respectively. Assume that $\mu_k$ converges to $\mu$ (resp. $\nu_k$ converges to $\nu$) weakly. For each $k$, let $\pi_k$ be an optimal transference plan between $\mu_k$ and $\nu_k$. If

$$
\forall k \in \mathbb{N}, \quad \int c_k \, d\pi_k < +\infty,
$$

then, up to extraction of a subsequence, $\pi_k$ converges weakly to some $c$-cyclically monotone transference plan $\pi \in \Pi(\mu, \nu)$.

If moreover

$$
\liminf_{k \in \mathbb{N}} \int c_k \, d\pi_k < +\infty,
$$

then the optimal total transport cost $C(\mu, \nu)$ between $\mu$ and $\nu$ is finite, and $\pi$ is an optimal transference plan.
Corollary 5.21 (Compactness of the set of optimal plans). Let $\mathcal{X}$ and $\mathcal{Y}$ be Polish spaces, and let $c(x, y)$ be a real-valued continuous cost function, $\inf c > -\infty$. Let $\mathcal{K}$ and $\mathcal{L}$ be two compact subsets of $P(\mathcal{X})$ and $P(\mathcal{Y})$ respectively. Then the set of optimal transference plans $\pi$ whose marginals respectively belong to $\mathcal{K}$ and $\mathcal{L}$ is itself compact in $P(\mathcal{X} \times \mathcal{Y})$.

Proof of Theorem 5.20. Since $\mu_k$ and $\nu_k$ are convergent sequences, by Prokhorov’s theorem they constitute tight sets, and then by Lemma 4.4 the measures $\pi_k$ all lie in a tight set of $\mathcal{X} \times \mathcal{Y}$; so we can extract a further subsequence, still denoted $(\pi_k)$ for simplicity, which converges weakly to some $\pi \in \Pi(\mu, \nu)$.

To prove that $\pi$ is $c$-monotone, the argument is essentially the same as in Step 2 of the proof of Theorem 5.10(i). Indeed, by Theorem 5.10, each $\pi_k$ is concentrated on a $c_k$-cyclically monotone set; so $\pi_k \otimes N$ is concentrated on the set $\mathcal{C}_k(N)$ of $((x_1, y_1), \ldots, (x_N, y_N))$ such that

$$\sum_{1 \leq i \leq N} c_k(x_i, y_i) \leq \sum_{1 \leq i \leq N} c_k(x_i, y_{i+1}),$$

where as usual $y_{N+1} = y_1$. So if $\varepsilon > 0$ and $N$ are given, for $k$ large enough $\pi_k \otimes N$ is concentrated on the set $\mathcal{C}_\varepsilon(N)$ defined by

$$\sum_{1 \leq i \leq N} c(x_i, y_i) \leq \sum_{1 \leq i \leq N} c(x_i, y_{i+1}) + \varepsilon.$$

Since this is a closed set, the same is true for $\pi \otimes N$, and then by letting $\varepsilon \to 0$ we see that $\pi \otimes N$ is concentrated on the set $\mathcal{C}(N)$ defined by

$$\sum_{1 \leq i \leq N} c(x_i, y_i) \leq \sum_{1 \leq i \leq N} c(x_i, y_{i+1}).$$

So the support of $\pi$ is $c$-cyclically monotone, as desired.

Now assume that $\liminf_{k \to \infty} \int c_k \, d\pi_k < +\infty$. Then by the same argument as in the proof of Theorem 4.1,

$$\int c \, d\pi \leq \liminf_{k \to \infty} \int c_k \, d\pi_k < +\infty.$$

In particular, $C(\mu, \nu) < +\infty$; so Theorem 5.10(ii) guarantees the optimality of $\pi$. \qed

An immediate consequence of Theorem 5.20 is the possibility to select optimal transport plans in a measurable way.
Corollary 5.22 (Measurable selection of optimal plans). Let $X$, $Y$ be Polish spaces and let $c : X \times Y \to \mathbb{R}$ be a continuous cost function, $\inf c > -\infty$. Let $\Omega$ be a measurable space and let $\omega \mapsto (\mu_\omega, \nu_\omega)$ be a measurable function $\Omega \to P(X) \times P(Y)$. Then there is a measurable choice $\omega \mapsto \pi_\omega$ such that for each $\omega$, $\pi_\omega$ is an optimal transference plan between $\mu_\omega$ and $\nu_\omega$.

Proof of Corollary 5.22. Let $O$ be the set of all optimal transference plans, equipped with the weak topology on $P(X \times Y)$, and let $\Phi : O \to P(X) \times P(Y)$ be the map which to $\pi$ associates its marginals $(\mu, \nu)$. Obviously $\Phi$ is continuous. By Theorem 5.20, $O$ is closed; in particular it is a Polish space. By Theorem 4.1, $\Phi$ is onto. By Corollary 5.21 all pre-images $\Phi^{-1}(\mu, \nu)$ are compact. So the conclusion follows from general theorems of measurable selection (see the bibliographical notes for more information). \qed

Theorem 5.20 also admits the following corollary about the stability of transport maps.

Corollary 5.23 (Stability of the transport map). Let $X$ be a locally compact Polish space, and let $(Y, d)$ be another Polish space. Let $c : X \times Y \to \mathbb{R}$ be a lower semicontinuous function with $\inf c > -\infty$, and for each $k \in \mathbb{N}$ let $c_k : X \times Y \to \mathbb{R}$ be lower semicontinuous, such that $c_k$ converges uniformly to $c$. Let $\mu \in P(X)$ and let $(\nu_k)_{k \in \mathbb{N}}$ be a sequence of probability measures on $Y$, converging weakly to $\nu \in P(Y)$. Assume the existence of measurable maps $T_k : X \to Y$ such that each $\pi_k := (\text{Id}, T_k)_{\#} \mu$ is an optimal transference plan between $\mu$ and $\nu_k$ for the cost $c_k$, having finite total transport cost. Further, assume the existence of a measurable map $T : X \to Y$ such that $\pi := (\text{Id}, T)_{\#} \mu$ is the unique optimal transference plan between $\mu$ and $\nu$, for the cost $c$, and has finite total transport cost. Then $T_k$ converges to $T$ in probability:

$$\forall \varepsilon > 0 \quad \mu\left( \left\{ x \in X; \ d(T_k(x), T(x)) \geq \varepsilon \right\} \right) \xrightarrow{k \to \infty} 0.$$ (5.26)

Remark 5.24. An important assumption in the above statement is the uniqueness of the optimal transport map $T$.

Remark 5.25. If the measure $\mu$ is replaced by a sequence $(\mu_k)_{k \in \mathbb{N}}$ converging weakly to $\mu$, then the maps $T_k$ and $T$ may be far away from each other, even $\mu_k$-almost surely: take for instance $X = Y = \mathbb{R}$, $\mu_k = \delta_{1/k}$, $\mu = \delta_0$, $\nu_k = \nu = \delta_0$, $T_k(x) = 0$, $T(x) = 1_{x \neq 0}$. 
Proof of Corollary 5.23. By Theorem 5.20 and uniqueness of the optimal coupling between \( \mu \) and \( \nu \), we know that \( \pi_k = (\text{Id}, T_k)_{\#}\mu_k \) converges weakly to \( \pi = (\text{Id}, T)_{\#}\mu \).

Let \( \varepsilon > 0 \) and \( \delta > 0 \) be given. By Lusin’s theorem (in the abstract version recalled in the end of the bibliographical notes) there is a closed set \( K \subset X \) such that \( \mu[X \setminus K] \leq \delta \) and the restriction of \( T \) to \( K \) is continuous. So the set

\[
A_\varepsilon = \left\{ (x, y) \in K \times Y; \ d(T(x), y) \geq \varepsilon \right\}
\]
is closed in \( K \times Y \), and therefore closed in \( X \times Y \). Also \( \pi[A_\varepsilon] = 0 \) since \( \pi \) is concentrated on the graph of \( T \). So, by weak convergence of \( \pi_k \) and closedness of \( A_\varepsilon \),

\[
0 = \pi[A_\varepsilon] \geq \limsup_{k \to \infty} \pi_k[A_\varepsilon] = \limsup_{k \to \infty} \pi_k \left[ \{(x, y) \in K \times Y; \ d(T(x), y) \geq \varepsilon \} \right] = \limsup_{k \to \infty} \mu \left[ \{x \in K; \ d(T(x), T_k(x)) \geq \varepsilon \} \right] \geq \limsup_{k \to \infty} \mu \left[ \{x \in X; \ d(T(x), T_k(x)) \geq \varepsilon \} \right] - \delta.
\]

Letting \( \delta \to 0 \) we conclude that \( \limsup \mu[d(T(x), T_k(x)) \geq \varepsilon] = 0 \), which was the goal. \( \square \)

Application: Dual formulation of transport inequalities

Let \( c \) be a given cost function, and let

\[
C(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int c \, d\pi \tag{5.27}
\]

stand for the value of the optimal transport cost of transport between \( \mu \) and \( \nu \).

If \( \nu \) is a given reference measure, inequalities of the form

\[
\forall \mu \in P(X), \quad C(\mu, \nu) \leq F(\mu)
\]
arise in several branches of mathematics; some of them will be studied in Chapter 22. It is useful to know that if \( F \) is a convex function of...
µ, then there is a nice dual reformulation of these inequalities in terms of the Legendre transform of F. This is the content of the following theorem.

**Theorem 5.26 (Dual transport inequalities).** Let X, Y be two Polish spaces, and ν a given probability measure on Y. Let F : P(X) → R ∪ {+∞} be a convex lower semicontinuous function on P(X), and Λ its Legendre transform on Cb(X); more explicitly, it is assumed that

\[
\begin{aligned}
\forall µ ∈ P(X), \quad F(µ) &= \sup_{ϕ ∈ C_b(X)} \left( ∫_X ϕ dµ - Λ(ϕ) \right) \\
\forall ϕ ∈ C_b(X), \quad Λ(ϕ) &= \sup_{µ ∈ P(X)} \left( ∫_X ϕ dµ - F(µ) \right).
\end{aligned}
\]

(5.28)

Further, let c : X × Y → R ∪ {+∞} be a lower semicontinuous cost function, inf c > −∞. Then, the following two statements are equivalent:

(i) ∀ µ ∈ P(X), C(µ, ν) ≤ F(µ);

(ii) ∀ ϕ ∈ C_b(Y), Λ \left( ∫_Y ϕ dν - ϕ^c \right) ≤ 0, where ϕ^c(x) := sup_y [ϕ(y) - c(x, y)].

Moreover, if Φ : R → R is a nondecreasing convex function with Φ(0) = 0, then the following two statements are equivalent:

(i') ∀ µ ∈ P(X), Φ(C(µ, ν)) ≤ F(µ);

(ii') ∀ ϕ ∈ C_b(Y), ∀ t ≥ 0, \[ Λ \left( t ∫_Y ϕ dν - t ϕ^c - Φ^*(t) \right) ≤ 0, \]

where Φ^* stands for the Legendre transform of Φ.

**Remark 5.27.** The writing in (ii) or (ii') is not very rigorous since Λ is a priori defined on the set of bounded continuous functions, and ϕ^c might not belong to that set. (It is clear that ϕ^c is bounded from above, but this is all that can be said.) However, from (5.28) Λ(ϕ) is a nondecreasing function of ϕ, so there is in practice no problem to extend Λ to a more general class of measurable functions. In any case, the correct way to interpret the left-hand side in (ii) is

\[
Λ \left( ∫_Y ϕ dν - ϕ^c \right) = \sup_{ψ ≥ ϕ^c} Λ \left( ∫_Y ϕ dν - ψ \right),
\]

where ψ in the supremum is assumed to be bounded continuous.
Remark 5.28. One may simplify (ii') by taking the supremum over \( t \); since \( \Lambda \) is nonincreasing, the result is

\[
\Lambda \left( \Phi \left( \int_{\mathcal{Y}} \phi \, d\nu - \phi^c \right) \right) \leq 0.
\]  
(5.29)

(This shows in particular that the equivalence (i) \( \iff \) (ii) is a particular case of the equivalence (i') \( \iff \) (ii').) However, in certain situations it is better to use the inequality (ii') rather than (5.29); see for instance Proposition 22.5.

Example 5.29. The most famous example of inequality of the type of (i) occurs when \( \mathcal{X} = \mathcal{Y} \) and \( F(\mu) \) is the Kullback information of \( \mu \) with respect to \( \nu \), that is \( F(\mu) = H_\nu(\mu) = \int \rho \log \rho \, d\nu \), where \( \rho = d\mu/d\nu \); and by convention \( F(\mu) = +\infty \) if \( \mu \) is not absolutely continuous with respect to \( \nu \). Then one has the explicit formula

\[
\Lambda(\varphi) = \log \left( \int e^{\varphi} \, d\nu \right).
\]

So the two functional inequalities

\[
\forall \mu \in P(\mathcal{X}), \quad C(\mu, \nu) \leq H_\nu(\mu)
\]

and

\[
\forall \phi \in C_b(\mathcal{X}), \quad e^{\int \phi \, d\nu} \leq \int e^{\phi^c} \, d\nu
\]

are equivalent.

Proof of Theorem 5.26. First assume that (i) is satisfied. Then for all \( \psi \geq \phi^c \),

\[
\Lambda \left( \int_{\mathcal{Y}} \phi \, d\nu - \psi \right) = \sup_{\mu \in P(\mathcal{X})} \left\{ \int_{\mathcal{Y}} \left( \int_{\mathcal{Y}} \phi \, d\nu - \psi \right) \, d\mu - F(\mu) \right\}
\]

\[
= \sup_{\mu \in P(\mathcal{X})} \left\{ \int_{\mathcal{Y}} \phi \, d\nu - \int_{\mathcal{X}} \psi \, d\mu - F(\mu) \right\}
\]

\[
\leq \sup_{\mu \in P(\mathcal{X})} \left[ C(\mu, \nu) - F(\mu) \right] \leq 0,
\]

where the easiest part of Theorem 5.10 (that is, inequality (5.4)) was used to go from the next-to-last line to the last one. Then (ii) follows upon taking the supremum over \( \psi \).
Conversely, assume that (ii) is satisfied. Then, for any pair \((\psi, \phi) \in C_b(X) \times C_b(Y)\) one has, by (5.28),

\[
\int_Y \phi \, d\nu - \int_X \psi \, d\mu = \int_X \left( \int_Y \phi \, d\nu - \psi \right) \, d\mu \leq \Lambda \left( \int_Y \phi \, d\nu \right) + F(\mu).
\]

Taking the supremum over all \(\psi \geq \phi^c\) yields

\[
\int_Y \phi \, d\nu - \int_X \phi^c \, d\mu \leq \Lambda \left( \int_Y \phi \, d\nu - \phi^c \right) + F(\mu).
\]

By assumption, the first term in the right-hand side is always nonpositive; so in fact

\[
\int_Y \phi \, d\nu - \int_X \phi^c \, d\mu \leq F(\mu).
\]

Then (i) follows upon taking the supremum over \(\phi \in C_b(Y)\) and applying Theorem 5.10 (i).

Now let us consider the equivalence between (i') and (ii'). By assumption, \(\Phi(r) \leq 0\) for \(r \leq 0\), so \(\Phi^*(t) = \sup_r [rt - \Phi(r)] = +\infty\) if \(t < 0\). Then the Legendre inversion formula says that

\[
\forall r \in \mathbb{R}, \quad \Phi(r) = \sup_{t \in \mathbb{R}_+} \left[ rt - \Phi^*(t) \right].
\]

(The important thing is that the supremum is over \(\mathbb{R}_+\) and not \(\mathbb{R}\).)

If (i') is satisfied, then for all \(\phi \in C_b(X)\), for all \(\psi \geq \phi^c\) and for all \(t \in \mathbb{R}_+\),

\[
\Lambda \left( t \int_Y \phi \, d\nu - \int_X \psi - \Phi^*(t) \right)
= \sup_{\mu \in P(X)} \left[ t \int_X \phi \, d\nu - \int_Y \psi \, d\mu - \Phi^*(t) \right] d\mu - F(\mu)
= \sup_{\mu \in P(X)} \left[ t \left( \int_Y \phi \, d\nu - \int_X \psi \, d\mu \right) - \Phi^*(t) - F(\mu) \right]
\leq \sup_{\mu \in P(X)} \left[ t C(\mu, \nu) - \Phi^*(t) - F(\mu) \right]
\leq \sup_{\mu \in P(X)} \left[ \Phi(C(\mu, \nu)) - F(\mu) \right] \leq 0,
\]

where the inequality \(tr \leq \Phi(r) + \Phi^*(t)\) was used.
Conversely, if (ii') is satisfied, then for all \((\phi, \psi) \in C_b(X) \times C_b(Y)\) and \(t \geq 0\),
\[
t \int_Y \phi \, d\nu - t \int_X \psi \, d\mu - \Phi^*(t) = \int_X \left( \int_Y t \phi \, d\nu - t \psi - \Phi^*(t) \right) \, d\mu
\]
\[
\leq \Lambda \left( t \int_Y \phi \, d\nu - t \psi - \Phi^*(t) \right) + F(\mu);
\]
then by taking the supremum over \(\psi \geq \phi^c\) one obtains
\[
t C(\mu, \nu) - \Phi^*(t) \leq \Lambda \left( t \int_Y \phi \, d\nu - t \phi^c - \Phi^*(t) \right) + F(\mu)
\]
\[
\leq F(\mu);
\]
and (i') follows by taking the supremum over \(t \geq 0\). \(\square\)

Application: Solvability of the Monge problem

As a last application of Theorem 5.10, I shall now present the criterion which is used in the large majority of proofs of existence of a deterministic optimal coupling (or Monge transport).

**Theorem 5.30 (Criterion for solvability of the Monge problem).** Let \((X, \mu)\) and \((Y, \nu)\) be two Polish probability spaces, and let \(a \in L^1(\mu), b \in L^1(\nu)\) be two real-valued upper semicontinuous functions. Let \(c : X \times Y \to \mathbb{R}\) be a lower semicontinuous cost function such that \(c(x, y) \geq a(x) + b(y)\) for all \(x, y\). Let \(C(\mu, \nu)\) be the optimal total transport cost between \(\mu\) and \(\nu\). If
\[
(i) \quad C(\mu, \nu) < +\infty;
\]
\[
(ii) \text{ for any } c\text{-convex function } \psi : X \to \mathbb{R} \cup \{+\infty\}, \text{ the set of } x \in X \text{ such that } \partial_c \psi(x) \text{ contains more than one element is } \mu\text{-negligible};
\]
then there is a unique (in law) optimal coupling \((X, Y)\) of \((\mu, \nu)\), and it is deterministic. It is characterized (among all possible couplings) by the existence of a \(c\)-convex function \(\psi\) such that, almost surely, \(Y\) belongs to \(\partial_c \psi(X)\). In particular, the Monge problem with initial measure \(\mu\) and final measure \(\nu\) admits a unique solution.
Proof of Theorem 5.30. The argument is almost obvious. By Theorem 5.10(ii), there is a $c$-convex function $\psi$, and a measurable set $\Gamma \subset \partial_c \psi$ such that any optimal plan $\pi$ is concentrated on $\Gamma$. By assumption there is a Borel set $Z$ such that $\mu[Z] = 0$ and $\partial_c \psi(x)$ contains at most one element if $x \notin Z$. So for any $x \in \text{proj}_X(\Gamma) \setminus Z$, there is exactly one $y \in \mathcal{Y}$ such that $(x, y) \in \Gamma$, and we can then define $T(x) = y$.

Let now $\pi$ be any optimal coupling. Because it has to be concentrated on $\Gamma$, and $Z \times \mathcal{Y}$ is $\pi$-negligible, $\pi$ is also concentrated on $\Gamma \setminus (Z \times \mathcal{Y})$, which is precisely the set of all pairs $(x, T(x))$, i.e. the graph of $T$. It follows that $\pi$ is the Monge transport associated with the map $T$.

The argument above is in fact a bit sloppy, since I did not check the measurability of $T$. I shall show below how to slightly modify the construction of $T$ to make sure that it is measurable. The reader who does not want to bother about measurability issues can skip the rest of the proof.

Let $(K_\ell)_{\ell \in \mathbb{N}}$ be a nondecreasing sequence of compact sets, all of them included in $\Gamma \setminus (Z \times \mathcal{Y})$, such that $\pi[\bigcup K_\ell] = 1$. (The family $(K_\ell)$ exists because $\pi$, just as any finite Borel measure on a Polish space, is regular.) If $\ell$ is given, then for any $x$ lying in the compact set $J_\ell := \text{proj}_X(K_\ell)$ we can define $T_\ell(x)$ as the unique $y$ such that $(x, y) \in K_\ell$. Then we can define $T$ on $\bigcup J_\ell$ by stipulating that for each $\ell$, $T$ restricts to $T_\ell$ on $J_\ell$. The map $T_\ell$ is continuous on $J_\ell$: Indeed, if $x_m \in T_\ell$ and $x_m \to x$, then the sequence $(x_m, T_\ell(x_m))_{m \in \mathbb{N}}$ is valued in the compact set $K_\ell$, so up to extraction it converges to some $(x, y) \in K_\ell$, and necessarily $y = T_\ell(x)$. So $T$ is a Borel map. Even if it is not defined on the whole of $\Gamma \setminus (Z \times \mathcal{Y})$, it is still defined on a set of full $\mu$-measure, so the proof can be concluded just as before. 

\[\square\]

Bibliographical notes

There are many ways to state the Kantorovich duality, and even more ways to prove it. There are also several economic interpretations, that belong to folklore. The one which I formulated in this chapter is a variant of one that I learnt from Caffarelli. Related economic interpretations underlie some algorithms, such as the fascinating “auction
algorithm” developed by Bertsekas (see [115, Chapter 7], or the various surveys written by Bertsekas on the subject). But also many more classical algorithms are based on the Kantorovich duality [743].

A common convention consists in taking the pair \((-\psi, \phi)\) as the unknown. This has the advantage of making some formulas more symmetric: The \(c\)-transform becomes \(\varphi^c(y) = \inf_x [c(x, y) - \varphi(x)]\), and then \(\psi^c(x) = \inf_y [c(x, y) - \psi(y)]\), so this is the same formula going back and forth between functions of \(x\) and functions of \(y\), upon exchange of \(x\) and \(y\). Since \(\mathcal{X}\) and \(\mathcal{Y}\) may have nothing in common, in general this symmetry is essentially cosmetic. The conventions used in this chapter lead to a somewhat natural “economic” interpretation, and will also lend themselves better to a time-dependent treatment. Moreover, they also agree with the conventions used in weak KAM theory, and more generally in the theory of dynamical systems [105, 106, 347]. It might be good to make the link more explicit. In weak KAM theory, \(\mathcal{X} = \mathcal{Y}\) is a Riemannian manifold \(M\); a Lagrangian cost function is given on the tangent bundle \(TM\); and \(c = c(x, y)\) is a continuous cost function defined from the dynamics, as the minimum action that one should take to go from \(x\) to \(y\) (as later in Chapter 7). Since in general \(c(x, x) \neq 0\), it is not absurd to consider the optimal transport cost \(C(\mu, \mu)\) between a measure \(\mu\) and itself. If \(M\) is compact, it is easy to show that there exists a \(\overline{\nu}\) that minimizes \(C(\mu, \mu)\). To the optimal transport problem between \(\overline{\mu}\) and \(\overline{\nu}\), Theorem 5.10 associates two distinguished closed \(c\)-cyclically monotone sets: a minimal one and a maximal one, respectively \(\Gamma_{\text{min}}\) and \(\Gamma_{\text{max}} \subset M \times M\). These sets can be identified with subsets of \(TM\) via the embedding (initial position, final position) \(\mapsto\) (initial position, initial velocity). Under that identification, \(\Gamma_{\text{min}}\) and \(\Gamma_{\text{max}}\) are called respectively the Mather and Aubry sets; they carry valuable information about the underlying dynamics. For mnemonic purposes, to recall which is which, the reader might use the resemblance of the name “Mather” to the word “measure”. (The Mather set is the one cooked up from the supports of the probability measures.)

In the particular case when \(c(x, y) = ||x - y||^2/2\) in Euclidean space, it is customary to expand \(c(x, y)\) as \(||x||^2/2 - x \cdot y + ||y||^2/2\), and change unknowns by including \(||x||^2/2\) and \(||y||^2/2\) into \(\psi\) and \(\phi\) respectively, then change signs and reduce to the cost function \(x \cdot y\), which is the one

\[\text{The latter pair was denoted } (\varphi, \psi) \text{ in [814, Chapter 1], which will probably upset the reader.}\]
appearing naturally in the Legendre duality of convex functions. This is explained carefully in [814, Chapter 2], where reminders and references about the theory of convex functions in $\mathbb{R}^n$ are also provided.

The Kantorovich duality theorem was proven by Kantorovich himself on a compact space in his famous note [501] (even before he realized the connection with Monge’s transportation problem). As Kantorovich noted later in [502], the duality for the cost $c(x, y) = |x - y|$ in $\mathbb{R}^n$ implies that transport pathlines are orthogonal to the surfaces \{\psi = \text{constant}\}, where $\psi$ is the Kantorovich potential, i.e. the solution of the dual problem; in this way he recovered Monge’s celebrated original observation.

In 1958, Kantorovich and Rubinstein [506] made the duality more explicit in the special case when $c(x, y) = d(x, y)$. Much later the statement was generalized by Dudley [316, Lecture 20] [318, Section 11.8], with an alternative argument (partly based on ideas by Neveu) which does not need completeness (this sometimes is useful to handle complete nonseparable spaces); the proof in the first reference contains a gap which was filled by de Acosta [273, Appendix B].

Rüschendorf [390, 715], Fernique [356], Szulga [769], Kellerer [512], Feyel [357], and probably others, contributed to the problem.

Modern treatments most often use variants of the Hahn–Banach theorem, see for instance [550, 696, 814]. The proof presented in [814, Theorem 1] first proves the duality when $\mathcal{X}, \mathcal{Y}$ are compact, then treats the general case by an approximation argument; this is somewhat tricky but has the advantage of avoiding the general version of the axiom of choice, since it uses the Hahn–Banach theorem only in the separable space $C(K)$, where $K$ is compact.

Mikami [629] recovered the duality theorem in $\mathbb{R}^n$ using stochastic control, and together with Thieullen [631] extended it to certain classes of stochastic processes.

Ramachandran and Rüschendorf [698, 699] investigated the Kantorovich duality out of the setting of Polish spaces, and found out a necessary and sufficient condition for its validity (the spaces should be “perfect”).

In the case when the cost function is a distance, the optimal transport problem coincides with the Kantorovich transshipment problem, for which more duality theorems are available, and a vast literature

\footnote{De Acosta used an idea suggested by Dudley in Saint-Flour, 25 years before my own course!}
has been written; see [696, Chapter 6] for results and references. This topic is closely related to the subject of “Kantorovich norms”: see [464], [695, Chapters 5 and 6], [450, Chapter 4], [149] and the many references therein.

Around the mid-eighties, it was understood that the study of the dual problem, and in particular the existence of a maximizer, could lead to precious qualitative information about the solution of the Monge–Kantorovich problem. This point of view was emphasized by many authors such as Knott and Smith [524], Cuesta-Albertos, Matrán and Tuero-Díaz [254, 255, 259], Brenier [154, 156], Rachev and Rüschendorf [696, 722], Abdellaoui and Heinich [1, 2], Gangbo [395], Gangbo and McCann [398, 399], McCann [616] and probably others. Then Ambrosio and Pratelli proved the existence of a maximizing pair under the conditions (5.10); see [32, Theorem 3.2]. Under adequate assumptions, one can also prove the existence of a maximizer for the dual problem by direct arguments which do not use the original problem (see for instance [814, Chapter 2]).

The classical theory of convexity and its links with the property of cyclical monotonicity are exposed in the well-known treatise by Rockafellar [705]. The more general notions of $c$-convexity and $c$-cyclical monotonicity were studied by several researchers, in particular Rüschendorf [722]. Some authors prefer to use $c$-concavity; I personally advocate working with $c$-convexity, because signs get better in many situations. However, the conventions used in the present set of notes have the disadvantage that the cost function $c(\cdot, y)$ is not $c$-convex. A possibility to remedy this would be to call $(-c)$-convex the notion which I defined. This convention (suggested to me by Trudinger) is appealing, but would have forced me to write $(-c)$-convex hundreds of times throughout this book.

The notation $\partial_c \psi(x)$ and the terminology of $c$-subdifferential is derived from the usual notation $\partial \psi(x)$ in convex analysis. Let me stress that in my notation $\partial_c \psi(x)$ is a set of points, not a set of tangent vectors or differential forms. Some authors prefer to call $\partial_c \psi(x)$ the contact set of $\psi$ at $x$ (any $y$ in the contact set is a contact point) and to use the notation $\partial_c \psi(x)$ for a set of tangent vectors (which under suitable assumptions can be identified with the contact set, and which I shall denote by $-\nabla_x c(x, \partial_c \psi(x))$, or $\nabla_{-c} \psi(x)$, in Chapters 10 and 12).

In [712] the authors argue that $c$-convex functions should be constructible in practice when the cost function $c$ is convex (in the usual
sense), in the sense that such \( c \)-convex profiles can be “engineered” with a convex tool.

For the proof of Theorem 5.10, I borrowed from McCann [613] the idea of recovering \( c \)-cyclical monotonicity from approximation by combinations of Dirac masses; from Rüschendorf [719] the method used to reconstruct \( \psi \) from \( \Gamma \); from Schachermayer and Teichmann [738] the clever truncation procedure used in the proof of Part (ii). Apart from that the general scheme of proof is more or less the one which was used by Ambrosio and Pratelli [32], and Ambrosio, Gigli and Savaré [30]. On the whole, the proof avoids the use of the axiom of choice, does not need any painful approximation procedure, and leads to the best known results. In my opinion these advantages do compensate for its being somewhat tricky.

About the proof of the Kantorovich duality, it is interesting to notice that “duality for somebody implies duality for everybody” (a rule which is true in other branches of analysis): In the present case, constructing one particular cyclically monotone transference plan allows one to prove the duality, which leads to the conclusion that all transference plans should be cyclically monotone. By the way, the latter statement could also be proven directly with the help of a bit of measure theoretical abstract nonsense, see e.g. [399, Theorem 2.3] or [1, 2].

The use of the law of large numbers for empirical measures might be natural for a probabilistic audience, but one should not forget that this is a subtle result: For any bounded continuous test function, the usual law of large numbers yields convergence out of a negligible set, but then one has to find a negligible set that works for all bounded continuous test functions. In a compact space \( \mathcal{X} \) this is easy, because \( C_b(\mathcal{X}) \) is separable, but if \( \mathcal{X} \) is not compact one should be careful. Dudley [318, Theorem 11.4.1] proves the law of large numbers for empirical measures on general separable metric spaces, giving credit to Varadarajan for this theorem. In the dynamical systems community, these results are known as part of the so-called Krylov–Bogoljubov theory, in relation with ergodic theorems; see e.g. Oxtoby [674] for a compact space.

The equivalence between the properties of optimality (of a transference plan) and cyclical monotonicity, for quite general cost functions and probability measures, was a widely open problem until recently; it was explicitly listed as Open Problem 2.25 in [814] for a quadratic cost function in \( \mathbb{R}^n \). The current state of the art is as follows:
• the equivalence is false for a general lower semicontinuous cost function with possibly infinite values, as shown by a clever counterexample of Ambrosio and Pratelli [32];
• the equivalence is true for a continuous cost function with possibly infinite values, as shown by Pratelli [688];
• the equivalence is true for a real-valued lower semicontinuous cost function, as shown by Schachermayer and Teichmann [738]; this is the result that I chose to present in this course. Actually it is sufficient for the cost to be lower semicontinuous and real-valued almost everywhere (with respect to the product measure $\mu \otimes \nu$).
• more generally, the equivalence is true as soon as $c$ is measurable (not even lower semicontinuous!) and $\{c = \infty\}$ is the union of a closed set and a $(\mu \otimes \nu)$-negligible Borel set; this result is due to Beiglböck, Goldstern, Maresch and Schachermayer [79].

Schachermayer and Teichmann gave a nice interpretation of the Ambrosio–Pratelli counterexample and suggested that the correct notion in the whole business is not cyclical monotonicity, but a variant which they named “strong cyclical monotonicity condition” [738].

As I am completing these notes, it seems that the final resolution of this equivalence issue might soon be available, but at the price of a journey into the very guts of measure theory. The following construction was explained to me by Bianchini. Let $c$ be an arbitrary lower semicontinuous cost function with possibly infinite values, and let $\pi$ be a $c$-cyclically monotone plan. Let $\Gamma$ be a $c$-cyclically monotone set with $\pi[\Gamma] = 1$. Define an equivalence relation $\mathcal{R}$ on $\Gamma$ as follows: $(x, y) \sim (x', y')$ if there is a finite number of pairs $(x_k, y_k)$, $0 \leq k \leq N$, such that: $(x, y) = (x_0, y_0)$; either $c(x_0, y_1) < +\infty$ or $c(x_1, y_0) < +\infty$; $(x_1, y_1) \in \Gamma$; either $c(x_1, y_2) < +\infty$ or $c(x_2, y_1) < +\infty$; etc. until $(x_N, y_N) = (x', y')$. The relation $\mathcal{R}$ divides $\Gamma$ into equivalence classes $(\Gamma_\alpha)_{\alpha \in \Gamma/\mathcal{R}}$. Let $p$ be the map which to a point $x$ associates its equivalence class $x$. The set $\Gamma/\mathcal{R}$ in general has no topological or measurable structure, but we can equip it with the largest $\sigma$-algebra making $p$ measurable. On $\Gamma \times (\Gamma/\mathcal{R})$ introduce the product $\sigma$-algebra. If now the graph of $p$ is measurable for this $\sigma$-algebra, then $\pi$ should be optimal in the Monge–Kantorovich problem.

Related to the above discussion is the “transitive $c$-monotonicity” considered by Beiglböck, Goldstern, Maresch and Schachermayer [79], who also study in depth the links of this notion with $c$-monotonicity, optimality, strong $c$-monotonicity in the sense of [738], and a new in-
An interesting concept of “robust optimality”. The results in [79] unify those of [688] and [738]. A striking theorem is that robust optimality is always equivalent to strong $c$-monotonicity.

An alternative approach to optimality criteria, based on extensions of the classical saddle-point theory, was developed by Léonard [550].

In most applications, the cost function is continuous, and often rather simple. However, it is sometimes useful to consider cost functions that achieve the value $+\infty$, as in the “secondary variational problem” considered by Ambrosio and Pratelli [32] and also by Bernard and Buffoni [104]. Such is also the case for the optimal transport in Wiener space considered by Feyel and Üstünel [358, 359, 360, 361], for which the cost function $c(x, y)$ is the square norm of $x - y$ in the Cameron–Martin space (so it is $+\infty$ if $x - y$ does not belong to that space). In this setting, optimizers in the dual problem can be constructed via finite-dimensional approximations, but it is not known whether there is a more direct construction by $c$-monotonicity.

If one uses the cost function $|x - y|^p$ in $\mathbb{R}^n$ and lets $p \to \infty$, then the $c$-cyclical monotonicity condition becomes $\sup |x_i - y_i| \leq \sup |x_i - y_{i+1}|$. Much remains of the analysis of the Kantorovich duality, but there are also noticeable changes [222].

When condition (5.9) (or its weakened version (5.10)) is relaxed, it is not clear in general that the dual Kantorovich problem admits a maximizing pair. Yet this is true for instance in the case of optimal transport in Wiener space; this is an indication that condition (5.10) might not be the “correct” one, although at present no better general condition is known.

Lemma 5.18 and Theorem 5.19 were inspired by a recent work of Fathi and Figalli [348], in which a restriction procedure is used to solve the Monge problem for certain cost functions arising from Lagrangian dynamics in unbounded space; see Theorem 10.28 for more information.

The core argument in the proof of Theorem 5.20 has probably been discovered several times; I learnt it in [30, Proposition 7.13]. At the present level of generality this statement is due to Schachermayer and Teichmann [738].

I learnt Corollary 5.23 from Ambrosio and Pratelli [32], for measures on Euclidean space. The general statement presented here, and its simple proof, were suggested to me by Schulte, together with the counterexample in Remark 5.25. In some situations where more structure is available and optimal transport is smooth, one can refine the
convergence in probability into true pointwise convergence [822]. Even when that information is not available, under some circumstances one can obtain the uniform convergence of \( c(x, T_k(x)) \): Theorem 28.9(v) is an illustration (this principle also appears in the tedious proof of Theorem 23.14).

Measurable selection theorems in the style of Corollary 5.22 go back at least to Berbee [98]. Recently, Fontbona, Guérin and Méléard [374] studied the measurability of the map which to \((\mu, \nu)\) associates the union of the supports of all optimal transports between \(\mu\) and \(\nu\) (measurability in the sense of set-valued functions). This question was motivated by applications in particle systems and coupling of stochastic differential equations.

Theorem 5.26 appears in a more or less explicit form in various works, especially for the particular case described in Example 5.29; see in particular [128, Section 3]. About Legendre duality for convex functions in \(\mathbb{R}\), one may consult [44, Chapter 14]. The classical reference textbook about Legendre duality for plainly convex functions in \(\mathbb{R}^n\) is [705]. An excellent introduction to the Legendre duality in Banach spaces can be found in [172, Section I.3].

Finally, I shall say a few words about some basic measure-theoretical tools used in this chapter.

The regularity of Borel measures on Polish spaces is proven in [318, p. 225].

Measurable selection theorems provide conditions under which one may select elements satisfying certain conditions, in a measurable way. The theorem which I used to prove Corollary 5.22 is one of the most classical results of this kind: A surjective Borel map \( f \) between Polish spaces, such that the fibers \( f^{-1}(y) \) are all compact, admits a Borel right-inverse. See Dellacherie [288] for a modern proof. There are more advanced selection theorems due to Aumann, Castaing, Kuratowski, Michael, Novikov, Ryll-Nardzewski, Sainte-Beuve, von Neumann, and others, whose precise statements are remarkably opaque for nonexperts; a simplified and readable account can be found in [18, Chapter 18].

Lusin’s theorem [352, Theorem 2.3.5], which was used in the proof of Corollary 5.23, states the following: If \( \mathcal{X} \) is a locally compact metric space, \( \mathcal{Y} \) is a separable metric space, \( \mu \) is a Borel measure on \( \mathcal{X} \), \( f \) is a measurable map \( \mathcal{X} \to \mathcal{Y} \), and \( A \subset \mathcal{X} \) is a measurable set with finite measure, then for each \( \delta > 0 \) there is a closed set \( K \subset A \) such that \( \mu[A \setminus K] < \delta \) and the restriction of \( f \) to \( K \) is continuous.
Assume, as before, that you are in charge of the transport of goods between producers and consumers, whose respective spatial distributions are modeled by probability measures. The farther producers and consumers are from each other, the more difficult will be your job, and you would like to summarize the degree of difficulty with just one quantity. For that purpose it is natural to consider, as in (5.27), the optimal transport cost between the two measures:

\[ C(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int c(x, y) \, d\pi(x, y), \quad (6.1) \]

where \( c(x, y) \) is the cost for transporting one unit of mass from \( x \) to \( y \). Here we do not care about the shape of the optimizer but only the value of this optimal cost.

One can think of (6.1) as a kind of distance between \( \mu \) and \( \nu \), but in general it does not, strictly speaking, satisfy the axioms of a distance function. However, when the cost is defined in terms of a distance, it is easy to cook up a distance from (6.1):

**Definition 6.1 (Wasserstein distances).** Let \((X, d)\) be a Polish metric space, and let \( p \in [1, \infty) \). For any two probability measures \( \mu, \nu \) on \( X \), the Wasserstein distance of order \( p \) between \( \mu \) and \( \nu \) is defined by the formula

\[ W_p(\mu, \nu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_X d(x, y)^p \, d\pi(x, y) \right)^{1/p} \quad (6.2) \]

\[ = \inf \left\{ \left[ E d(X, Y)^p \right]^{\frac{1}{p}}, \quad \text{law} (X) = \mu, \quad \text{law} (Y) = \nu \right\}. \]
Particular Case 6.2 (Kantorovich–Rubinstein distance). The distance $W_1$ is also commonly called the Kantorovich–Rubinstein distance (although it would be more proper to save the the terminology Kantorovich–Rubinstein for the norm which extends $W_1$; see the bibliographical notes).

Example 6.3. $W_p(\delta_x, \delta_y) = d(x,y)$. In this example, the distance does not depend on $p$; but this is not the rule.

At the present level of generality, $W_p$ is still not a distance in the strict sense, because it might take the value $+\infty$; but otherwise it does satisfy the axioms of a distance, as will be checked right now.

Proof that $W_p$ satisfies the axioms of a distance. First, it is clear that $W_p(\mu, \nu) = W_p(\nu, \mu)$.

Next, let $\mu_1$, $\mu_2$ and $\mu_3$ be three probability measures on $\mathcal{X}$, and let $(X_1, X_2)$ be an optimal coupling of $(\mu_1, \mu_2)$ and $(Z_2, Z_3)$ an optimal coupling of $(\mu_2, \mu_3)$ (for the cost function $c = d^p$). By the Gluing Lemma (recalled in Chapter 1), there exist random variables $(X'_1, X'_2, X'_3)$ with law $(X'_1, X'_2) = \text{law } (X_1, X_2)$ and law $(X'_2, X'_3) = \text{law } (Z_2, Z_3)$. In particular, $(X'_1, X'_3)$ is a coupling of $(\mu_1, \mu_3)$, so

$$W_p(\mu_1, \mu_3) \leq \left( \mathbb{E} d(X'_1, X'_3)^p \right)^{\frac{1}{p}} \leq \left( \mathbb{E} (d(X'_1, X'_2) + d(X'_2, X'_3))^p \right)^{\frac{1}{p}} \leq \left( \mathbb{E} d(X'_1, X'_2)^p \right)^{\frac{1}{p}} + \left( \mathbb{E} d(X'_2, X'_3)^p \right)^{\frac{1}{p}} = W_p(\mu_1, \mu_2) + W_p(\mu_2, \mu_3),$$

where the inequality leading to the second line is an application of the Minkowski inequality in $L^p(\mathbb{P})$, and the last equality follows from the fact that $(X'_1, X'_2)$ and $(X'_2, X'_3)$ are optimal couplings. So $W_p$ satisfies the triangle inequality.

Finally, assume that $W_p(\mu, \nu) = 0$; then there exists a transference plan which is entirely concentrated on the diagonal ($y = x$) in $\mathcal{X} \times \mathcal{X}$. So $\nu = \text{Id}_\# \mu = \mu$. \hfill \Box

To complete the construction it is natural to restrict $W_p$ to a subset of $P(\mathcal{X}) \times P(\mathcal{X})$ on which it takes finite values.

Definition 6.4 (Wasserstein space). With the same conventions as in Definition 6.1, the Wasserstein space of order $p$ is defined as
\[ p^p_{\mu}(X) := \left\{ \mu \in P(X); \int_X d(x_0, x)^p \mu(dx) < +\infty \right\}, \]

where \( x_0 \in X \) is arbitrary. This space does not depend on the choice of the point \( x_0 \). Then \( W_p \) defines a (finite) distance on \( p^p_{\mu}(X) \).

In words, the Wasserstein space is the space of probability measures which have a finite moment of order \( p \). In this course, it will always be equipped with the distance \( W_p \).

**Proof that \( W_p \) is finite on \( p^p_{\mu} \).** Let \( \pi \) be a transference plan between two elements \( \mu \) and \( \nu \) in \( p^p_{\mu}(X) \). Then the inequality
\[
d(x, y)^p \leq 2^{p-1} [d(x, x_0)^p + d(x_0, y)^p]
\]
shows that \( d(x, y)^p \) is \( \pi(dx \, dy) \)-integrable as soon as \( d(\cdot, x_0)^p \) is \( \mu \)-integrable and \( d(x_0, \cdot)^p \) is \( \nu \)-integrable. \( \square \)

**Remark 6.5.** Theorem 5.10(i) and Particular Case 5.4 together lead to the useful **duality formula for the Kantorovich–Rubinstein distance:** For any \( \mu, \nu \) in \( p^1(X) \),
\[
W_1(\mu, \nu) = \sup_{\|\psi\|_{\text{Lip}} \leq 1} \left\{ \int_X \psi \, d\mu - \int_X \psi \, d\nu \right\}. \tag{6.3}
\]
Among many applications of this formula I shall just mention the following covariance inequality: if \( f \) is a probability density with respect to \( \mu \) then
\[
\left( \int f \, d\mu \right) \left( \int g \, d\mu \right) - \int (fg) \, d\mu \leq \|g\|_{\text{Lip}} W_1(f \, \mu, \mu).
\]

**Remark 6.6.** A simple application of Hölder’s inequality shows that
\[
p \leq q \implies W_p \leq W_q. \tag{6.4}
\]
In particular, the Wasserstein distance of order 1, \( W_1 \), is the weakest of all. The most useful exponents in the Wasserstein distances are \( p = 1 \) and \( p = 2 \). As a general rule, the \( W_1 \) distance is more flexible and easier to bound, while the \( W_2 \) distance better reflects geometric features (at least for problems with a Riemannian flavor), and is better adapted when there is more structure; it also scales better with the dimension. Results in \( W_2 \) distance are usually stronger, and more difficult to establish, than results in \( W_1 \) distance.
Remark 6.7. On the other hand, under adequate regularity assumptions on the cost function and the probability measures, it is possible to control $W_p$ in terms of $W_q$ even for $q < p$; these reverse inequalities express a certain rigidity property of optimal transport maps which comes from $c$-cyclical monotonicity. See the bibliographical notes for more details.

Convergence in Wasserstein sense

Now we shall study a characterization of convergence in the Wasserstein space. The notation $\mu_k \rightharpoonup \mu$ means that $\mu_k$ converges weakly to $\mu$, i.e. $\int \varphi \, d\mu_k \to \int \varphi \, d\mu$ for any bounded continuous $\varphi$.

Definition 6.8 (Weak convergence in $P_p$). Let $(\mathcal{X}, d)$ be a Polish space, and $p \in [1, \infty)$. Let $(\mu_k)_{k \in \mathbb{N}}$ be a sequence of probability measures in $P_p(\mathcal{X})$ and let $\mu$ be another element of $P_p(\mathcal{X})$. Then $(\mu_k)$ is said to converge weakly in $P_p(\mathcal{X})$ if any one of the following equivalent properties is satisfied for some (and then any) $x_0 \in \mathcal{X}$:

(i) $\mu_k \rightharpoonup \mu$ and $\int d(x_0, x)^p \, d\mu_k(x) \to \int d(x_0, x)^p \, d\mu(x)$;

(ii) $\mu_k \rightharpoonup \mu$ and $\limsup_{k \to \infty} \int d(x_0, x)^p \, d\mu_k(x) \leq \int d(x_0, x)^p \, d\mu(x)$;

(iii) $\mu_k \rightharpoonup \mu$ and $\lim_{R \to \infty} \limsup_{k \to \infty} \int_{d(x_0, x) \geq R} d(x_0, x)^p \, d\mu_k(x) = 0$;

(iv) For all continuous functions $\varphi$ with $|\varphi(x)| \leq C(1 + d(x_0, x)^p)$, $C \in \mathbb{R}$, one has

$$\int \varphi(x) \, d\mu_k(x) \to \int \varphi(x) \, d\mu(x).$$

Theorem 6.9 ($W_p$ metrizes $P_p$). Let $(\mathcal{X}, d)$ be a Polish space, and $p \in [1, \infty)$; then the Wasserstein distance $W_p$ metrizes the weak convergence in $P_p(\mathcal{X})$. In other words, if $(\mu_k)_{k \in \mathbb{N}}$ is a sequence of measures in $P_p(\mathcal{X})$ and $\mu$ is another measure in $P(\mathcal{X})$, then the statements

$\mu_k$ converges weakly in $P_p(\mathcal{X})$ to $\mu$

and

$W_p(\mu_k, \mu) \to 0$

are equivalent.
**Remark 6.10.** As a consequence of Theorem 6.9, convergence in the $p$-Wasserstein space implies convergence of the moments of order $p$. There is a stronger statement that the map $\mu \mapsto (\int d(x_0, x)^p \mu(dx))^{1/p}$ is 1-Lipschitz with respect to $W_p$; in the case of a locally compact length space, this will be proven in Proposition 7.29.

Below are two immediate corollaries of Theorem 6.9 (the first one results from the triangle inequality):

**Corollary 6.11 (Continuity of $W_p$).** If $(\mathcal{X}, d)$ is a Polish space, and $p \in [1, \infty)$, then $W_p$ is continuous on $\mathcal{P}(\mathcal{X})$. More explicitly, if $\mu_k$ (resp. $\nu_k$) converges to $\mu$ (resp. $\nu$) weakly in $\mathcal{P}(\mathcal{X})$ as $k \to \infty$, then

$$W_p(\mu_k, \nu_k) \to W_p(\mu, \nu).$$

**Remark 6.12.** On the contrary, if these convergences are only usual weak convergences, then one can only conclude that $W_p(\mu, \nu) \leq \liminf W_p(\mu_k, \nu_k)$: the Wasserstein distance is lower semicontinuous on $\mathcal{P}(\mathcal{X})$ (just like the optimal transport cost $C$, for any lower semicontinuous nonnegative cost function $c$; recall the proof of Theorem 4.1).

**Corollary 6.13 (Metrizability of the weak topology).** Let $(\mathcal{X}, d)$ be a Polish space. If $d$ is a bounded distance inducing the same topology as $\mu$, then the convergence in Wasserstein sense for the distance $d$ is equivalent to the usual weak convergence of probability measures in $\mathcal{P}(\mathcal{X})$.

Before starting the proof of Theorem 6.9, it will be good to make some more comments. The short version of that theorem is that Wasserstein distances metrize weak convergence. This sounds good, but after all, there are many ways to metrize weak convergence. Here is a list of some of the most popular ones, defined either in terms of measures $\mu$, $\nu$, or in terms of random variables $X, Y$ with law $(X) = \mu$, law $(Y) = \nu$:

- the **Lévy–Prokhorov distance** (or just Prokhorov distance):
  $$d_P(\mu, \nu) = \inf \left\{ \varepsilon > 0; \exists X, Y; \inf \mathbb{P}[d(X, Y) > \varepsilon] \leq \varepsilon \right\}; \quad (6.5)$$

- the **bounded Lipschitz distance** (also called Fortet–Mourier distance):
  $$d_{bL}(\mu, \nu) = \sup \left\{ \int \varphi d\mu - \int \varphi d\nu; \; \|\varphi\|_\infty + \|\varphi\|_{Lip} \leq 1 \right\}; \quad (6.6)$$
• the **weak-\ast distance** (on a locally compact metric space):

\[ d_{\text{ws}}(\mu, \nu) = \sum_{k \in \mathbb{N}} 2^{-k} \left| \int \varphi_k \, d\mu - \int \varphi_k \, d\nu \right|, \quad (6.7) \]

where \((\varphi_k)_{k \in \mathbb{N}}\) is a dense sequence in \(C_0(\mathcal{X})\);

• the **Toscani distance** (on \(P_2(\mathbb{R}^n)\)):

\[ d_T(\mu, \nu) = \sup_{\xi \in \mathbb{R}^n \setminus \{0\}} \left( \frac{\left| \int e^{-ix \cdot \xi} \, d\mu(x) - \int e^{-ix \cdot \xi} \, d\nu(x) \right|}{|\xi|^2} \right) . \quad (6.8) \]

(Here I implicitly assume that \(\mu, \nu\) have the same mean, otherwise \(d_T(\mu, \nu)\) would be infinite; one can also introduce variants of \(d_T\) by changing the exponent 2 in the denominator.)

So why bother with Wasserstein distances? There are several answers to that question:

1. Wasserstein distances are rather strong, especially in the way they take care of large distances in \(\mathcal{X}\); this is a definite advantage over, for instance, the weak-\ast distance (which in practice is so weak that I advise the reader to never use it). It is not so difficult to combine information on convergence in Wasserstein distance with some smoothness bound, in order to get convergence in stronger distances.

2. The definition of Wasserstein distances makes them convenient to use in problems where optimal transport is naturally involved, such as many problems coming from partial differential equations.

3. The Wasserstein distances have a rich duality; this is especially useful for \(p = 1\), in view of (6.3) (compare with the definition of the bounded Lipschitz distance). Passing back and forth from the original to the dual definition is often technically convenient.

4. Being defined by an infimum, Wasserstein distances are often relatively easy to bound from above: The construction of any coupling between \(\mu\) and \(\nu\) yields a bound on the distance between \(\mu\) and \(\nu\). In the same line of ideas, any \(C\)-Lipschitz mapping \(f : \mathcal{X} \to \mathcal{X}'\) induces a \(C\)-Lipschitz mapping \(P_1(\mathcal{X}) \to P_1(\mathcal{X}')\) defined by \(\mu \mapsto f_\# \mu\) (the proof is obvious).
5. Wasserstein distances incorporate a lot of the geometry of the space. For instance, the mapping \( x \mapsto \delta_x \) is an isometric embedding of \( X \) into \( P_p(X) \); but there are much deeper links. This partly explains why \( P_p(X) \) is often very well adapted to statements that combine weak convergence and geometry.

To prove Theorem 6.9 I shall use the following lemma, which has interest on its own and will be useful again later.

**Lemma 6.14 (Cauchy sequences in \( W_p \) are tight).** Let \( X \) be a Polish space, let \( p \geq 1 \) and let \( \left( \mu_k \right)_{k \in \mathbb{N}} \) be a Cauchy sequence in \( (P_p(X), W_p) \). Then \( (\mu_k) \) is tight.

The proof is not so obvious and one might skip it at first reading.

**Proof of Lemma 6.14.** Let \( \left( \mu_k \right)_{k \in \mathbb{N}} \) be a Cauchy sequence in \( P_p(X) \): This means that
\[
W_p(\mu_k, \mu_\ell) \to 0 \quad \text{as } k, \ell \to \infty.
\]
In particular,
\[
\int d(x_0, x)^p \, d\mu_k(x) = W_p(\delta_{x_0}, \mu_k)^p \leq \left[ W_p(\delta_{x_0}, \mu_1) + W_p(\mu_1, \mu_k) \right]^p
\]
remains bounded as \( k \to \infty \).

Since \( W_p \geq W_1 \), the sequence \( (\mu_k) \) is also Cauchy in the \( W_1 \) sense. Let \( \varepsilon > 0 \) be given, and let \( N \in \mathbb{N} \) be such that
\[
k \geq N \implies W_1(\mu_N, \mu_k) < \varepsilon^2. \tag{6.9}
\]
Then for any \( k \in \mathbb{N} \), there is \( j \in \{1, \ldots, N\} \) such that \( W_1(\mu_j, \mu_k) < \varepsilon^2 \).

(If \( k \geq N \), this is (6.9); if \( k < N \), just choose \( j = k \).)

Since the finite set \( \{\mu_1, \ldots, \mu_N\} \) is tight, there is a compact set \( K \) such that \( \mu_j[X \setminus K] < \varepsilon \) for all \( j \in \{1, \ldots, N\} \). By compactness, \( K \) can be covered by a finite number of small balls: \( K \subset B(x_1, \varepsilon) \cup \ldots \cup B(x_m, \varepsilon) \).

Now write
\[
U := B(x_1, \varepsilon) \cup \ldots \cup B(x_m, \varepsilon);
\]
\[
U_\varepsilon := \{ x \in X; d(x, U) < \varepsilon \} \subset B(x_1, 2\varepsilon) \cup \ldots \cup B(x_m, 2\varepsilon);
\]
\[
\phi(x) := \left( 1 - \frac{d(x, U)}{\varepsilon} \right)_+.
\]
Note that $1_U \leq \phi \leq 1_U$, and $\phi$ is $(1/\varepsilon)$-Lipschitz. By using these bounds and the Kantorovich–Rubinstein duality (6.3), we find that for $j \leq N$ and $k$ arbitrary,

$$
\mu_k[U_\varepsilon] \geq \int \phi \, d\mu_k
= \int \phi \, d\mu_j + \left( \int \phi \, d\mu_k - \int \phi \, d\mu_j \right)
\geq \int \phi \, d\mu_j - \frac{W_1(\mu_k, \mu_j)}{\varepsilon}
\geq \mu_j[U] - \frac{W_1(\mu_k, \mu_j)}{\varepsilon}.
$$

On the one hand, $\mu_j[U] \geq \mu_j[K] \geq 1 - \varepsilon$ if $j \leq N$; on the other hand, for each $k$ we can find $j = j(k)$ such that $W_1(\mu_k, \mu_j) \leq \varepsilon^2$. So in fact

$$
\mu_k[U_\varepsilon] \geq 1 - \varepsilon - \frac{\varepsilon^2}{\varepsilon} = 1 - 2\varepsilon.
$$

At this point we have shown the following: For each $\varepsilon > 0$ there is a finite family $(x_i)_{1 \leq i \leq m}$ such that all measures $\mu_k$ give mass at least $1 - 2\varepsilon$ to the set $Z := \bigcup B(x_i, 2\varepsilon)$. The point is that $Z$ might not be compact. There is a classical remedy: Repeat the reasoning with $\varepsilon$ replaced by $2^{-(\ell+1)}\varepsilon$, $\ell \in \mathbb{N}$; so there will be $(x_i)_{1 \leq i \leq m(\ell)}$ such that

$$
\mu_k\left[\mathcal{X} \setminus \bigcup_{1 \leq i \leq m(\ell)} B(x_i, 2^{-\ell}\varepsilon)\right] \leq 2^{-\ell}\varepsilon.
$$

Thus

$$
\mu_k[\mathcal{X} \setminus S] \leq \varepsilon,
$$

where

$$
S := \bigcap_{1 \leq \ell \leq \infty} \bigcup_{1 \leq i \leq m(\ell)} B(x_i, \varepsilon 2^{-\ell}).
$$

By construction, $S$ can be covered by finitely many balls of radius $\delta$, where $\delta$ is arbitrarily small (just choose $\ell$ large enough that $2^{-\ell}\varepsilon < \delta$, and then $B(x_i, 2^{-\ell}\varepsilon)$ will be included in $B(x_i, \delta)$). Thus $S$ is totally bounded, i.e. it can be covered by finitely many balls of arbitrarily small radius. It is also closed, as an intersection of finite unions of closed sets. Since $\mathcal{X}$ is a complete metric space, it follows from a classical result in topology that $S$ is compact. This concludes the proof of Lemma 6.14. \qed
Proof of Theorem 6.9. Let $(\mu_k)_{k \in \mathbb{N}}$ be such that $\mu_k \to \mu$ in distance $W_p$; the goal is to show that $\mu_k$ converges to $\mu$ in $P_p(X)$. First, by Lemma 6.14, the sequence $(\mu_k)_{k \in \mathbb{N}}$ is tight, so there is a subsequence $(\mu_{k'})$ such that $\mu_{k'}$ converges weakly to some probability measure $\tilde{\mu}$. Then by Lemma 4.3,

$$W_p(\tilde{\mu}, \mu) \leq \liminf_{k' \to \infty} W_p(\mu_{k'}, \mu) = 0.$$ 

So $\tilde{\mu} = \mu$, and the whole sequence $(\mu_k)$ has to converge to $\mu$. This only shows the weak convergence in the usual sense, not yet the convergence in $P_p(X)$.

For any $\varepsilon > 0$ there is a constant $C_\varepsilon > 0$ such that for all nonnegative real numbers $a, b$,

$$(a + b)^p \leq (1 + \varepsilon) a^p + C_\varepsilon b^p.$$ 

Combining this inequality with the usual triangle inequality, we see that whenever $x_0, x$ and $y$ are three points in $X$, one has

$$d(x_0, x)^p \leq (1 + \varepsilon) d(x_0, y)^p + C_\varepsilon d(x, y)^p. \quad (6.10)$$

Now let $(\mu_k)$ be a sequence in $P_p(X)$ such that $W_p(\mu_k, \mu) \longrightarrow 0$, and for each $k$, let $\pi_k$ be an optimal transport plan between $\mu_k$ and $\mu$. Integrating inequality (6.10) against $\pi_k$ and using the marginal property, we find that

$$\int d(x_0, x)^p \, d\mu_k(x) \leq (1 + \varepsilon) \int d(x_0, y)^p \, d\mu(y) + C_\varepsilon \int d(x, y)^p \, d\pi_k(x, y).$$

But of course,

$$\int d(x, y)^p \, d\pi_k(x, y) = W_p(\mu_k, \mu)^p \longrightarrow 0;$$

therefore,

$$\limsup_{k \to \infty} \int d(x_0, x)^p \, d\mu_k(x) \leq (1 + \varepsilon) \int d(x_0, x)^p \, d\mu(x).$$

Letting $\varepsilon \to 0$, we see that Property (ii) of Definition 6.8 holds true; so $\mu_k$ does converge weakly in $P_p(X)$ to $\mu$.

Conversely, assume that $\mu_k$ converges weakly in $P_p(X)$ to $\mu$; and again, for each $k$, introduce an optimal transport plan $\pi_k$ between $\mu_k$ and $\mu$, so that
By Prokhorov’s theorem, \((\mu_k)\) forms a tight sequence; also \(\{\mu\}\) is tight. By Lemma 4.4, the sequence \((\pi_k)\) is itself tight in \(P(\mathcal{X} \times \mathcal{X})\). So, up to extraction of a subsequence, still denoted by \((\pi_k)\), one may assume that
\[
\pi_k \rightarrow \pi \quad \text{weakly in } P(\mathcal{X} \times \mathcal{X}).
\]
Since each \(\pi_k\) is optimal, Theorem 5.20 guarantees that \(\pi\) is an optimal coupling of \(\mu\) and \(\mu\), so this is the (completely trivial) coupling \(\pi = (\text{Id}, \text{Id}) \# \mu\) (in terms of random variables, \(Y = X\)). Since this is independent of the extracted subsequence, actually \(\pi\) is the limit of the whole sequence \((\pi_k)\).

Now let \(x_0 \in \mathcal{X}\) and \(R > 0\). If \(d(x, y) > R\), then the largest of the two numbers \(d(x, x_0)\) and \(d(x_0, y)\) has to be greater than \(R/2\), and no less than \(d(x, y)/2\). In a slightly pedantic form,
\[
1_{d(x, y) \geq R} \leq 1_{d(x, x_0) \geq R/2 \text{ and } d(x_0, y) \geq d(x, y)/2} + 1_{d(x_0, y) \geq d(x, y)/2}.
\]
So, obviously
\[
[d(x, y)^p - R^p]^+ \leq d(x, y)^p 1_{d(x, x_0) \geq R/2 \text{ and } d(x_0, y) \geq d(x, y)/2}
+ d(x, y)^p 1_{d(x_0, y) \geq R/2 \text{ and } d(x_0, y) \geq d(x, y)/2}
\leq 2^p d(x, x_0)^p 1_{d(x, x_0) \geq R/2} + 2^p d(x_0, y)^p 1_{d(x_0, y) \geq R/2}.
\]
It follows that
\[
W_p(\mu_k, \mu)^p = \int d(x, y)^p d\pi_k(x, y)
= \int [d(x, y) \wedge R]^p d\pi_k(x, y) + \int [d(x, y)^p - R^p]^+ d\pi_k(x, y)
\leq \int [d(x, y) \wedge R]^p d\pi_k(x, y) + 2^p \int_{d(x, x_0) \geq R/2} d(x, x_0)^p d\pi_k(x, y)
+ 2^p \int_{d(x_0, y) > R/2} d(x_0, y)^p d\pi_k(x, y)
= \int [d(x, y) \wedge R]^p d\pi_k(x, y) + 2^p \int_{d(x, x_0) \geq R/2} d(x, x_0)^p d\mu_k(x)
+ 2^p \int_{d(x_0, y) > R/2} d(x_0, y)^p d\mu(y).
Since $\pi_k$ converges weakly to $\pi$, the first term goes to 0 as $k \to \infty$. So

$$
\limsup_{k \to \infty} W_p(\mu_k, \mu)^p \leq \lim_{R \to \infty} 2^p \limsup_{k \to \infty} \int_{d(x,x_0) \geq R/2} d(x, x_0)^p \, d\mu_k(x) \\
+ \lim_{R \to \infty} 2^p \limsup_{k \to \infty} \int_{d(x_0, y) \geq R/2} d(x_0, y)^p \, d\mu(y)
= 0.
$$

This concludes the argument. \qed

Control by total variation

The total variation is a classical notion of distance between probability measures. There is, by the way, a classical probabilistic representation formula of the total variation:

$$
\|\mu - \nu\|_{TV} = 2 \inf \mathbb{P}[X \neq Y], \quad (6.11)
$$

where the infimum is over all couplings $(X, Y)$ of $(\mu, \nu)$; this identity can be seen as a very particular case of Kantorovich duality for the cost function $1_{x \neq y}$.

It seems natural that a control in Wasserstein distance should be weaker than a control in total variation. This is not completely true, because total variation does not take into account large distances. But one can control $W_p$ by weighted total variation:

**Theorem 6.15 (Wasserstein distance is controlled by weighted total variation).** Let $\mu$ and $\nu$ be two probability measures on a Polish space $(\mathcal{X}, d)$. Let $p \in [1, \infty)$ and $x_0 \in \mathcal{X}$. Then

$$
W_p(\mu, \nu) \leq 2 \left( \int d(x_0, x)^p \, d|\mu - \nu|(x) \right)^{\frac{1}{p}}, \quad \frac{1}{p} + \frac{1}{p'} = 1. \quad (6.12)
$$

**Particular Case 6.16.** In the case $p = 1$, if the diameter of $\mathcal{X}$ is bounded by $D$, this bound implies $W_1(\mu, \nu) \leq D \|\mu - \nu\|_{TV}$.

**Remark 6.17.** The integral in the right-hand side of (6.12) can be interpreted as the Wasserstein distance $W_1$ for the particular cost function $[d(x_0, x) + d(x_0, y)]1_{x \neq y}$. 
Proof of Theorem 6.15. Let \( \pi \) be the transference plan obtained by keeping fixed all the mass shared by \( \mu \) and \( \nu \), and distributing the rest uniformly: this is

\[
\pi = (\text{Id}, \text{Id})_#(\mu \wedge \nu) + \frac{1}{a} (\mu - \nu)_+ \otimes (\mu - \nu)_-,
\]

where \( \mu \wedge \nu = \mu - (\mu - \nu)_+ \) and \( a = (\mu - \nu)_- [X] = (\mu - \nu)_+ [X] \). A more sloppy but probably more readable way to write \( \pi \) is

\[
\pi(dxdy) = (\mu \wedge \nu)(dx) \delta_{y=x} + \frac{1}{a} (\mu - \nu)_+(dx) (\mu - \nu)_-(dy).
\]

By using the definition of \( W_p \), the definition of \( \pi \), the triangle inequality for \( d \), the elementary inequality \((A + B)^p \leq 2^{p-1}(A^p + B^p)\), and the definition of \( a \), we find that

\[
W_p(\mu, \nu)^p \leq \int d(x, y)^p d\pi(x, y)
= \frac{1}{a} \int d(x, y)^p d(\mu - \nu)_+(x) d(\mu - \nu)_-(y)
\leq \frac{2^{p-1}}{a} \int [d(x, x_0)^p + d(x_0, y)^p] d(\mu - \nu)_+(x) d(\mu - \nu)_-(y)
\leq 2^{p-1} \left[ \int d(x, x_0)^p d(\mu - \nu)_+(x) + \int d(x_0, y)^p d(\mu - \nu)_-(y) \right]
= 2^{p-1} \int d(x, x_0)^p d[(\mu - \nu)_+ + (\mu - \nu)_-](x)
= 2^{p-1} \int d(x, x_0)^p d|\mu - \nu|(x).
\]

\( \square \)

Topological properties of the Wasserstein space

The Wasserstein space \( P_p(\mathcal{X}) \) inherits several properties of the base space \( \mathcal{X} \). Here is a first illustration:

**Theorem 6.18 (Topology of the Wasserstein space).** Let \( \mathcal{X} \) be a complete separable metric space and \( p \in [1, \infty) \). Then the Wasserstein
space $P_p(X)$, metrized by the Wasserstein distance $W_p$, is also a complete separable metric space. In short: The Wasserstein space over a Polish space is itself a Polish space. Moreover, any probability measure can be approximated by a sequence of probability measures with finite support.

**Remark 6.19.** If $X$ is compact, then $P_p(X)$ is also compact; but if $X$ is only locally compact, then $P_p(X)$ is not locally compact.

**Proof of Theorem 6.18.** The fact that $P_p(X)$ is a metric space was already explained, so let us turn to the proof of separability. Let $D$ be a dense sequence in $X$, and let $P$ be the space of probability measures that can be written $\sum a_j \delta_{x_j}$, where the $a_j$ are rational coefficients, and the $x_j$ are finitely many elements in $D$. It will turn out that $P$ is dense in $P_p(X)$.

To prove this, let $\varepsilon > 0$ be given, and let $x_0$ be an arbitrary element of $D$. If $\mu$ lies in $P_p(X)$, then there exists a compact set $K \subset X$ such that

$$\int_{X \setminus K} d(x_0, x)^p \, d\mu(x) \leq \varepsilon^p.$$ 

Cover $K$ by a finite family of balls $B(x_k, \varepsilon/2)$, $1 \leq k \leq N$, with centers $x_k \in D$, and define

$$B'_k = B(x_k, \varepsilon) \setminus \bigcup_{j<k} B(x_j, \varepsilon).$$

Then all $B'_k$ are disjoint and still cover $K$.

Define $f$ on $X$ by

$$f(B'_k \cap K) = \{x_k\}, \quad f(X \setminus K) = \{x_0\}.$$ 

Then, for any $x \in K$, $d(x, f(x)) \leq \varepsilon$. So

$$\int d(x, f(x))^p \, d\mu(x) \leq \varepsilon^p \int_K d\mu(x) + \int_{X \setminus K} d(x, x_0)^p \, d\mu(x) \leq \varepsilon^p + \varepsilon^p = 2\varepsilon^p.$$ 

Since $(\text{Id}, f)$ is a coupling of $\mu$ and $f_#\mu$, $W_p(\mu, f_#\mu) \leq 2\varepsilon^p$.

Of course, $f_#\mu$ can be written as $\sum a_j \delta_{x_j}$, $0 \leq j \leq N$. This shows that $\mu$ might be approximated, with arbitrary precision, by a finite combination of Dirac masses. To conclude, it is sufficient to show that
the coefficients $a_j$ might be replaced by rational coefficients, up to a very small error in Wasserstein distance. By Theorem 6.15,

$$W_p \left( \sum_{j \leq N} a_j \delta_{x_j}, \sum_{j \leq N} b_j \delta_{x_j} \right) \leq 2^{\frac{1}{p'}} \left[ \max_{k, \ell} d(x_k, x_{\ell}) \right] \sum_{j \leq N} |a_j - b_j|^{\frac{1}{p}},$$

and obviously the latter quantity can be made as small as possible for some well-chosen rational coefficients $b_j$.

Finally, let us prove the completeness. Again let $(\mu_k)_{k \in \mathbb{N}}$ be a Cauchy sequence in $P_p(X)$. By Lemma 6.14, it admits a subsequence $(\mu_{k'})$ which converges weakly (in the usual sense) to some measure $\mu$. Then,

$$\int d(x_0, x)^p \, d\mu(x) \leq \lim \inf_{k' \to \infty} \int d(x_0, x)^p \, d\mu_{k'}(x) < +\infty,$$

so $\mu$ belongs to $P_p(X)$. Moreover, by lower semicontinuity of $W_p$,

$$W_p(\mu, \mu_{k'}) \leq \lim \inf_{k' \to \infty} W_p(\mu_{k'}, \mu_{k'}),$$

so in particular

$$\lim \sup_{k', \ell' \to \infty} W_p(\mu, \mu_{k'}) \leq \lim \sup_{k', \ell' \to \infty} W_p(\mu_{k'}, \mu_{\ell'}) = 0,$$

which means that $\mu_{k'}$ converges to $\mu$ in the $W_p$ sense (and not just in the sense of weak convergence). Since $(\mu_k)$ is a Cauchy sequence with a converging subsequence, it follows by a classical argument that the whole sequence is converging. $\square$

**Bibliographical notes**

The terminology of Wasserstein distance (apparently introduced by Dobrushin) is very questionable, since (a) these distances were discovered and rediscovered by several authors throughout the twentieth century, including (in chronological order) Gini [417, 418], Kantorovich [501], Wasserstein [803], Mallows [589] and Tanaka [776] (other contributors being Salvemini, Dall’Aglio, Hoeffding, Fréchet, Rubinstein, Ornstein,
and maybe others); (b) the explicit definition of this distance is not so easy to find in Wasserstein’s work; and (c) Wasserstein was only interested in the case $p = 1$. By the way, also the spelling of Wasserstein is doubtful: the original spelling was Vasershtein. (Similarly, Rubinstein was spelled Rubinshtein.) These issues are discussed in a historical note by Rüschendorf [720], who advocates the denomination of “minimal $L^p$-metric” instead of “Wasserstein distance”. Also Vershik [808] tells about the discovery of the metric by Kantorovich and stands up in favor of the terminology “Kantorovich distance”.

However, the terminology “Wasserstein distance” (or “Wasserstein metric”) has been extremely successful: at the time of writing, about 30,000 occurrences can be found on the Internet. Nearly all recent papers relating optimal transport to partial differential equations, functional inequalities or Riemannian geometry (including my own works) use this convention. I will therefore stick to this by-now well-established terminology. After all, even if this convention is a bit unfair since it does not give credit to all contributors, not even to the most important of them (Kantorovich), at least it does give credit to somebody.

As I learnt from Bernot, terminological confusion was enhanced in the mid-nineties, when a group of researchers in image processing introduced the denomination of “Earth Mover’s distance” [713] for the Wasserstein (Kantorovich–Rubinstein) $W_1$ distance. This terminology was very successful and rapidly spread by the high rate of growth of the engineering literature; it is already starting to compete with “Wasserstein distance”, scoring more than 15,000 occurrences on Internet.

Gini considered the special case where the random variables are discrete and lie on the real line; like Mallows later, he was interested by applications in statistics (the “Gini distance” is often used to roughly quantify the inequalities of wealth or income distribution in a given population). Tanaka discovered applications to partial differential equations. Both Mallows and Tanaka worked with the case $p = 2$, while Gini was interested both in $p = 1$ and $p = 2$, and Hoeffding and Fréchet worked with general $p$ (see for instance [381]). A useful source on the point of view of Kantorovich and Rubinstein is Vershik’s review [809].

Kantorovich and Rubinstein [506] made the important discovery that the original Kantorovich distance ($W_1$ in my notation) can be extended into a norm on the set $M(\mathcal{X})$ of signed measures over a Polish space $\mathcal{X}$. It is common to call this extension the Kantorovich–Rubinstein norm, and by abuse of language I also used the denomina-
tion Kantorovich–Rubinstein metric for $W_1$. (It would be more proper to call it just the Kantorovich metric, but more or less everything in this subject should be called after Kantorovich.) This norm property is a particular feature of the exponent $p = 1$, and should be taken seriously because it has strong implications in functional analysis. For one thing, the Kantorovich–Rubinstein norm provides an explicit isometric embedding of an arbitrary Polish space in a Banach space.

As pointed out to me by Vershik, the Kantorovich–Rubinstein norm on a metric space $(X, d)$ can be intrinsically characterized as the maximal norm $\| \cdot \|$ on $M(X)$ which is “compatible” with the distance, in the sense that $\| \delta_x - \delta_y \| = d(x, y)$ for all $x, y \in X$; this maximality property is a consequence of the duality formula.

Here are a few words about the other probability metrics mentioned in this chapter. The Toscani metric is useful in the theory of the Boltzmann equation, see [812, Section 4.2] and references quoted therein. Together with its variants, it is also handy for studying rates of convergence in the central limit theorem, or certain stable limit theorems [424]. The Lévy–Prokhorov metric appears in a number of textbooks, such as Dudley [318, p. 394]. For the taxonomy of probability metrics and their history, the unavoidable reference is the monograph by Rachev [695], which lists dozens and dozens of metrics together with their main properties and applications. (Many of them are variants, particular cases or extensions of the Wasserstein and Lévy–Prokhorov metrics.) The more recent set of notes by Carrillo and Toscani [216] also presents applications of various probability metrics to problems arising in partial differential equations (in particular the inelastic Boltzmann equation).

Here as in all the rest of this course, I only considered complete separable metric spaces. However, Wasserstein distances also make sense in noncomplete separable metric spaces: The case $p = 1$ was treated by Dudley [318, Lemma 11.8.3], while the general case was recently considered by Clement and Desch [237]. In this reference the triangular inequality is proven by approximation by countable spaces.

The equivalence between the four statements in Definition 6.8 is proven in [814, Theorem 7.12]. I borrowed the proof of Lemma 6.14 from Bolley [136]; and the scheme of proof of Theorem 6.9 from Ambrosio, Gigli and Savaré [30]. There are alternative proofs of Theorem 6.9 in the literature, for instance in [814, Chapter 7]. Similar convergence results
had been obtained earlier by various authors, at least in particular cases, see e.g. [260, 468].

In dimension 1, Theorem 6.9 can be proven by simpler methods, and interpreted as a quantitative refinement of Skorokhod’s representation theorem, as noticed in [795] or [814, Section 7.3].

The $\infty$-Wasserstein distance, $W_\infty = \lim_{p \to \infty} W_p$, does not fit in the setting considered in this chapter, in particular because the induced topology is quite stronger than the weak topology of measures. This distance however is useful in a surprising number of problems [208, 212, 222, 466, 617].

The representation formula (6.11) for the total variation distance is a particular case of Strassen’s duality theorem, see for instance [814, Section 1.4]. Remark 6.17 is extracted from [427, comments following Remark VI.5].

Theorem 6.15 is a copy–paste from [814, Proposition 7.10], which itself was a slight adaptation of [696, Lemma 10.2.3]. Other upper bounds for the Wasserstein distances are available in the literature; see for instance [527] for the case of the Hamming distance on discrete product spaces.

Results of lower bounds for the Wasserstein distance (in terms of moments for instance) are not so common. One example is Proposition 7.29 in the next chapter. In the particular case of the 2-Wasserstein distance on a Hilbert space, there are lower bounds expressed in terms of moments and covariance matrices [258, 407].

In relation with the $\infty$-Wasserstein distance, Bouchitté, Jimenez and Rajesh [151] prove the following estimate: If $\Omega$ is a bounded Lipschitz open subset of $\mathbb{R}^n$, equipped with the usual Euclidean distance, $\mu(dx) = f(x) \, dx$ and $\nu(dy)$ are probability measures on $\overline{\Omega}$, and the density $f$ is uniformly bounded below, then for any $p > 1$,

$$W_\infty(\mu, \nu)^{p+n} \leq \left( \frac{C}{\inf f} \right)^{p} W_p(\mu, \nu)^p,$$

where $C = C(p, n, \Omega)$. As mentioned in Remark 6.7, this “converse” estimate is related to the fact that the optimal transport map for the cost function $|x - y|^p$ enjoys some monotonicity properties which make it very rigid, as we shall see again in Chapter 10. (As an analogy: the Sobolev norms $W^{1,p}$ are all topologically equivalent when applied to $C$-Lipschitz convex functions on a bounded domain.)

Theorem 6.18 belongs to folklore and has probably been proven many times; see for instance [310, Section 14]. Other arguments are
due to Rachev [695, Section 6.3], and Ambrosio, Gigli and Savaré [30]. In the latter reference the proof is very simple but makes use of the deep Kolmogorov extension theorem. Here I followed a much more elementary argument due to Bolley [136].

The statement in Remark 6.19 is proven in [30, Remark 7.1.9].

In a Euclidean or Riemannian context, the Wasserstein distance $W_2$ between two very close measures, say $(1 + h_1)\nu$ and $(1 + h_2)\nu$ with $h_1, h_2$ very small, is approximately equal to the $H^{-1}(\nu)$-norm of $h_1 - h_2$; see [671, Section 7], [814, Section 7.6] or Exercise 22.20. (One may also take a look at [567, 569].) There is in fact a natural one-parameter family of distances interpolating between $H^{-1}(\nu)$ and $W_2$, defined by a variation on the Benamou–Brenier formula (7.34) (insert a factor $(d\mu_t/d\nu)^{1-\alpha}$, $0 \leq \alpha \leq 1$ in the integrand of (7.33); this construction is due to Dolbeault, Nazaret and Savaré [312]).

Applications of the Wasserstein distances are too numerous to be listed here; some of them will be encountered again in the sequel. In [150] Wasserstein distances are used to study the best approximation of a measure by a finite number of points. Various authors [700, 713] use them to compare color distributions in different images. These distances are classically used in statistics, limit theorems, and all kinds of problems involving approximation of probability measures [254, 256, 257, 282, 694, 696, 716]. Rio [704] derives sharp quantitative bounds in Wasserstein distance for the central limit theorem on the real line, and surveys the previous literature on this problem. Wasserstein distances are well adapted to study rates of fluctuations of empirical measures, see [695, Theorem 11.1.6], [696, Theorem 10.2.1], [498, Section 4.9], and the research papers [8, 307, 314, 315, 479, 771, 845]. (The most precise results are those in [307]: there it is shown that the average $W_1$ distance between two independent copies of the empirical measure behaves like $(\int \rho^{1-1/d})/N^{1-1/d}$, where $N$ is the size of the samples, $\rho$ the density of the common law of the random variables, and $d \geq 3$; the proofs are partly based on subadditivity, as in [150].) Quantitative Sanov-type theorems have been considered in [139, 742]. Wasserstein distances are also commonly used in statistical mechanics, most notably in the theory of propagation of chaos, or more generally the mean behavior of large particle systems [768] [757, Chapter 5]; the original idea seems to go back to Dobrushin [308, 309] and has been applied in a large number of problems, see for instance [81, 82, 221, 590, 624]. The origi-
nal version of the Dobrushin–Shlosman uniqueness criterion [308, 311] in spin systems was expressed in terms of optimal transport distance, although this formulation was lost in most subsequent developments (I learnt this from Ollivier).

Wasserstein distances are also useful in the study of mixing and convergence for Markov chains; the original idea, based on a contraction property, seems to be due to Dobrushin [310], and has been rediscovered since then by various authors [231, 662, 679]. Tanaka proved that the $W_2$ distance is contracting along solutions of a certain class of Boltzmann equations [776, 777]; these results are reviewed in [814, Section 7.5] and have been generalized in [138, 214, 379, 590].

Wasserstein distances behave well with increasing dimension, and therefore have been successfully used in large or infinite dimension; for instance for the large-time behavior of stochastic partial differential equations [455, 458, 533, 605], or hydrodynamic limits of systems of particles [444].

In a Riemannian context, the $W_2$ distance is well-adapted to the study of Ricci curvature, in relation with diffusion equations; these themes will be considered again in Part II.

Here is a short list of some more surprising applications. Werner [836] suggested that the $W_1$ distance is well adapted to quantify some variants of the uncertainty principle in quantum physics. In a recent note, Melleray, Petrov and Vershik [625] use the properties of the Kantorovich–Rubinstein norm to study spaces which are “linearly rigid”, in the sense that, roughly speaking, there is only one way to embed them in a Banach space. The beautiful text [809] by Vershik reviews further applications of the Kantorovich–Rubinstein distance to several original topics (towers of measures, Bernoulli automorphisms, classification of metric spaces); see also [808] and the older contribution [807] by the same author.
Displacement interpolation

I shall now discuss a time-dependent version of optimal transport leading to a continuous displacement of measures. There are two main motivations for that extension:

- a time-dependent model gives a more complete description of the transport;
- the richer mathematical structure will be useful later on.

As in the previous chapter I shall assume that the initial and final probability measures are defined on the same Polish space \((\mathcal{X}, d)\). The main additional structure assumption is that the cost is associated with an action, which is a way to measure the cost of displacement along a continuous curve, defined on a given time-interval, say \([0, 1]\). So the cost function between an initial point \(x\) and a final point \(y\) is obtained by minimizing the action among paths that go from \(x\) to \(y\):

\[
c(x, y) = \inf \left\{ A(\gamma); \quad \gamma_0 = x, \gamma_1 = y; \quad \gamma \in \mathcal{C} \right\}.
\] (7.1)

Here \(\mathcal{C}\) is a certain class of continuous curves, to be specified in each particular case of interest, on which the action functional \(A\) is defined.

Of course, Assumption (7.1) is meaningless unless one requires some specific structure on the action functional (otherwise, just choose \(A(\gamma) = c(\gamma_0, \gamma_1)\)...). A good notion of action should provide a recipe for choosing optimal paths, and in particular a recipe to interpolate between points in \(\mathcal{X}\). It will turn out that under soft assumptions, this interpolation recipe between points can be “lifted” to an interpolation recipe between probability measures. This will provide a time-dependent
notion of optimal transport, that will be called displacement interpolation (by opposition to the standard linear interpolation between probability measures).

This is a key chapter in this course, and I have worked hard to attain a high level of generality, at the price of somewhat lengthy arguments. So the reader should not hesitate to skip proofs at first reading, concentrating on statements and explanations. The main result in this chapter is Theorem 7.21.

Deterministic interpolation via action-minimizing curves

To better understand what an action functional should be, let us start with some examples and informal discussions. Consider a model where the unknown is the position of a given physical system in some position space, say a Riemannian manifold $M$. (See the Appendix for reminders about Riemannian geometry if needed.) We learn from classical physics that in the absence of a potential, the action is the integral over time of the (instantaneous) kinetic energy:

$$A(\gamma) = \int_0^1 \frac{|\dot{\gamma}_t|^2}{2} dt,$$

where $\dot{\gamma}_t$ stands for the velocity (or time-derivative) of the curve $\gamma$ at time $t$. More generally, an action is classically given by the time-integral of a Lagrangian along the path:

$$A(\gamma) = \int_0^1 L(\gamma_t, \dot{\gamma}_t, t) dt.$$  \hspace{1cm} (7.2)

Here $L$ is defined on $TM \times [0,1]$, where the smooth manifold $M$ is the position space and the tangent bundle $TM$ is the phase space, which is the space of all possible positions and velocities. It is natural to work in $TM$ because one often deals with second-order differential equations on $M$ (such as Newton’s equations), which transform themselves into first-order equations on $TM$. Typically $L$ would take the form

$$L(x, v, t) = \frac{|v|^2}{2} - V(x)$$  \hspace{1cm} (7.3)

where $V$ is a potential; but much more complicated forms are admissible. When $V$ is continuously differentiable, it is a simple particular
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case of the formula of first variation (recalled in the Appendix) that
minimizers of (7.3), with given endpoints, satisfy Newton’s equation

\[ \frac{d^2 x}{dt^2} = -\nabla V(x). \]  

(7.4)

To make sure that \( A(\gamma) \) is well-defined, it is natural to assume that
the path \( \gamma \) is continuously differentiable, or piecewise continuously dif-
ferentiable, or at least almost everywhere differentiable as a function
of \( t \). A classical and general setting is that of absolutely continuous
curves: By definition, if \( (\mathcal{X}, d) \) is a metric space, a continuous curve
\( \gamma : [0, 1] \to \mathcal{X} \) is said to be absolutely continuous if there exists a func-
tion \( \ell \in L^1([0, 1]; dt) \) such that for all intermediate times \( t_0 < t_1 \) in
\( [0, 1] \),

\[ d(\gamma_{t_0}, \gamma_{t_1}) \leq \int_{t_0}^{t_1} \ell(t) \, dt. \]  

(7.5)

More generally, it is said to be absolutely continuous of order \( p \) if for-
formula (7.5) holds with some \( \ell \in L^p([0, 1]; dt) \).

If \( \gamma \) is absolutely continuous, then the function \( t \mapsto d(\gamma_{t_0}, \gamma_t) \) is
differentiable almost everywhere, and its derivative is integrable. But
the converse is false: for instance, if \( \gamma \) is the “Devil’s staircase”, en-
countered in measure theory textbooks (a nonconstant function whose
distributional derivative is concentrated on the Cantor set in \([0, 1]\)),
then \( \gamma \) is differentiable almost everywhere, and \( \dot{\gamma}(t) = 0 \) for almost
every \( t \), even though \( \gamma \) is not constant! This motivates the “integral”
definition of absolute continuity based on formula (7.5).

If \( \mathcal{X} = \mathbb{R}^n \), or a smooth differentiable manifold, then absolutely
continuous paths are differentiable for Lebesgue-almost all \( t \in [0, 1] \); in
physical words, the velocity is well-defined for almost all times.

Before going further, here are some simple and important examples.
For all of them, the class of admissible curves is the space of absolutely
continuous curves.

**Example 7.1.** In \( \mathcal{X} = \mathbb{R}^n \), choose \( L(x, v, t) = |v| \) (Euclidean norm
of the velocity). Then the action is just the length functional, while the
cost \( c(x, y) = |x - y| \) is the Euclidean distance. Minimizing curves are
straight lines, with arbitrary parametrization: \( \gamma_t = \gamma_0 + s(t)(\gamma_1 - \gamma_0) \),
where \( s : [0, 1] \to [0, 1] \) is nondecreasing and absolutely continuous.

**Example 7.2.** In \( \mathcal{X} = \mathbb{R}^n \) again, choose \( L(x, v, t) = c(v) \), where \( c \) is
strictly convex. By Jensen’s inequality,
$c(\gamma_1 - \gamma_0) = c \left( \int_0^1 \gamma_t \, dt \right) \leq \int_0^1 c(\dot{\gamma}_t) \, dt,$

and this is an equality if and only if $\gamma_t$ is constant. Therefore action-minimizers are straight lines with constant velocity: $\gamma_t = \gamma_0 + t(\gamma_1 - \gamma_0)$.

Then, of course,

$c(x, y) = c(y - x).$

**Remark 7.3.** This example shows that very different Lagrangians can have the same minimizing curves.

**Example 7.4.** Let $\mathcal{X} = M$ be a smooth Riemannian manifold, $TM$ its tangent bundle, and $L(x, v, t) = |v|^p$, $p \geq 1$. Then the cost function is $d(x, y)^p$, where $d$ is the geodesic distance on $M$. There are two quite different cases:

- If $p > 1$, minimizing curves are defined by the equation $\ddot{\gamma}_t = 0$ (zero acceleration), to be understood as $(d/dt)\dot{\gamma}_t = 0$, where $(d/dt)$ stands for the covariant derivative along the path $\gamma$ (once again, see the reminders in the Appendix if necessary). Such curves have constant speed $|(d/dt)|\dot{\gamma}_t| = 0$, and are called minimizing, constant-speed geodesics, or simply geodesics.

- If $p = 1$, minimizing curves are geodesic curves parametrized in an arbitrary way.

**Example 7.5.** Again let $\mathcal{X} = M$ be a smooth Riemannian manifold, and now consider a general Lagrangian $L(x, v, t)$, assumed to be strictly convex in the velocity variable $v$. The characterization and study of extremal curves for such Lagrangians, under various regularity assumptions, is one of the most classical topics in the calculus of variations. Here are some of the basic — which does not mean trivial — results in the field. Throughout the sequel, the Lagrangian $L$ is a $C^1$ function defined on $TM \times [0, 1]$.

- By the first variation formula (a proof of which is sketched in the Appendix), minimizing curves satisfy the Euler–Lagrange equation

$$\frac{d}{dt} \left[ (\nabla_v L)(\gamma_t, \dot{\gamma}_t, t) \right] = (\nabla_x L)(\gamma_t, \dot{\gamma}_t, t),$$

which generalizes (7.4). At least this equation should be satisfied for minimizing curves that are sufficiently smooth, say piecewise $C^1$. 


• If there exists $K, C > 0$ such that
  \[ L(x, v, t) \geq K |v| - C, \]
  then the action of a curve $\gamma$ is bounded below by $K L(\gamma) - C$, where $L$ is the length; this implies that all action-minimizing curves starting from a given compact $K_0$ and ending in a given compact $K_1$ stay within a bounded region.

• If minimizing curves depend smoothly on their position and velocity at some time, then there is also a bound on the velocities along minimizers that join $K_0$ to $K_1$. Indeed, there is a bound on $\int_0^1 L(x, v, t) \, dt$; so there is a bound on $L(x, v, t)$ for some $t$; so there is a bound on the velocity at some time, and then this bound is propagated in time.

• Assume that $L$ is strictly convex and superlinear in the velocity variable, in the following sense:
  \[
  \forall (x, t) \begin{cases}
  v \mapsto L(x, v, t) \text{ is convex,} \\
  \frac{L(x, v, t)}{|v|} \xrightarrow{|v| \to \infty} +\infty.
  \end{cases}
  \tag{7.7}
  \]
  Then $v \mapsto \nabla_v L$ is invertible, and (7.6) can be rewritten as a differential equation on the new unknown $\nabla_v L(\gamma, \dot{\gamma}, t)$.

• If in addition $L$ is $C^2$ and the strict inequality $\nabla_v^2 L > 0$ holds (more rigorously, $\nabla_v^2 L(x, \cdot, t) \geq K(x) g_{x}$ for all $x$, where $g$ is the metric and $K(x) > 0$), then the new equation (where $x$ and $p = \nabla_v L(x, v, t)$ are the unknowns) has locally Lipschitz coefficients, and the Cauchy–Lipschitz theorem can be applied to guarantee the unique local existence of Lipschitz continuous solutions to (7.6). Under the same assumptions on $L$, at least if $L$ does not depend on $t$, one can show directly that minimizers are of class at least $C^1$, and therefore satisfy (7.6). Conversely, solutions of (7.6) are locally (in time) minimizers of the action.

• Finally, the convexity of $L$ makes it possible to define its Legendre transform (again, with respect to the velocity variable):
  \[ H(x, p, t) := \sup_{v \in T_x M} \left( p \cdot v - L(x, v, t) \right), \]
  which is called the Hamiltonian; then one can recast (7.6) in terms of a Hamiltonian system, and access to the rich mathematical world.
of Hamiltonian dynamics. As soon as $L$ is strictly convex superlinear, the Legendre transform $(x,v) \mapsto (x,\nabla_v L(x,v,t))$ is a homeomorphism, so assumptions about $(x,v)$ can be re-expressed in terms of the new variables $(x,p = \nabla_v L(x,v,t))$.

- If $L$ does not depend on $t$, then $H(x,\nabla_v L(x,v))$ is constant along minimizing curves $(x,v) = (\gamma_t, \dot{\gamma}_t)$; if $L$ does depend on $t$, then $(d/dt)H(x,\nabla_v L(x,v)) = (\partial_t H)(x,\nabla_v L(x,v))$.

Some of the above-mentioned assumptions will come back often in the sequel, so I shall summarize the most interesting ones in the following definition:

**Definition 7.6 (Classical conditions on a Lagrangian function).** Let $M$ be a smooth, complete Riemannian manifold, and $L(x,v,t)$ a Lagrangian on $TM \times [0,1]$. In this course, it is said that $L$ satisfies the classical conditions if

(a) $L$ is $C^1$ in all variables;

(b) $L$ is a strictly convex superlinear function of $v$, in the sense of (7.7);

(c) There are constants $K,C > 0$ such that for all $(x,v,t) \in TM \times [0,1]$, $L(x,v,t) \geq K|v| - C$;

(d) There is a well-defined locally Lipschitz flow associated to the Euler–Lagrange equation, or more rigorously to the minimization problem; that is, there is a locally Lipschitz map $(x_0,v_0,t_0) \rightarrow \phi_t(x_0,v_0,t_0)$ on $TM \times [0,1] \times [0,1]$, with values in $TM$, such that each action-minimizing curve $\gamma : [0,1] \rightarrow M$ belongs to $C^1([0,1]; M)$ and satisfies $(\gamma(t), \dot{\gamma}(t)) = \phi_t(\gamma(t_0), \dot{\gamma}(t_0), t_0)$.

**Remark 7.7.** Assumption (d) above is automatically satisfied if $L$ is of class $C^2$, $\nabla^2_v L > 0$ everywhere and $L$ does not depend on $t$.

This looks general enough, however there are interesting cases where $X$ does not have enough differentiable structure for the velocity vector to be well-defined (tangent spaces might not exist, for lack of smoothness). In such a case, it is still possible to define the speed along the curve:

$$|\dot{\gamma}_t| := \limsup_{\varepsilon \to 0} \frac{d(\gamma_t, \gamma_{t+\varepsilon})}{|\varepsilon|}.$$ (7.8)

This generalizes the natural notion of speed, which is the norm of the velocity vector. Thus it makes perfect sense to write a Lagrangian of the
form $L(x, |v|, t)$ in a general metric space $\mathcal{X}$; here $L$ might be essentially any measurable function on $\mathcal{X} \times \mathbb{R}_+ \times [0, 1]$. (To ensure that $\int_0^1 L \, dt$ makes sense in $\mathbb{R} \cup \{ +\infty \}$, it is natural to assume that $L$ is bounded below.)

**Example 7.8.** Let $(\mathcal{X}, d)$ be a metric space. Define the **length** of an absolutely continuous curve by the formula

$$L(\gamma) = \int_0^1 |\dot{\gamma}_t| \, dt.$$  

(7.9)

Then minimizing curves are called geodesics. They may have variable speed, but, just as on a Riemannian manifold, one can always **reparametrize** them (that is, replace $\gamma$ by $\tilde{\gamma}$ where $\tilde{\gamma}_t = \gamma_{s(t)}$, with $s$ continuous increasing) in such a way that they have constant speed. In that case $d(\gamma_s, \gamma_t) = |t - s| L(\gamma)$ for all $s, t \in [0, 1]$.

**Example 7.9.** Again let $(\mathcal{X}, d)$ be a metric space, but now consider the action

$$A(\gamma) = \int_0^1 c(|\dot{\gamma}_t|) \, dt,$$

where $c$ is strictly convex and strictly increasing (say $c(|v|) = |v|^p$, $p > 1$). Then,

$$c(d(\gamma_0, \gamma_1)) \leq c(L(\gamma)) = c \left( \int_0^1 |\dot{\gamma}_t| \, dt \right) \leq \int_0^1 c(|\dot{\gamma}_t|) \, dt,$$

with equality in both inequalities if and only if $\gamma$ is a constant-speed, minimizing geodesic. Thus $c(x, y) = c(d(x, y))$ and minimizing curves are also geodesics, but with constant speed. Note that the distance can be recovered from the cost function, just by inverting $c$. As an illustration, if $p > 1$, and $c(|v|) = |v|^p$, then

$$d(x, y) = \inf \left\{ \int_0^1 |\dot{\gamma}_t|^p \, dt; \; \gamma_0 = x, \; \gamma_1 = y \right\}^{\frac{1}{p}}.$$

In a given metric space, geodesics might not always exist, and it can even be the case that nonconstant continuous curves do not exist (think of a discrete space). So to continue the discussion we shall have to impose appropriate assumptions on our metric space and our cost function.
Here comes an important observation. When one wants to compute “in real life” the length of a curve, one does not use formula (7.9), but rather subdivides the curve into very small pieces, and approximates the length of each small piece by the distance between its endpoints. The finer the subdivision, the greater the measured approximate length (this is a consequence of the triangle inequality). So by taking finer and finer subdivisions we get an increasing family of measurements, whose upper bound may be taken as the measured length. This is actually an alternative definition of the length, which agrees with (7.9) for absolutely continuous curves, but does not require any further regularity assumption than plain continuity:

\[
\mathcal{L}(\gamma) = \sup_{N \in \mathbb{N}} \sup_{0 = t_0 < t_1 < \ldots < t_N = 1} \left[ d(\gamma_{t_0}, \gamma_{t_1}) + \cdots + d(\gamma_{t_{N-1}}, \gamma_{t_N}) \right]. \tag{7.10}
\]

Then one can define a length space as a metric space \((X, d)\) in which, for any two \(x, y \in X\),

\[
d(x, y) = \inf_{\gamma \in C([0,1]; X)} \left\{ \mathcal{L}(\gamma); \quad \gamma_0 = x, \quad \gamma_1 = y \right\}. \tag{7.11}
\]

If in addition \(X\) is complete and locally compact, then the infimum is a minimum, in which case the space is said to be a strictly intrinsic length space, or geodesic space. (By abuse of language, one often says just “length space” for “strictly intrinsic length space”.) Such spaces play an important role in modern nonsmooth geometry.

Formulas (7.10) and (7.11) show an intimate link between the length and the distance: The length determines the distance by minimization, but conversely the distance determines the length by subdivision and approximation. The idea behind it is that the length of an “infinitesimal curve” is determined solely by the endpoints. A similar relation holds true for an action which is defined by a general Lagrangian of the form (7.2): indeed, if \(\gamma\) is differentiable at \(t\), then

\[
\int_t^{t+\varepsilon} L(\gamma_\tau, \dot{\gamma}_\tau, \tau) \, d\tau \simeq \varepsilon \, L(\gamma_{t}, \dot{\gamma}_{t}, t),
\]

and the vector \(\dot{\gamma}_t\) is uniquely determined, up to an error \(o(\varepsilon)\), by \(\gamma_t\) and \(\gamma_{t+\varepsilon}\). Such would not be the case if the function \(L\) would also depend on, say, the acceleration of the curve.

This reconstruction property plays an important role and it is natural to enforce it in an abstract generalization. To do so, it will be
useful to consider an action as a family of functionals parametrized by the initial and the final times: So $A^{s,t}$ is a functional on the set of paths $[s,t] \rightarrow X$. Then we let

$$c^{s,t}(x,y) = \inf \left\{ A^{s,t}(\gamma); \quad \gamma_s = x, \quad \gamma_t = y; \quad \gamma^{s,t} \in C([s,t]; X) \right\}.$$  

(7.12)

In words, $c^{s,t}(x,y)$ is the minimal work needed to go from point $x$ at initial time $s$, to point $y$ at final time $t$.

**Example 7.10.** Consider the Lagrangian $L(x,|v|,t) = |v|^p$. Then

$$c^{s,t}(x,y) = \frac{d(x,y)^p}{(t-s)^{p-1}}.$$  

Note a characteristic property of these “power law” Lagrangians: The cost function depends on $s,t$ only through multiplication by a constant. In particular, minimizing curves will be independent of $s$ and $t$, up to reparametrization.

**Abstract Lagrangian action**

After all these preparations, the following definition should appear somewhat natural.

**Definition 7.11 (Lagrangian action).** Let $(X,d)$ be a Polish space, and let $t_i, t_f \in \mathbb{R}$. A Lagrangian action $(A)^{t_i,t_f}$ on $X$ is a family of lower semicontinuous functionals $A^{s,t}$ on $C([s,t]; X)$ $(t_i \leq s < t \leq t_f)$, and cost functions $c^{s,t}$ on $X \times X$, such that:

(i) $t_i \leq t_1 < t_2 < t_3 \leq t_f \implies A^{t_1,t_2} + A^{t_2,t_3} = A^{t_1,t_3};$

(ii) $\forall x,y \in X$

$$c^{s,t}(x,y) = \inf \left\{ A^{s,t}(\gamma); \quad \gamma \in C([s,t]; X); \quad \gamma_s = x, \quad \gamma_t = y \right\};$$

(iii) For any curve $(\gamma_t)_{t \leq t \leq t_f},$

$$A^{t_i,t_f}(\gamma) = \sup_{N \in \mathbb{N}} \sup_{t_i = t_0 \leq t_1 \leq \ldots \leq t_N = t_f} \left[ c^{t_0,t_1}(\gamma_{t_0}, \gamma_{t_1}) + c^{t_1,t_2}(\gamma_{t_1}, \gamma_{t_2}) + \ldots + c^{t_{N-1},t_N}(\gamma_{t_{N-1}}, \gamma_{t_N}) \right].$$
The functional \( A = A^{t_i, t_f} \) will just be called the action, and the cost function \( c = c^{t_i, t_f} \) the cost associated with the action. A curve \( \gamma : [t_i, t_f] \to X \) is said to be action-minimizing if it minimizes \( A \) among all curves having the same endpoints.

Examples 7.12. (i) To recover (7.2) as a particular case of Definition 7.11, just set
\[
A^{s, t}(\gamma) = \int_{s}^{t} L(\gamma_{\tau}, \dot{\gamma}_{\tau}, \tau) \, d\tau.
\] (7.13)

(ii) A length space is a space in which \( A^{s, t}(\gamma) = \mathcal{L}(\gamma) \) (here \( \mathcal{L} \) is the length) defines a Lagrangian action.

If \([t_i', t_f'] \subset [t_i, t_f]\) then it is clear that \((A)^{t_i, t_f}\) induces an action \((A)^{t_i', t_f'}\) on the time-interval \([t_i', t_f']\), just by restriction.

In the rest of this section I shall take \((t_i, t_f) = (0, 1)\), just for simplicity; of course one can always reduce to this case by reparametrization.

It will now be useful to introduce further assumptions about existence and compactness of minimizing curves.

Definition 7.13 (Coercive action). Let \((A)^{0, 1}\) be a Lagrangian action on a Polish space \( X \), with associated cost functions \((c^{s, t})_{0 \leq s < t \leq 1}\).

For any two times \( s, t \) \((0 \leq s < t \leq 1)\), and any two compact sets \( K_s, K_t \subset X \), let \( \Gamma^{s, t}_{K_s \to K_t} \) be the set of minimizing paths starting in \( K_s \) at time \( s \), and ending in \( K_t \) at time \( t \). The action will be called coercive if:

(i) It is bounded below, in the sense that
\[
\inf_{s < t} \inf_{\gamma} A^{s, t}(\gamma) > -\infty;
\]

(ii) If \( s < t \) are any two intermediate times, and \( K_s, K_t \) are any two nonempty compact sets such that \( c^{s, t}(x, y) < +\infty \) for all \( x \in K_s \), \( y \in K_t \), then the set \( \Gamma^{s, t}_{K_s \to K_t} \) is compact and nonempty.

In particular, minimizing curves between any two fixed points \( x, y \) with \( c(x, y) < +\infty \) should always exist and form a compact set.

Remark 7.14. If each \( A^{s, t} \) has compact sub-level sets (more explicitly, if \( \{ \gamma; A^{s, t}(\gamma) \leq A \} \) is compact in \( C([s, t]; X) \) for any \( A \in \mathbb{R} \)), then the lower semicontinuity of \( A^{s, t} \), together with a standard compactness argument (just as in Theorem 4.1) imply the existence of at least one
action-minimizing curve among the set of curves that have prescribed final and initial points. In that case the requirement of nonemptiness in (ii) is fulfilled.

**Examples 7.15.** (i) If $\mathcal{X}$ is a smooth complete Riemannian manifold and $L(x, v, t)$ is a Lagrangian satisfying the classical conditions of Definition 7.6, then the action defined by (7.13) is coercive.

(ii) If $\mathcal{X}$ is a geodesic length space, then the action defined by $A_{s,t}(\gamma) = L(\gamma)^2/(t-s)$ is coercive; in fact minimizers are constant-speed minimizing geodesic curves. On the other hand the action defined by $A_{s,t}(\gamma) = L(\gamma)$ is not coercive, since the possibility of reparametrization prevents the compactness of the set of minimizing curves.

**Proposition 7.16 (Properties of Lagrangian actions).** Let $(\mathcal{X}, d)$ be a Polish space and $\mathcal{A}^{0,1}$ a coercive Lagrangian action on $\mathcal{X}$. Then:

(i) For all intermediate times $s < t$, $c^{s,t}$ is lower semicontinuous on $\mathcal{X} \times \mathcal{X}$, with values in $\mathbb{R} \cup \{+\infty\}$.

(ii) If a curve $\gamma$ on $[s, t] \subset [0, 1]$ is a minimizer of $\mathcal{A}^{s,t}$, then its restriction to $[s', t'] \subset [s, t]$ is also a minimizer for $\mathcal{A}^{s',t'}$.

(iii) For all times $t_1 < t_2 < t_3$ in $[0, 1]$, and $x_1, x_3$ in $\mathcal{X}$,

$$c^{t_1,t_3}(x_1, x_3) = \inf_{x_2 \in \mathcal{X}} \left( c^{t_1,t_2}(x_1, x_2) + c^{t_2,t_3}(x_2, x_3) \right); \quad (7.14)$$

and if the infimum is achieved at some point $x_2$, then there is a minimizing curve which goes from $x_1$ at time $t_1$ to $x_3$ at time $t_3$, and passes through $x_2$ at time $t_2$.

(iv) A curve $\gamma$ is a minimizer of $\mathcal{A}$ if and only if, for all intermediate times $t_1 < t_2 < t_3$ in $[0, 1]$,

$$c^{t_1,t_3}(\gamma_{t_1}, \gamma_{t_3}) = c^{t_1,t_2}(\gamma_{t_1}, \gamma_{t_2}) + c^{t_2,t_3}(\gamma_{t_2}, \gamma_{t_3}). \quad (7.15)$$

(v) If the cost functions $c^{s,t}$ are continuous, then the set $\Gamma$ of all action-minimizing curves is closed in the topology of uniform convergence:

(vi) For all times $s < t$, there exists a Borel map $S_{s-t} : \mathcal{X} \times \mathcal{X} \to C([s, t]; \mathcal{X})$, such that for all $x, y \in \mathcal{X}$, $S(x, y)$ belongs to $\Gamma^{s,t}_{x-y}$. In words, there is a measurable recipe to join any two endpoints $x$ and $y$ by a minimizing curve $\gamma : [s, t] \to \mathcal{X}$. 

Remark 7.17. The statement in (iv) is a powerful formulation of the minimizing property. It is often quite convenient from the technical point of view, even in a smooth setting, because it does not involve any time-derivative.

Remark 7.18. The continuity assumption in (v) is satisfied in most cases of interest. For instance, if $A^{s,t}(\gamma) = L(\gamma)^2/(t-s)$, then $c^{s,t}(x,y) = d(x,y)^2/(t-s)$, which is obviously continuous. Continuity also holds true in the other model example where $\mathcal{X}$ is a Riemannian manifold and the cost is obtained from a Lagrangian function $L(x,v,t)$ on $TM \times [0,1]$ satisfying the classical assumptions; a proof is sketched in the Appendix.

Proof of Proposition 7.16. Let us prove (i). By definition of the coercivity, $c(x,y)$ is never $-\infty$. Let $(x_k)_{k \in \mathbb{N}}$ and $(y_k)_{k \in \mathbb{N}}$ be sequences converging to $x$ and $y$ respectively. Then the family $(x_k) \cup \{x\}$ forms a compact set $K_x$, and the family $(y_k) \cup \{y\}$ also forms a compact set $K_y$. By assumption, for each $k$ we can find a minimizing curve $\gamma_k : [s,t] \to \mathcal{X}$ joining $x_k$ to $y_k$, so $\gamma_k$ belongs to $\Gamma_{K_x,K_y}$ which is compact. From $(\gamma_k)_{k \in \mathbb{N}}$ we can extract a subsequence which converges uniformly to some minimizing curve $\gamma$. The uniform convergence implies that $x_k = \gamma_k(s) \to \gamma(s)$, $y_k = \gamma_k(t) \to \gamma(t)$, so $\gamma$ joins $x$ to $y$. The lower semicontinuity of $A^{s,t}$ implies that $A^{s,t}(\gamma) \leq \liminf A^{s,t}(\gamma_k)$; thus

$$c^{s,t}(x,y) \leq A^{s,t}(\gamma) \leq \liminf A^{s,t}(\gamma_k) = \liminf c^{s,t}(x_k,y_k).$$

This establishes the lower semicontinuity of the cost $c^{s,t}$.

Property (ii) is obvious: if the restriction of $\gamma$ to $[s',t']$ is not optimal, introduce $\tilde{\gamma}$ on $[s',t']$ such that $A^{s',t'}(\tilde{\gamma}) < A^{s',t'}(\gamma)$. Then the path obtained by concatenating $\gamma$ on $[s,s']$, $\tilde{\gamma}$ on $[s',t']$ and $\gamma$ again on $[t',t]$, has a strictly lower action $A^{s,t}$ than $\gamma$, which is impossible. (Obviously, this is the same line of reasoning as in the proof of the “restriction property” of Theorem 4.6.)

Now, to prove (iii), introduce minimizing curves $\gamma_{1-2}$ joining $x_1$ at time $t_1$, to $x_2$ at time $t_2$, and $\gamma_{2-3}$ joining $x_2$ at time $t_2$, to $x_3$ at time $t_3$. Then define $\gamma$ on $[t_1,t_3]$ by concatenation of $\gamma_{1-2}$ and $\gamma_{2-3}$. From the axioms of Definition 7.11,

$$c^{t_1,t_3}(x_1,x_3) \leq A^{t_1,t_3}(\gamma) = A^{t_1,t_2}(\gamma_{1-2}) + A^{t_2,t_3}(\gamma_{2-3}) = c^{t_1,t_2}(x_1,x_2) + c^{t_2,t_3}(x_2,x_3).$$
Interpolation of random variables

The inequality in (iii) follows by taking the infimum over \( x_2 \). Moreover, if there is equality, that is,
\[
c^{t_1,t_2}(x_1,x_2) + c^{t_2,t_3}(x_2,x_3) = c^{t_1,t_3}(x_1,x_3),
\]
then equality holds everywhere in the above chain of inequalities, so the curve \( \gamma \) achieves the optimal cost \( c^{t_1,t_3}(x_1,x_3) \), while passing through \( x_2 \) at time \( t_2 \).

It is a consequence of (iii) that any minimizer should satisfy (7.15), since the restrictions of \( \gamma \) to \([t_1,t_2]\) and to \([t_2,t_3]\) should both be minimizing. Conversely, let \( \gamma \) be a curve satisfying (7.15) for all \((t_1,t_2,t_3)\) with \( t_1 < t_2 < t_3 \). By induction, this implies that for each subdivision \( 0 = t_0 < t_1 \leq \ldots < t_N = 1 \),
\[
c^{0,1}(\gamma_0,\gamma_1) = \sum_j c^{t_j,t_{j+1}}(\gamma_{t_j},\gamma_{t_{j+1}}).
\]

By point (iii) in Definition 7.11, it follows that \( c^{0,1}(\gamma_0,\gamma_1) = A^{0,1}(\gamma) \), which proves (iv).

If \( 0 \leq t_1 < t_2 < t_3 \leq 1 \), now let \( \Gamma(t_1,t_2,t_3) \) stand for the set of all curves satisfying (7.15). If all functions \( c^{s,t} \) are continuous, then \( \Gamma(t_1,t_2,t_3) \) is closed for the topology of uniform convergence. Then \( \Gamma \) is the intersection of all \( \Gamma(t_1,t_2,t_3) \), so it is closed also; this proves statement (v). (Now there is a similarity with the proof of Theorem 5.20.)

For given times \( s < t \), let \( \Gamma^{s,t} \) be the set of all action-minimizing curves defined on \([s,t]\), and let \( E_{s,t} \) be the “endpoints” mapping, defined on \( \Gamma^{s,t} \) by \( \gamma \mapsto (\gamma_s,\gamma_t) \). By assumption, any two points are joined by at least one minimizing curve, so \( E_{s,t} \) is onto \( \mathcal{X} \times \mathcal{X} \). It is clear that \( E_{s,t} \) is a continuous map between Polish spaces, and by assumption \( E_{s,t}^{-1}(x,y) \) is compact for all \( x,y \). It follows by general theorems of measurable selection (see the bibliographical notes in case of need) that \( E_{s,t} \) admits a measurable right-inverse \( S_{s\to t} \), i.e. \( E_{s,t} \circ S_{s\to t} = \text{Id} \).

This proves statement (vi). \( \Box \)

Interpolation of random variables

Action-minimizing curves provide a fairly general framework to interpolate between points, which can be seen as deterministic random variables. What happens when we want to interpolate between genuinely
random variables, in a way that is most economic? Since a deterministic point can be identified with a Dirac mass, this new problem contains both the classical action-minimizing problem and the Monge–Kantorovich problem.

Here is a natural recipe. Let \( c \) be the cost associated with the Lagrangian action, and let \( \mu_0, \mu_1 \) be two given laws. Introduce an optimal coupling \((X_0, X_1)\) of \((\mu_0, \mu_1)\), and a random action-minimizing path \((X_t)_{0 \leq t \leq 1}\) joining \(X_0\) to \(X_1\). (We shall see later that such a thing always exists.) Then the random variable \(X_t\) is an interpolation of \(X_0\) and \(X_1\); or equivalently the law \(\mu_t\) is an interpolation of \(\mu_0\) and \(\mu_1\). This procedure is called \textit{displacement interpolation}, by opposition to the linear interpolation \(\mu_t = (1 - t)\mu_0 + t\mu_1\). Note that there is a priori no uniqueness of the displacement interpolation.

Some of the concepts which we just introduced deserve careful attention. In the sequel, \(e_t\) will stand for the evaluation at time \(t\):

\[
e_t(\gamma) = \gamma(t).
\]

**Definition 7.19 (Dynamical coupling).** Let \((X, d)\) be a Polish space. A dynamical transference plan \(\Pi\) is a probability measure on the space \(C([0, 1]; X)\). A dynamical coupling of two probability measures \(\mu_0, \mu_1 \in \mathcal{P}(X)\) is a random curve \(\gamma : [0, 1] \to X\) such that \(\text{law}\ (\gamma_0) = \mu_0\), \(\text{law}\ (\gamma_1) = \mu_1\).

**Definition 7.20 (Dynamical optimal coupling).** Let \((X, d)\) be a Polish space, \((A)^0, 1\) a Lagrangian action on \(X\), \(c\) the associated cost, and \(\Gamma\) the set of action-minimizing curves. A dynamical optimal transference plan is a probability measure \(\Pi\) on \(\Gamma\) such that

\[
\pi_{0,1} := (e_0, e_1)_\#\Pi
\]

is an optimal transference plan between \(\mu_0\) and \(\mu_1\). Equivalently, \(\Pi\) is the law of a random action-minimizing curve whose endpoints constitute an optimal coupling of \(\mu_0\) and \(\mu_1\). Such a random curve is called a dynamical optimal coupling of \((\mu_0, \mu_1)\). By abuse of language, \(\Pi\) itself is often called a dynamical optimal coupling.

The next theorem is the main result of this chapter. It shows that the law at time \(t\) of a dynamical optimal coupling can be seen as a minimizing path in the space of probability measures. In the important case when the cost is a power of a geodesic distance, the corollary stated right after the theorem shows that displacement interpolation can be
thought of as a geodesic path in the space of probability measures. (“A geodesic in the space of laws is the law of a geodesic.”) The theorem also shows that such interpolations can be constructed under quite weak assumptions.

**Theorem 7.21 (Displacement interpolation).** Let \((X, d)\) be a Polish space, and \((A)^{0,1}\) a coercive Lagrangian action on \(X\), with continuous cost functions \(c^{s,t}\). Whenever \(0 \leq s < t \leq 1\), denote by \(C^{s,t}(\mu, \nu)\) the optimal transport cost between the probability measures \(\mu\) and \(\nu\) for the cost \(c^{s,t}\); write \(c = c^{0,1}\) and \(C = C^{0,1}\). Let \(\mu_0\) and \(\mu_1\) be any two probability measures on \(X\), such that the optimal transport cost \(C(\mu_0, \mu_1)\) is finite. Then, given a continuous path \((\mu_t)_{0 \leq t \leq 1}\), the following properties are equivalent:

(i) For each \(t \in [0, 1]\), \(\mu_t\) is the law of \(\gamma_t\), where \((\gamma_t)_{0 \leq t \leq 1}\) is a dynamical optimal coupling of \((\mu_0, \mu_1)\);

(ii) For any three intermediate times \(t_1 < t_2 < t_3\) in \([0, 1]\),

\[C^{t_1, t_2}(\mu_{t_1}, \mu_{t_2}) + C^{t_2, t_3}(\mu_{t_2}, \mu_{t_3}) = C^{t_1, t_3}(\mu_{t_1}, \mu_{t_3})\]

(iii) The path \((\mu_t)_{0 \leq t \leq 1}\) is a minimizing curve for the coercive action functional defined on \(P(X)\) by

\[
A^{s,t}(\mu) = \sup_{N \in \mathbb{N}} \sup_{s = t_0 < t_1 < \ldots < t_N = t} \sum_{i=0}^{N-1} C^{t_i, t_{i+1}}(\mu_{t_i}, \mu_{t_{i+1}}) \tag{7.16}
\]

\[
= \inf_{\gamma} \mathbb{E} A^{s,t}(\gamma), \tag{7.17}
\]

where the last infimum is over all random curves \(\gamma: [s, t] \to X\) such that \(\text{law } (\gamma_t) = \mu_t\) \((s \leq t \leq t)\).

In that case \((\mu_t)_{0 \leq t \leq 1}\) is said to be a displacement interpolation between \(\mu_0\) and \(\mu_1\). There always exists at least one such curve.

Finally, if \(K_0\) and \(K_1\) are two compact subsets of \(P(X)\), such that \(C^{0,1}(\mu_0, \mu_1) < +\infty\) for all \(\mu_0 \in K_0, \mu_1 \in K_1\), then the set of dynamical optimal transference plans \(\Pi\) with \((e_0)\#\Pi \in K_0\) and \((e_1)\#\Pi \in K_1\) is compact.

Theorem 7.21 admits two important corollaries:

**Corollary 7.22 (Displacement interpolation as geodesics).** Let \((X, d)\) be a complete separable, locally compact length space. Let \(p > 1\)
and let \( P_p(X) \) be the space of probability measures on \( X \) with finite moment of order \( p \), metrized by the Wasserstein distance \( W_p \). Then, given any two \( \mu_0, \mu_1 \in P_p(X) \), and a continuous curve \((\mu_t)_{0 \leq t \leq 1}\), valued in \( P(X) \), the following properties are equivalent:

(i) \( \mu_t \) is the law of \( \gamma_t \), where \( \gamma \) is a random (minimizing, constant-speed) geodesic such that \((\gamma_0, \gamma_1)\) is an optimal coupling;

(ii) \((\mu_t)_{0 \leq t \leq 1}\) is a geodesic curve in the space \( P_p(X) \).

Moreover, if \( \mu_0 \) and \( \mu_1 \) are given, there exists at least one such curve. More generally, if \( K_0 \subset P_p(X) \) and \( K_1 \subset P_p(X) \) are compact subsets of \( P(X) \), then the set of geodesic curves \((\mu_t)_{0 \leq t \leq 1}\) such that \( \mu_0 \in K_0 \) and \( \mu_1 \in K_1 \) is compact and nonempty; and also the set of dynamical optimal transference plans \( \Pi \) with \((e_0)\#\Pi \in K_0 \), \((e_1)\#\Pi \in K_1 \) is compact and nonempty.

**Corollary 7.23 (Uniqueness of displacement interpolation).**

With the same assumptions as in Theorem 7.21, if:

(a) there is a unique optimal transport plan \( \pi \) between \( \mu_0 \) and \( \mu_1 \);

(b) \( \pi(dx_0 dx_1) \)-almost surely, \( x_0 \) and \( x_1 \) are joined by a unique minimizing curve;

then there is a unique displacement interpolation \((\mu_t)_{0 \leq t \leq 1}\) joining \( \mu_0 \) to \( \mu_1 \).

**Remark 7.24.** In Corollary 7.22, \( A^{s,t}(\gamma) = \int_s^t |\dot{\gamma}_\tau|^p \, d\tau \). Then action-minimizing curves in \( X \) are the same, whatever the value of \( p > 1 \). Yet geodesics in \( P_p(X) \) are not the same for different values of \( p \), because a coupling of \((\mu_0, \mu_1)\) which is optimal for a certain value of \( p \), might well not be for another value.

**Remark 7.25.** Theorem 7.21 applies to Lagrangian functions \( L(x,v,t) \) on a Riemannian manifold \( TM \), as soon as \( L \) is \( C^2 \) and satisfies the classical conditions of Definition 7.6. Then \( \mu_t \) is the law at time \( t \) of a random solution of the Euler–Lagrange equation (7.6).

**Remark 7.26.** In Theorem 7.21, the minimizing property of the path \((\mu_t)\) is expressed in a weak formulation, which makes sense with a lot of generality. But this theorem leaves open certain natural questions:

- Is there a differential equation for geodesic curves, or more generally optimal paths \((\mu_t)_{0 \leq t \leq 1}\)? Of course, the answer is related to the possibility of defining a tangent space in the space of measures.
• Is there a more explicit formula for the action on the space of probability measures, say for a simple enough action on $\mathcal{X}$? Can it be written as $\int_0^1 L(\mu_t, \dot{\mu}_t, t) \, dt$? (Of course, in Corollary 7.22 this is the case with $L = |\dot{\mu}|^p$, but this expression is not very “explicit”.)

• Are geodesic paths nonbranching? (Does the velocity at initial time uniquely determine the final measure $\mu_1$?)

• Can one identify simple conditions for the existence of a unique geodesic path between two given probability measures?

All these questions will be answered affirmatively in the sequel of this course, under suitable regularity assumptions on the space, the action or the probability measures.

Remark 7.27. The assumption of local compactness in Corollary 7.22 is not superficial: it is used to guarantee the coercivity of the action. For spaces that are not locally compact, there might be an analogous theory, but it is certainly more tricky. First of all, selection theorems are not immediately available if one does not assume compactness of the set of geodesics joining two given endpoints. More importantly, the convergence scheme used below to construct a random geodesic curve from a time-dependent law might fail to work. Here we are encountering a general principle in probability theory: Analytic characterizations of stochastic processes (like those based on semigroups, generators, etc.) are essentially available only in locally compact spaces. In spite of all that, there are some representation theorems for Wasserstein geodesics that do not need local compactness; see the bibliographical notes for details.

The proof of Theorem 7.21 is not so difficult, but a bit cumbersome because of measurability issues. For training purposes, the reader might rewrite it in the simpler case where any pair of points is joined by a unique geodesic (as in the case of $\mathbb{R}^n$). To help understanding, I shall first sketch the main idea.

Main idea in the proof of Theorem 7.21. The delicate part consists in showing that if $(\mu_t)$ is a given action-minimizing curve, then there exists a random minimizer $\gamma$ such that $\mu_t = \text{law}(\gamma_t)$. This $\gamma$ will be constructed by dyadic approximation, as follows. First let $(\gamma_0^{(0)}, \gamma_1^{(0)})$ be an optimal coupling of $(\mu_0, \mu_1)$. (Here the notation $\gamma_0^{(0)}$ could be replaced by just $x_0$, it does not mean that there is some curve $\gamma^{(0)}$.
behind.) Then let \((\gamma_0^{(1)}, \gamma_{1/2}^{(1)})\) be an optimal coupling of \((\mu_0, \mu_{1/2})\), and \(((\gamma')_{1/2}^{(1)}, \gamma_1^{(1)})\) be an optimal coupling of \((\mu_{1/2}, \mu_1)\). By gluing these couplings together, I can actually assume that \((\gamma')_{1/2}^{(1)} = \gamma_1^{(1)}\), so that I have a triple \((\gamma_0^{(1)}, \gamma_{1/2}^{(1)}, \gamma_1^{(1)})\) in which the first two components on the one hand, and the last two components on the other hand, constitute optimal couplings.

Now the key observation is that if \((\gamma_{t_1}, \gamma_{t_2})\) and \((\gamma_{t_2}, \gamma_{t_3})\) are optimal couplings of \((\mu_{t_1}, \mu_{t_2})\) and \((\mu_{t_2}, \mu_{t_3})\) respectively, and the \(\mu_{t_k}\) satisfy the equality appearing in (ii), then also \((\gamma_{t_1}, \gamma_{t_3})\) should be optimal. Indeed, by taking expectation in the inequality
\[
E c_{t_1, t_3}(\gamma_{t_1}, \gamma_{t_3}) \leq E c_{t_1, t_2}(\gamma_{t_1}, \gamma_{t_2}) + E c_{t_2, t_3}(\gamma_{t_2}, \gamma_{t_3})
\]
and using the optimality assumption, one obtains
\[
E c_{t_1, t_3}(\gamma_{t_1}, \gamma_{t_3}) \leq C_{t_1, t_2}(\mu_{t_1}, \mu_{t_2}) + C_{t_2, t_3}(\mu_{t_2}, \mu_{t_3}).
\]
Now the fact that \((\mu_t)\) is action-minimizing imposes
\[
C_{t_1, t_2}(\mu_{t_1}, \mu_{t_2}) + C_{t_2, t_3}(\mu_{t_2}, \mu_{t_3}) = C_{t_1, t_3}(\mu_{t_1}, \mu_{t_3});
\]
so actually
\[
E c_{t_1, t_3}(\gamma_{t_1}, \gamma_{t_3}) \leq C_{t_1, t_3}(\mu_{t_1}, \mu_{t_3}),
\]
which means that indeed \((\gamma_{t_1}, \gamma_{t_3})\) is an optimal coupling of \((\mu_{t_1}, \mu_{t_3})\) for the cost \(c_{t_1, t_3}\).

So \((\gamma_0^{(1)}, \gamma_1^{(1)})\) is an optimal coupling of \((\mu_0, \mu_1)\). Now we can proceed in the same manner and define, for each \(k\), a random discrete path \((\gamma_{j, 2^{-k}})\) such that \((\gamma_{s, k}, \gamma_{t, k})\) is an optimal coupling for all times \(s, t\) of the form \(j/2^k\). These are only discrete paths, but it is possible to extend them into paths \((\gamma_{t, k})\) that are minimizers of the action. Of course, if \(t\) is not of the form \(j/2^k\), there is no reason why law \((\gamma_{t, k})\) would coincide with \(\mu_t\). But hopefully we can pass to the limit as \(k \to \infty\), for each dyadic time, and conclude by a density argument.

**Complete proof of Theorem 7.21.** First, if \(A^{s, t}(\gamma)\) is bounded below by a constant \(-C\), independently of \(s, t\) and \(\gamma\), then the same is true of the cost functions \(c^{s, t}\) and of the total costs \(C^{s, t}\). So all the quantities appearing in the proof will be well-defined, the value \(+\infty\) being possibly attained. Moreover, the action \(A^{s, t}\) defined by the formula in (iii) will
also be bounded below by the same constant \(-C\), so Property (i) of Definition 7.13 will be satisfied.

Now let \(\mu_0\) and \(\mu_1\) be given. According to Theorem 4.1, there exists at least one optimal transference plan \(\pi\) between \(\mu_0\) and \(\mu_1\), for the cost 
\[c = c^{0,1}.\]
Let \(S_{0-1}\) be the mapping appearing in Proposition 7.16(vi), and let
\[\Pi := (S_{0-1})\#\pi.\]

Then \(\Pi\) defines the law of a random geodesic \(\gamma\), and the identity \(E_{0,1} \circ S_{0-1} = \text{Id}\) implies that the endpoints of \(\gamma\) are distributed according to \(\pi\). This proves the existence of a path satisfying (i). Now the main part of the proof consists in checking the equivalence of properties (i) and (ii). This will be performed in four steps.

**Step 1.** Let \((\mu_t)_{0 \leq t \leq 1}\) be any continuous curve in the space of probability measures, and let \(t_1, t_2, t_3\) be three intermediate times. Let \(\pi_{t_1-t_2}\) be an optimal transference plan between \(\mu_{t_1}\) and \(\mu_{t_2}\) for the transport cost \(c^{t_1,t_2}\), and similarly let \(\pi_{t_2-t_3}\) be an optimal transference plan between \(\mu_{t_2}\) and \(\mu_{t_3}\) for the transport cost \(c^{t_2,t_3}\). By the Gluing Lemma of Chapter 1 one can construct random variables \((\gamma_{t_1}, \gamma_{t_2}, \gamma_{t_3})\) such that law \((\gamma_{t_1}, \gamma_{t_2}) = \pi_{t_1-t_2}\) and law \((\gamma_{t_2}, \gamma_{t_3}) = \pi_{t_2-t_3}\) (in particular, law \((\gamma_{t_i}) = \mu_{t_i}\) for \(i = 1, 2, 3\)). Then, by (7.14),
\[
C^{t_1,t_3}(\mu_{t_1}, \mu_{t_3}) \leq \mathbb{E}c^{t_1,t_3}(\gamma_{t_1}, \gamma_{t_3}) \leq \mathbb{E}c^{t_1,t_2}(\gamma_{t_1}, \gamma_{t_2}) + \mathbb{E}c^{t_2,t_3}(\gamma_{t_2}, \gamma_{t_3}),
\]

This inequality holds for any path, optimal or not.

**Step 2.** Assume that \((\mu_t)\) satisfies (i), so there is a dynamical optimal transference plan \(\Pi\) such that \(\mu_t = (e_t)\#\Pi\). Let \(\gamma\) be a random minimizing curve with law \(\Pi\), and consider the obvious coupling \((\gamma_{t_1}, \gamma_{t_2})\) (resp. \((\gamma_{t_2}, \gamma_{t_3})\)) of \((\mu_{t_1}, \mu_{t_2})\) (resp. \((\mu_{t_2}, \mu_{t_3})\)). Then from the definition of the optimal cost and the minimizing property of \(\gamma\),
\[
C^{t_1,t_2}(\mu_{t_1}, \mu_{t_2}) + C^{t_2,t_3}(\mu_{t_2}, \mu_{t_3}) \leq \mathbb{E}c^{t_1,t_2}(\gamma_{t_1}, \gamma_{t_2}) + \mathbb{E}c^{t_2,t_3}(\gamma_{t_2}, \gamma_{t_3}) \leq \mathbb{E}A^{t_1,t_2}(\gamma) + \mathbb{E}A^{t_2,t_3}(\gamma) = \mathbb{E}A^{t_1,t_3}(\gamma). \tag{7.18}
\]

Now choose \(t_1 = 0, t_2 = t, t_3 = 1\). Since by assumption \((\gamma_0, \gamma_1)\) is an optimal coupling of \((\mu_0, \mu_1)\), the above computation implies
\[
C^{0,t}(\mu_0, \mu_t) + C^{t,1}(\mu_t, \mu_1) \leq C^{0,1}(\mu_0, \mu_1),
\]
and since the reverse inequality holds as a consequence of Step 1, actually
\[ C^{0,t}(\mu_0, \mu_t) + C^{t,1}(\mu_t, \mu_1) = C^{0,1}(\mu_0, \mu_1). \]

Moreover, equality has to hold in (7.18) (for that particular choice of intermediate times); since \( C^{0,1}(\mu_0, \mu_1) < +\infty \) this implies \( C^{0,t}(\mu_0, \mu_t) = \mathbb{E}^\gamma_0(\gamma_0, \gamma_t) \), which means that \((\gamma_0, \gamma_t)\) should actually be an optimal coupling of \((\mu_0, \mu_t)\). Similarly, \((\gamma_t, \gamma_1)\) should be an optimal coupling of \((\mu_t, \mu_1)\).

Next choose \( t_1 = 0, t_2 = s, t_3 = t \), and apply the previous deduction to discover that \((\gamma_s, \gamma_t)\) is an optimal coupling of \((\mu_s, \mu_t)\). After inserting this information in (7.18) with \( s = t_2 \) and \( t = t_3 \), we recover
\[ C^{t_1,t_2}(\mu_{t_1}, \mu_{t_2}) + C^{t_2,t_3}(\mu_{t_2}, \mu_{t_3}) \leq C^{t_1,t_3}(\mu_{t_1}, \mu_{t_3}). \]

This together with Step 1 proves that \((\mu_t)\) satisfies Property (ii). So far we have proven \(\text{(i)} \Rightarrow \text{(ii)}\).

**Step 3.** Assume that \((\mu_t)\) satisfies Property (ii); then we can perform again the same computation as in Step 1, but now all the inequalities have to be equalities. This implies that the random variables \((\gamma_{t_1}, \gamma_{t_2}, \gamma_{t_3})\) satisfy:

(a) \((\gamma_{t_1}, \gamma_{t_2})\) is an optimal coupling of \((\mu_{t_1}, \mu_{t_2})\) for the cost \(c^{t_1,t_2}\);
(b) \(c^{t_1,t_3}(\gamma_{t_1}, \gamma_{t_3}) = c^{t_1,t_2}(\gamma_{t_1}, \gamma_{t_2}) + c^{t_2,t_3}(\gamma_{t_2}, \gamma_{t_3})\) almost surely;
(c) \(c^{s,t}(\gamma_s, \gamma_t) < +\infty\) almost surely.

Armed with that information, we proceed as follows. We start from an optimal coupling \((\gamma_0, \gamma_1)\) of \((\mu_0, \mu_1)\), with joint law \(\pi_{0\rightarrow 1}\). Then as in Step 1 we construct a triple \((\gamma^{(1)}_{0,1}, \gamma^{(1)}_{1,2}, \gamma^{(1)}_{1,3})\) with law \((\gamma^{(1)}_{0,1}) = \mu_0, \text{law } (\gamma^{(1)}_{1,2}) = \mu_1\), such that \((\gamma^{(1)}_{0,1}, \gamma^{(1)}_{1,2})\) is an optimal coupling of \((\mu_0, \mu_{1/2})\) for the cost \(c^{0,1/2}\) and \((\gamma^{(1)}_{1/2,1}, \gamma^{(1)}_{1,1})\) is an optimal coupling of \((\mu_{1/2}, \mu_1)\) for the cost \(c^{1/2,1}\). From (a) and (b) above we know that \((\gamma^{(1)}_{0,1}, \gamma^{(1)}_{1,2})\) is an optimal coupling of \((\mu_0, \mu_1)\) (but law \((\gamma^{(1)}_{0,1}, \gamma^{(1)}_{1,2})\) might be different from law \((\gamma_0, \gamma_1)\)), and moreover \(c^{0,1}(\gamma^{(1)}_{0,1}, \gamma^{(1)}_{1,1}) = c^{0,1/2}(\gamma^{(1)}_{0,1}, \gamma^{(1)}_{1,2}) + c^{1/2,1}(\gamma^{(1)}_{1/2,1}, \gamma^{(1)}_{1,1})\) almost surely.

Next it is possible to iterate the construction, introducing more and more midpoints. By a reasoning similar to the one above and an induction argument, one can construct, for each integer \(k \geq 1\), random variables \((\gamma^{(k)}_{0,k}, \gamma^{(k)}_{1/2,k}, \gamma^{(k)}_{1,k})\) in such a way that
(a) for any two \( i, j \leq 2^k \), \((\gamma^{(k)}_{i/2^k}, \gamma^{(k)}_{j/2^k})\) constitutes an optimal coupling of \((\mu_{i/2^k}, \mu_{j/2^k})\),

(b) for any three indices \( i_1, i_2, i_3 \leq 2^k \), one has
\[
c^{\frac{i_1}{2^k}, \frac{i_2}{2^k}}(\gamma^{(k)}_{i_1/2^k}, \gamma^{(k)}_{i_2/2^k}) = c^{\frac{i_1}{2^k}, \frac{i_3}{2^k}}(\gamma^{(k)}_{i_1/2^k}, \gamma^{(k)}_{i_3/2^k}) + c^{\frac{i_2}{2^k}, \frac{i_3}{2^k}}(\gamma^{(k)}_{i_2/2^k}, \gamma^{(k)}_{i_3/2^k}).
\]

At this stage it is convenient to extend the random variables \( \gamma^{(k)} \), which are only defined for times \( j/2^k \), into (random) continuous curves \( \gamma^{(k)}_t \) \( 0 \leq t \leq 1 \). For that we use Proposition 7.16(vi) again, and for any \( t \in (i/2^k, (i+1)/2^k) \) we define
\[
\gamma_t := e_t \left( S_{\frac{i}{2^k}, \frac{i+1}{2^k}}(\gamma_{\frac{i}{2^k}}, \gamma_{\frac{i+1}{2^k}}) \right).
\]

(Recall that \( e_t \) is just the evaluation at time \( t \).) Then the law \( \Pi^{(k)}(\gamma_t)_{0 \leq t \leq 1} \) is a probability measure on the set of continuous curves in \( \mathcal{X} \).

I claim that \( \Pi^{(k)} \) is actually concentrated on minimizing curves. (Skip at first reading and go directly to Step 4.) To prove this, it is sufficient to check the criterion in Proposition 7.16(iv), involving three intermediate times \( t_1, t_2, t_3 \). By construction, the criterion holds true if all these times belong to the same time-interval \([i/2^k, (i+1)/2^k]\), and also if they are all of the form \( j/2^k \); the problem consists in “crossing subintervals”. Let us show that
\[
(i-1)2^{-k} < s < i2^{-k} \leq j2^{-k} < t < (j+1)2^{-k} \implies
\]
\[
\begin{align*}
c^{\frac{i-1}{2^k}, \frac{j+1}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_{\frac{j+1}{2^k}}) &= c^{\frac{i-1}{2^k}, \frac{s}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_{\frac{s}{2^k}}) + c^{s, t}(\gamma_s, \gamma_t) + c^{t, \frac{j+1}{2^k}}(\gamma_t, \gamma_{\frac{j+1}{2^k}}) \\
c^{s, t}(\gamma_s, \gamma_t) &= c^{s, \frac{2^k}{2^k}}(\gamma_s, \gamma_{\frac{2^k}{2^k}}) + c^{\frac{2^k}{2^k}, \frac{j+1}{2^k}}(\gamma_{\frac{2^k}{2^k}}, \gamma_{\frac{j+1}{2^k}}) + c^{\frac{j+1}{2^k}, \gamma_t}
\end{align*}
\]

(7.19)

To prove this, we start with
\[
c^{\frac{i-1}{2^k}, \frac{j+1}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_{\frac{j+1}{2^k}}) \leq c^{\frac{i-1}{2^k}, \frac{s}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_{\frac{s}{2^k}}) + c^{s, t}(\gamma_s, \gamma_t) + c^{t, \frac{j+1}{2^k}}(\gamma_t, \gamma_{\frac{j+1}{2^k}}) \\
\leq c^{\frac{i-1}{2^k}, \frac{s}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_{\frac{s}{2^k}}) + c^{s, \frac{2^k}{2^k}}(\gamma_s, \gamma_{\frac{2^k}{2^k}}) + c^{\frac{2^k}{2^k}, \frac{j+1}{2^k}}(\gamma_{\frac{2^k}{2^k}}, \gamma_{\frac{j+1}{2^k}}) \\
+ \cdots + c^{\frac{j+1}{2^k}, \gamma_t} + c^{t, \frac{j+1}{2^k}}(\gamma_t, \gamma_{\frac{j+1}{2^k}}).
\]

(7.20)
Since we have used minimizing curves to interpolate on each dyadic subinterval,
\[ c^{\frac{i-1}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_0) + e^{\frac{i}{2^k}}(\gamma_0, \gamma_{\frac{i}{2^k}}) = c^{\frac{i-1}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_{\frac{i}{2^k}}), \]
eq etc. So the right-hand side of (7.20) coincides with
\[ c^{\frac{i-1}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_{\frac{i}{2^k}}) + \ldots + c^{\frac{i-1}{2^{k+1}}}(\gamma_{\frac{i-1}{2^{k+1}}}, \gamma_{\frac{i}{2^{k+1}}}), \]
and by construction of \( \Pi^{(k)} \) this is just \( c^{\frac{i-1}{2^k}}(\gamma_{\frac{i-1}{2^k}}, \gamma_{\frac{i}{2^k}}) \). So there has to be equality everywhere in (7.20), which leads to (7.19). (Here I use the fact that \( e^{\varphi}(\gamma_s, \gamma_t) < +\infty \).) After that it is an easy game to conclude the proof of the minimizing property for arbitrary times \( t_1, t_2, t_3 \).

**Step 4.** To recapitulate: Starting from a curve \((\mu_t)_{0 \leq t \leq 1}\), we have constructed a family of probability measures \( \Pi^{(k)} \) which are all concentrated on the set \( \Gamma \) of minimizing curves, and satisfy \( (\epsilon_t) \# \Pi^{(k)} = \mu_t \) for all \( t = j/2^k \). It remains to pass to the limit as \( k \to \infty \). For that we shall check the tightness of the sequence \( (\Pi^{(k)})_{k \in \mathbb{N}} \). Let \( \varepsilon > 0 \) be arbitrary. Since \( \mu_0, \mu_1 \) are tight, there are compact sets \( K_0, K_1 \) such that \( \mu_0[\mathcal{X} \setminus K_0] \leq \varepsilon, \mu_1[\mathcal{X} \setminus K_1] \leq \varepsilon \). From the coercivity of the action, the set \( \Gamma_{K_0 \to K_1}^{0,1} \) of action-minimizing curves joining \( K_0 \) to \( K_1 \) is compact, and \( \Pi[\Gamma \setminus \Gamma_{K_0 \to K_1}^{0,1}] \) is (with obvious notation)
\[
\mathbb{P}[(\gamma_0, \gamma_1) \notin K_0 \times K_1] \leq \mathbb{P}[\gamma_0 \notin K_0] + \mathbb{P}[\gamma_1 \notin K_1] = \mu_0[\mathcal{X} \setminus K_0] + \mu_1[\mathcal{X} \setminus K_1] \leq 2\varepsilon.
\]
This proves the tightness of the family \( (\Pi^{(k)}) \). So one can extract a subsequence thereof, still denoted \( \Pi^{(k)} \), that converges weakly to some probability measure \( \Pi \).

By Proposition 7.16(v), \( \Gamma \) is closed; so \( \Pi \) is still supported in \( \Gamma \). Moreover, for all dyadic time \( t = i/2^k \) in \([0, 1]\), we have, if \( k \) is larger than \( i \), \( (\epsilon_t) \# \Pi^{(k)} = \mu_t \), and by passing to the limit we find that \( (\epsilon_t) \# \Pi = \mu_t \) also.

By assumption, \( \mu_t \) depends continuously on \( t \). So, to conclude that \( (\epsilon_t) \# \Pi = \mu_t \) for all times \( t \in [0, 1] \) it now suffices to check the continuity of \( (\epsilon_t) \# \Pi \) as a function of \( t \). In other words, if \( \varphi \) is an arbitrary bounded continuous function on \( \mathcal{X} \), one has to show that
is a continuous function of $t$ if $\gamma$ is a random geodesic with law $\Pi$. But this is a simple consequence of the continuity of $t \mapsto \gamma_t$ (for all $\gamma$), and Lebesgue’s dominated convergence theorem. This concludes Step 4, and the proof of (ii) $\Rightarrow$ (i).

Next, let us check that the two expressions for $A^{s,t}$ in (iii) do coincide. This is about the same computation as in Step 1 above. Let $s < t$ be given, let $(\mu_\tau)_{s \leq \tau \leq t}$ be a continuous path, and let $(\mu_\tau)$ be a subdivision of $[s,t]$. Further, let $\gamma$ be such that law $(\gamma_\tau) = \mu_\tau$, and let $(X_s, X_t)$ be an optimal coupling of $(\mu_s, \mu_t)$, for the cost function $c^{s,t}$. Further, let $(\gamma_\tau)_{s \leq \tau \leq t}$ be a random continuous path, such that law $(\gamma_\tau) = \mu_\tau$ for all $\tau \in [s,t]$. Then

$$\sum_i C^{t_i, t_{i+1}}(\mu_{t_i}, \mu_{t_{i+1}}) \leq C^{s,t}(\mu_s, \mu_t) = \mathbb{E} c^{s,t}(X_s, X_t)$$

$$\leq \mathbb{E} c^{s,t}(\gamma_s, \gamma_t) \leq \mathbb{E} A^{s,t}(\gamma),$$

where the next-to-last inequality follows from the fact that $(\gamma_s, \gamma_t)$ is a coupling of $(\mu_s, \mu_t)$, and the last inequality is a consequence of the definition of $c^{s,t}$. This shows that

$$\sum_i C^{t_i, t_{i+1}}(\mu_{t_i}, \mu_{t_{i+1}}) \leq \mathbb{E} A^{s,t}(\gamma).$$

On the other hand, there is equality in the whole chain of inequalities if $t_0 = s$, $t_1 = t$, $X_s = \gamma_s$, $X_t = \gamma_t$, and $\gamma_\tau$ is a (random) action-minimizing curve. So the two expressions in (iii) do coincide.

Now let us address the equivalence between (ii) and (iii). First, it is clear that $A^{s,t}$ is lower semicontinuous, since it is defined as a supremum of lower semicontinuous functionals. The inequality $A^{t_1,t_3} \geq A^{t_1,t_2} + A^{t_2,t_3}$ holds true for all intermediate times $t_1 < t_2 < t_3$ (this is a simple consequence of the definitions), and the converse inequality is a consequence of the general inequality

$$s < t_2 < t \implies C^{s,t_2}(\mu_s, \mu_{t_2}) \leq C^{s,t_2}(\mu_s, \mu_{t_2}) + C^{t_2,t}(\mu_{t_2}, \mu_{t}),$$

which we proved in Step 1 above. So Property (i) in Definition 7.11 is satisfied. To check Property (ii) of that definition, take any two probability measures $\mu_s$, $\mu_t$ and introduce a displacement interpolation
Displacement interpolation

\[(\mu_\tau)_{s \leq \tau \leq t}\] for the Lagrangian action restricted to \([s, t]\). Then Property (ii) of Theorem 7.21 implies \(A^{s,t}(\mu) = C^{s,t}(\mu_s, \mu_t)\). Finally, Property (iii) in Definition 7.11 is also satisfied by construction. In the end, \(A^{s,t}\) does define a Lagrangian action, with induced cost functionals \(C^{s,t}\).

To conclude the proof of Theorem 7.21 it only remains to check the coercivity of the action; then the equivalence of (i), (ii) and (iii) will follow from Proposition 7.16(iv). Let \(s < t\) be two given times in \([0, 1]\), and let \(\mathcal{K}_s, \mathcal{K}_t\) be compact sets of probability measures such that \(C^{s,t}(\mu_s, \mu_t) < +\infty\) for all \(\mu_s \in \mathcal{K}_s, \mu_t \in \mathcal{K}_t\). Action-minimizing curves for \(A^{s,t}\) can be written as law \((\gamma_{\tau})_{s \leq \tau \leq t}\), where \(\gamma\) is a random action-minimizing curve \([s, t] \to \mathcal{X}\) such that law \((\gamma_s) \in \mathcal{K}_s, \text{law}(\gamma_t) \in \mathcal{K}_t\).

One can use an argument similar to the one in Step 4 above to prove that the laws \(\Pi\) of such minimizing curves form a tight, closed set; so we have a compact set of dynamical transference plans \(\Pi^{s,t}\), that are probability measures on \(C([s, t]; \mathcal{X})\). The problem is to show that the paths \((e_\tau)^{\#\Pi^{s,t}}\) constitute a compact set in \(C([s, t]; \mathcal{P}([0, 1]))\). Since the continuous image of a compact set is compact, it suffices to check that the map

\[\Pi^{s,t} \mapsto ((e_\tau)^{\#\Pi^{s,t}})_{s \leq \tau \leq t}\]

is continuous from \(P(C([s, t]; \mathcal{X}))\) to \(C([s, t]; \mathcal{P}([0, 1]))\). To do so, it will be convenient to metrize \(P(\mathcal{X})\) with the Wasserstein distance \(W_1\), replacing if necessary \(d\) by a bounded, topologically equivalent distance. (Recall Corollary 6.13.) Then the uniform distance on \(C([s, t]; \mathcal{X})\) is also bounded and there is an associated Wasserstein distance \(W_1\) on \(P(C([s, t]; \mathcal{X}))\). Let \(\Pi\) and \(\tilde{\Pi}\) be two dynamical optimal transference plans, and let \(((\gamma_\tau), (\tilde{\gamma}_\tau))\) be an optimal coupling of \(\Pi\) and \(\tilde{\Pi}\); let also \(\mu_\tau, \tilde{\mu}_\tau\) be the associated displacement interpolations; then the required continuity follows from the chain of inequalities

\[
\sup_{t \in [0, 1]} W_1(\mu_\tau, \tilde{\mu}_\tau) \leq \sup_{t \in [0, 1]} \mathbb{E} d(\gamma_\tau, \tilde{\gamma}_\tau) \leq \mathbb{E} \sup_{t \in [0, 1]} d(\gamma_\tau, \tilde{\gamma}_\tau) = W_1(\Pi, \tilde{\Pi}).
\]

This proves that displacement interpolations with endpoints lying in given compact sets themselves form a compact set, and concludes the proof of the coercivity of the action \(A^{s,t}\).

\[\square\]

**Remark 7.28.** In the proof of the implication (ii) \(\Rightarrow\) (i), instead of defining \(\Pi^{(k)}\) on the space of continuous curves, one could instead work with \(\Pi^{(k)}\) defined on discrete times, construct by compactness a consistent system of marginals on \(\mathcal{X}^{2\ell+1}\), for all \(\ell\), and then invoke
Kolmogorov’s existence theorem to get a $\Pi$ which is defined on a set of curves. Things however are not that simple, since Kolmogorov’s theorem constructs a random measurable curve which is not a priori continuous. Here one has the same conceptual catch as in the construction of Brownian motion as a probability measure on continuous paths.

**Proof of Corollary 7.22.** Introduce the family of actions

$$A^{s,t}(\gamma) = \int_s^t |\dot{\gamma}_\tau|^p \, d\tau.$$  

Then

$$c^{s,t}(x, y) = \frac{d(x, y)^p}{(t - s)^{p-1}},$$  

and all our assumptions hold true for this action and cost. (The assumption of local compactness is used to prove that the action is coercive, see the Appendix.) The important point now is that

$$C^{s,t}(\mu, \nu) = \frac{W_p(\mu, \nu)^p}{(t - s)^{p-1}}.$$  

So, according to the remarks in Example 7.9, Property (ii) in Theorem 7.21 means that $(\mu_t)$ is in turn a minimizer of the action associated with the Lagrangian $|\dot{\mu}|^p$, i.e. a geodesic in $P_p(\mathcal{X})$. Note that if $\mu_t$ is the law of a random optimal geodesic $\gamma_t$ at time $t$, then

$$W_p(\mu_t, \mu_s)^p \leq \mathbb{E} d(\gamma_s, \gamma_t)^p = \mathbb{E} (t - s)^p d(\gamma_0, \gamma_1)^p = (t - s)^p W_p(\mu_0, \mu_1)^p,$$

so the path $\mu_t$ is indeed continuous (and actually 1-Lipschitz) for the distance $W_p$.

$\square$

**Proof of Corollary 7.23.** By Theorem 7.21, any displacement interpolation has to take the form $(e_t)_\# \Pi$, where $\Pi$ is a probability measure on action-minimizing curves such that $\pi := (e_0, e_1)_\# \Pi$ is an optimal transference plan. By assumption, there is exactly one such $\pi$. Let $Z$ be the set of pairs $(x_0, x_1)$ such that there is more than one minimizing curve joining $x_0$ to $x_1$; by assumption $\pi[Z] = 0$. For $(x_0, x_1) \notin Z$, there is a unique geodesic $\gamma = S(x_0, x_1)$ joining $x_0$ to $x_1$. So $\Pi$ has to coincide with $S\# \pi$.

$\square$

To conclude this section with a simple application, I shall use Corollary 7.22 to derive the Lipschitz continuity of moments, alluded to in Remark 6.10.
Proposition 7.29 ($W_p$-Lipschitz continuity of $p$-moments). Let $(\mathcal{X}, d)$ be a locally compact Polish length space, let $p \geq 1$ and $\mu, \nu \in P_p(\mathcal{X})$. Then for any $\varphi \in \text{Lip}(\mathcal{X}; \mathbb{R}_+)$,

$$\left| \left( \int \varphi(x)^p \mu(dx) \right)^{\frac{1}{p}} - \left( \int \varphi(y)^p \nu(dy) \right)^{\frac{1}{p}} \right| \leq \|\varphi\|_{\text{Lip}} W_p(\mu, \nu).$$

Proof of Proposition 7.29. Without loss of generality, $\|\varphi\|_{\text{Lip}} = 1$. The case $p = 1$ is obvious from (6.3) and holds true for any Polish space, so I shall assume $p > 1$. Let $(\mu_t)_{0 \leq t \leq 1}$ be a displacement interpolation between $\mu_0 = \mu$ and $\mu_1 = \nu$, for the cost function $c(x, y) = d(x, y)^p$.

By Corollary 7.22, there is a probability measure $\Pi$ on $\Gamma$, the set of geodesics in $\mathcal{X}$, such that $\mu_t = (e_t)_\# \Pi$.

Then let $\Psi(t) = \int_\mathcal{X} \varphi(x)^p \mu_t(dx) = \int_\Gamma \varphi(\gamma_t)^p \Pi(d\gamma)$. By Fatou’s lemma and Hölder’s inequality,

$$\frac{d^+ \Psi}{dt} \leq \int_\Gamma \frac{d^+ \varphi(\gamma_t)^p}{dt} \Pi(d\gamma) \leq p \int \varphi(\gamma_t)^{p-1} |\dot{\gamma}_t| \Pi(d\gamma) \leq p \left( \int \varphi(\gamma_t)^p \Pi(d\gamma) \right)^{1-\frac{1}{p}} \left( \int |\dot{\gamma}_t|^p \Pi(d\gamma) \right)^{\frac{1}{p}} = p \Psi(t)^{1-\frac{1}{p}} \left( \int d(\gamma_0, \gamma_1)^p \Pi(d\gamma) \right)^{\frac{1}{p}} = p \Psi(t)^{1-\frac{1}{p}} W_p(\mu, \nu).$$

So $(d^+/dt)[\Psi(t)^{1/p}] \leq W_p(\mu, \nu)$, thus $|\Psi(1)^{1/p} - \Psi(0)^{1/p}| \leq W_p(\mu, \nu)$, which is the desired result. \hfill \Box

Displacement interpolation between intermediate times and restriction

Again let $\mu_0$ and $\mu_1$ be any two probability measures, $(\mu_t)_{0 \leq t \leq 1}$ a displacement interpolation associated with a dynamical optimal transference plan $\Pi$, and $(\gamma_t)_{0 \leq t \leq 1}$ a random action-minimizing curve with law $(\gamma) = \Pi$. In particular $(\gamma_0, \gamma_1)$ is an optimal coupling of $(\mu_0, \mu_1)$. 
With the help of the previous arguments, it is almost obvious that 
\((\gamma_{t_0}, \gamma_{t_1})\) is also an optimal coupling of \((\mu_{t_0}, \mu_{t_1})\). What may look at first sight more surprising is that if \((t_0, t_1) \neq (0, 1)\), this is the only optimal coupling, at least if action-minimizing curves “cannot branch”. Furthermore, there is a time-dependent version of Theorem 4.6.

**Theorem 7.30 (Interpolation from intermediate times and restriction).** Let \(\mathcal{X}\) be a Polish space equipped with a coercive action \((A)\) on \(C([0,1]; \mathcal{X})\). Let \(\Pi \in P(C([0,1]; \mathcal{X}))\) be a dynamical optimal transport plan associated with a finite total cost. For any \(t_0, t_1 \in [0,1]\) with \(0 \leq t_0 < t_1 \leq 1\), define the time-restriction of \(\Pi\) to \([t_0, t_1]\) as \(\Pi^{t_0,t_1} := (r_{t_0,t_1} \# \Pi)\), where \(r_{t_0,t_1}(\gamma)\) is the restriction of \(\gamma\) to the interval \([t_0, t_1]\). Then:

(i) \(\Pi^{t_0,t_1}\) is a dynamical optimal coupling for the action \((A)^{t_0,t_1}\).

(ii) If \(\tilde{\Pi}\) is a measure on \(C([t_0, t_1]; \mathcal{X})\), such that \(\tilde{\Pi} \leq \Pi^{t_0,t_1}\) and \(\tilde{\Pi}(C([t_0, t_1]; \mathcal{X})) > 0\), let 

\[
\Pi' := \frac{\tilde{\Pi}}{\tilde{\Pi}(C([t_0, t_1]; \mathcal{X}))}, \quad \mu'_t = (e_t) \# \Pi'.
\]

Then \(\Pi'\) is a dynamical optimal coupling between \(\mu'_{t_0}\) and \(\mu'_{t_1}\); and \((\mu'_t)_{t_0 \leq t \leq t_1}\) is a displacement interpolation.

(iii) Further, assume that action-minimizing curves are uniquely and measurably determined by their restriction to a nontrivial time-interval, and \((t_0, t_1) \neq (0, 1)\). Then, \(\Pi'\) in (ii) is the unique dynamical optimal coupling between \(\mu'_{t_0}\) and \(\mu'_{t_1}\). In particular, \((\pi')^{t_0,t_1} := (e_{t_0}, e_{t_1}) \# \Pi'\) is the unique optimal transference plan between \(\mu'_{t_0}\) and \(\mu'_{t_1}\); and \(\mu'_t = (e_t) \# \Pi'\) \((t_0 \leq t \leq t_1)\) is the unique displacement interpolation between \(\mu'_{t_0}\) and \(\mu'_{t_1}\).

(iv) Under the same assumptions as in (iii), for any \(t \in (0, 1)\), \((\Pi \otimes \Pi)(d\gamma d\tilde{\gamma})\)-almost surely,

\[
[\gamma_t = \tilde{\gamma}_t] \implies [\gamma = \tilde{\gamma}].
\]

In other words, the curves seen by \(\Pi\) cannot cross at intermediate times. If the costs \(c^{s,t}\) are continuous, this conclusion extends to all curves \(\gamma, \tilde{\gamma} \in \text{Spt} \Pi\).

(v) Under the same assumptions as in (iii), there is a measurable map \(F_t : \mathcal{X} \rightarrow \Gamma(\mathcal{X})\) such that, \(\Pi(d\gamma)\)-almost surely, \(F_t(\gamma_t) = \gamma\).
Remark 7.31. In Chapter 8 we shall work in the setting of smooth Riemannian manifolds and derive a quantitative variant of the “no-crossing” property expressed in (iv).

Corollary 7.32 (Nonbranching is inherited by the Wasserstein space). Let $(\mathcal{X}, d)$ be a complete separable, locally compact length space and let $p \in (1, \infty)$. Assume that $\mathcal{X}$ is nonbranching, in the sense that a geodesic $\gamma : [0, 1] \rightarrow \mathcal{X}$ is uniquely determined by its restriction to a nontrivial time-interval. Then also the Wasserstein space $P_p(\mathcal{X})$ is nonbranching. Conversely, if $P_p(\mathcal{X})$ is nonbranching, then $\mathcal{X}$ is nonbranching.

Proof of Theorem 7.30. Let $\gamma$ be a random geodesic with law $\Pi$. Let $\gamma^{0,t_0}$, $\gamma^{t_0,t_1}$ and $\gamma^{t_1,1}$ stand for the restrictions of $\gamma$ to the time intervals $[0, t_0]$, $[t_0, t_1]$ and $[t_1, 1]$, respectively. Then

\[
C^{0,t_0}(\mu_0, \mu_{t_0}) + C^{t_0,t_1}(\mu_{t_0}, \mu_{t_1}) + C^{t_1,1}(\mu_{t_1}, \mu_1) \\
\leq \mathbb{E} c^{0,t_0}(\gamma^{0,t_0}) + \mathbb{E} c^{t_0,t_1}(\gamma^{t_0,t_1}) + \mathbb{E} c^{t_1,1}(\gamma^{t_1,1}) \\
= \mathbb{E} c^{0,1}(\gamma) = C^{0,1}(\mu_0, \mu_1) \\
\leq C^{0,t_0}(\mu_0, \mu_{t_0}) + C^{t_0,t_1}(\mu_{t_0}, \mu_{t_1}) + C^{t_1,1}(\mu_{t_1}, \mu_1).
\]

So there has to be equality in all the inequalities, and it follows that

\[
\mathbb{E} c^{t_0,t_1}(\gamma^{t_0}, \gamma^{t_1}) = C^{t_0,t_1}(\mu_0, \mu_{t_1}).
\]

So $\gamma^{t_0,t_1}$ is optimal, and $\Pi^{t_0,t_1}$ is a dynamical optimal transference plan. Statement (i) is proven.

As a corollary of (i), $\pi^{t_0,t_1} = (e_{t_0}, e_{t_1})\#\Pi^{t_0,t_1}$ is an optimal transference plan between $\mu_{t_0}$ and $\mu_{t_1}$. Let $\tilde{\pi} := (e_{t_0}, e_{t_1})\#\Pi$. The inequality $\Pi \leq \Pi^{t_0,t_1}$ is preserved by push-forward, so $\pi \leq \pi^{t_0,t_1}$. Also $\tilde{\pi}(\mathcal{X} \times \mathcal{X}) = \Pi[C([t_0, t_1], \mathcal{X})] > 0$. By Theorem 4.6, $\pi' := \pi/\tilde{\pi}[\mathcal{X} \times \mathcal{X}]$ is an optimal transference plan between its marginals. But $\pi'$ coincides with $(e_{t_0}, e_{t_1})\#\Pi'$, and since $\Pi'$ is concentrated (just as $\Pi$) on action-minimizing curves, Theorem 7.21 guarantees that $\Pi'$ is a dynamical optimal transference plan between its marginals. This proves (ii). (The continuity of $\mu'_t$ in $t$ is shown by the same argument as in Step 4 of the proof of Theorem 7.21.)

To prove (iii), assume, without loss of generality, that $t_0 > 0$; then an action-minimizing curve $\gamma$ is uniquely and measurably determined.
by its restriction $\gamma_{t_0,t}$ to $[0,t_0]$. In other words, there is a measurable function $F_{t_0,t} : \Gamma_{t_0,t} \to \Gamma$, defined on the set of all $\gamma_{t_0,t}$, such that any action-minimizing curve $\gamma : [0,1] \to X$ can be written as $F_{0,t_0}(\gamma_{t_0,t})$. Similarly, there is also a measurable function $F_{t,t_1}$ such that $F_{t_0,t_1}(\gamma_{t_0,t_1}) = \gamma_{t_0,t_1}$.

By construction, $\Pi$ is concentrated on the curves $\gamma_{t_0,t_1}$, which are the restrictions to $[t_0, t_1]$ of the action-minimizing curves $\gamma$. Then let $\overline{\Pi} := (F_{t_0,t_1})_\# \Pi$; this is a probability measure on $C([0,1]; X)$. Of course $\overline{\Pi} \leq (F_{t_0,t_1})_\# \Pi_{t_0,t_1} = \Pi$; so by (ii), $\Pi / \overline{\Pi}[C([0,1]; X)]$ is optimal. (In words, $\overline{\Pi}$ is obtained from $\Pi$ by extending to the time-interval $[0,1]$ those curves which appear in the sub-plan $\Pi'$.) Then it is easily seen that $\Pi' = (r_{t_0,t_1})_\# \Pi$, and $\overline{\Pi}[C([0,1]; X)] = \Pi'[C([t_0, t_1]; X)]$. So it suffices to prove Theorem 7.30(iii) in the case when $\Pi = \Pi_{t_0,t_1}$, and this will be assumed in the sequel.

Now let $\gamma$ be a random geodesic with law $\Pi$, and $\Pi_{t_0,t} = \text{law}(\gamma_{t_0,t})$, $\Pi_{t_0,t_1} = \text{law}(\gamma_{t_0,t_1})$, $\Pi_{t_0,t_1} = \text{law}(\gamma_{t_0,t_1})$. By (i), $\Pi_{t_0,t_1}$ is a dynamical optimal transference plan between $\mu_0$ and $\mu_1$; let $\overline{\Pi}_{t_0,t_1}$ be another such plan. The goal is to show that $\overline{\Pi}_{t_0,t_1} = \Pi_{t_0,t_1}$.

Disintegrate $\Pi_{t_0,t}$ and $\overline{\Pi}_{t_0,t_1}$ along their common marginal $\mu_0$ and glue them together. This gives a probability measure on $C([0, t_0]; X) \times C((t_0, t_1]; X)$, supported on triples $(\gamma, g, \tilde{\gamma})$ such that $\gamma(t) \to g$ as $t \to t_0^-$, $\tilde{\gamma}(t) \to g$ as $t \to t_1^+$. Such triples can be identified with continuous functions on $[0, t_1]$, so what we have is in fact a probability measure on $C([0, t_1]; X)$. Repeat the operation by gluing this with $\Pi_{t_1}$, so as to get a probability measure $\overline{\Pi}$ on $C([0,1]; X)$.

Then let $\overline{\gamma}$ be a random variable with law $\overline{\Pi}$: By construction, law $(\overline{\gamma}_{t_0}) = \text{law}(\gamma_{t_0})$, and law $(\overline{\gamma}_{t_1}) = \text{law}(\gamma_{t_1})$, so
\[
E c_{t_0}^{0,1}(\overline{\gamma}) \leq E c_{t_0}^{0,0}(\overline{\gamma}_{t_0}) + E c_{t_0}^{0,1}(\overline{\gamma}_{t_0}) + E c_{t_1}^{0,1}(\overline{\gamma}_{t_1})
\]
\[
= E c_{t_0}^{0,0}(\gamma_{t_0}) + E c_{t_0}^{0,1}(\gamma_{t_0}) + E c_{t_1}^{0,1}(\gamma_{t_1})
\]
\[
= C_{t_0}^{0,0}(\mu_0, \mu_0) + C_{t_0}^{0,1}(\mu_0, \mu_1) + C_{t_1}^{0,1}(\mu_1, \mu_1)
\]
\[
= \nu_{t_0}^{0,1}(\mu_0, \mu_1).
\]
Thus $\overline{\Pi}$ is a dynamical optimal transference plan between $\mu_0$ and $\mu_1$. It follows from Theorem 7.21 that there is a random action-minimizing curve $\tilde{\gamma}$ with law $\text{law}(\tilde{\gamma}) = \overline{\Pi}$. In particular,
\[
\text{law}(\tilde{\gamma}_{t_0}) = \text{law}(\gamma_{t_0}); \quad \text{law}(\tilde{\gamma}_{t_0,t_1}) = \text{law}(\gamma_{t_0,t_1}).
\]

By assumption there is a measurable function $F$ ($F = r_{t_0,t_1} \circ F_{t_0,t}$) such that $g_{t_0,t_1} = F(g_{t_0,t})$, for any action-minimizing curve $g$. So
law \( \gamma_{t_0,t_1} \) = law \( \gamma_{\ell_0,\ell_1} \) = law \( F(\gamma_{t_0,t_1}) \) = law \( F(\gamma_{\ell_0,\ell_1}) \) = law \( \gamma_{t_0,t_1} \).

This proves the uniqueness of the dynamical optimal transference plan joining \( \mu_{t_0}^t \) to \( \mu_{t_1}^t \). The remaining part of (iii) is obvious since any optimal plan or displacement interpolation has to come from a dynamical optimal transference plan, according to Theorem 7.21.

Now let us turn to the proof of (iv). Since the plan \( \pi = (\epsilon_0, \epsilon_1) \neq \Pi \) is \( c^{0,1} \)-cyclically monotone (Theorem 5.10(ii)), we have, \( \Pi \otimes \Pi(d\gamma d\tilde{\gamma}) \)-almost surely,

\[
c^{0,1}(\gamma_0, \gamma_1) + c^{0,1}(\tilde{\gamma}_0, \tilde{\gamma}_1) \leq c^{0,1}(\gamma_0, \tilde{\gamma}_1) + c^{0,1}(\tilde{\gamma}_0, \gamma_1),
\]

(7.21)

and all these quantities are finite (almost surely).

If \( \gamma \) and \( \tilde{\gamma} \) are two such paths, assume that \( \gamma_t = \tilde{\gamma}_t = X \) for some \( t \in (0, 1) \). Then

\[
c^{0,1}(\gamma_0, \tilde{\gamma}_1) \leq c^{0,t}(\gamma_0, X) + c^{t,1}(X, \tilde{\gamma}_1),
\]

(7.22)

and similarly

\[
c^{0,1}(\tilde{\gamma}_0, \gamma_1) \leq c^{0,t}(\tilde{\gamma}_0, X) + c^{t,1}(X, \gamma_1).
\]

(7.23)

By adding up (7.22) and (7.23), we get

\[
c^{0,1}(\gamma_0, \tilde{\gamma}_1) + c^{0,1}(\tilde{\gamma}_0, \gamma_1) \\
\leq [c^{0,t}(\gamma_0, X) + c^{t,1}(X, \gamma_1)] + [c^{0,t}(\tilde{\gamma}_0, X) + c^{t,1}(X, \tilde{\gamma}_1)] \\
= c^{0,1}(\gamma_0, \gamma_1) + c^{0,1}(\tilde{\gamma}_0, \tilde{\gamma}_1).
\]

Since the reverse inequality holds true by (7.21), equality has to hold in all intermediate inequalities, for instance in (7.22). Then it is easy to see that the path \( \overline{\gamma} \) defined by \( \overline{\gamma}(s) = \gamma(s) \) for \( 0 \leq s \leq t \), and \( \overline{\gamma}(s) = \tilde{\gamma}(s) \) for \( s \geq t \), is a minimizing curve. Since it coincides with \( \gamma \) on a nontrivial time-interval, it has to coincide with \( \gamma \) everywhere, and similarly it has to coincide with \( \tilde{\gamma} \) everywhere. So \( \gamma = \tilde{\gamma} \).

If the costs \( c^{s,t} \) are continuous, the previous conclusion holds true not only \( \Pi \otimes \Pi \)-almost surely, but actually for any two minimizing curves \( \gamma, \tilde{\gamma} \) lying in the support of \( \Pi \). Indeed, inequality (7.21) defines a closed set \( \mathcal{C} \) in \( \Gamma \times \Pi \), where \( \Gamma \) stands for the set of minimizing curves; so \( \text{Spt} \times \text{Spt} \Pi = \text{Spt}(\Pi \otimes \Pi) \subset C \).

It remains to prove (v). Let \( \Gamma^{0,1} \) be a \( c \)-cyclically monotone subset of \( \mathcal{X} \times \mathcal{X} \) on which \( \pi \) is concentrated, and let \( \Gamma \) be the set of minimizing curves \( \gamma : [0, 1] \to \mathcal{X} \) such that \( (\gamma_0, \gamma_1) \in \Gamma^{0,1} \). Let \( (K_\ell)_{\ell \in \mathbb{N}} \) be
a nondecreasing sequence of compact sets contained in $\Gamma$, such that $\Pi(\bigcup K_\ell) = \Pi[\Gamma] = 1$. For each $\ell$, we define $F_\ell$ on $e_t(K_\ell)$ by $F_\ell(\gamma_t) = \gamma$. This map is continuous: Indeed, if $x_k \in e_t(K_\ell)$ converges to $x$, then for each $k$ we have $x_k = (\gamma_k)_t$ for some $\gamma_k \in K_\ell$, and up to extraction $\gamma_k$ converges to $\gamma \in K_\ell$, and in particular $(\gamma_k)_t$ converges to $\gamma_t$; but then $F_\ell(\gamma_t) = \gamma$. Then we can define $F$ on $\bigcup K_\ell$ as a map which coincides with $F_\ell$ on each $K_\ell$. (Obviously, this is the same line of reasoning as in Theorem 5.30.)

Proof of Corollary 7.32. Assume that $\mathcal{X}$ is nonbranching. Then there exists some function $F$, defined on the set of all curves $\gamma^{0,t_0}$, where $\gamma^{0,t_0}$ is the restriction to $[0,t_0]$ of the geodesic $\gamma : [0,1] \to \mathcal{X}$, such that $\gamma = F(\gamma^{0,t_0})$.

I claim that $F$ is automatically continuous. Indeed, let $(\gamma_n)_{n \in \mathbb{N}}$ be such that $\gamma^{0,t_0}_n$ converges uniformly on $[0,t_0]$ to some $g : [0,t_0] \to \mathcal{X}$. Since the functions $\gamma^{0,t_0}_n$ are uniformly bounded, the speeds of all the geodesics $\gamma_n$ are uniformly bounded too, and the images $\gamma_n([0,1])$ are all included in a compact subset of $\mathcal{X}$. It follows from Ascoli’s theorem that the sequence $(\gamma_n)$ converges uniformly, up to extraction of a subsequence. But then its limit $\gamma$ has to be a geodesic, and its restriction to $[0,t_0]$ coincides with $g$. There is at most one such geodesic, so $\gamma$ is uniquely determined, and the whole sequence $\gamma_n$ converges. This implies the continuity of $F$.

Then Theorem 7.30(iii) applies: If $(\mu_t)_{0 \leq t \leq 1}$ is a geodesic in $P_p(\mathcal{X})$, there is only one geodesic between $\mu_0$ and $\mu_1$. So $(\mu_t)_{0 \leq t \leq 1}$ is uniquely determined by its restriction to $[0,t_0]$. The same reasoning could be done for any nontrivial time-interval instead of $[0,t_0]$; so $P_p(\mathcal{X})$ is indeed nonbranching.

The converse implication is obvious, since any geodesic $\gamma$ in $\mathcal{X}$ induces a geodesic in $P_p(\mathcal{X})$, namely $(\delta_{\gamma(t)})_{0 \leq t \leq 1}$. \hfill \Box

Interpolation of prices

When the path $\mu_t$ varies in time, what becomes of the pair of “prices” $(\psi, \phi)$ in the Kantorovich duality? The short answer is that these functions will also evolve continuously in time, according to Hamilton–Jacobi equations.
Definition 7.33 (Hamilton–Jacobi–Hopf–Lax–Oleinik evolution semigroup). Let $X$ be a metric space and $(A)^{0,1}$ a coercive Lagrangian action on $X$, with cost functions $(c^{s,t})_{0 \leq s < t \leq 1}$. For any two functions $\psi : X \rightarrow \mathbb{R} \cup \{+\infty\}$, $\phi : X \rightarrow \mathbb{R} \cup \{-\infty\}$, and any two times $0 \leq s < t \leq 1$, define

$$
\begin{aligned}
H^{s,t}_+ \psi(y) &= \inf_{x \in X} \left( \psi(x) + c^{s,t}(x,y) \right) ; \\
H^{s,t}_- \phi(x) &= \sup_{y \in X} \left( \phi(y) - c^{s,t}(x,y) \right).
\end{aligned}
$$

The family of operators $(H^{s,t}_+)_{t > s}$ (resp. $(H^{s,t}_-)_{s < t}$) is called the forward (resp. backward) Hamilton–Jacobi (or Hopf–Lax, or Lax–Oleinik) semigroup.

Roughly speaking, $H^{s,t}_+$ gives the values of $\psi$ at time $t$, from its values at time $s$; while $H^{s,t}_-$ does the reverse. So the semigroups $H_-$ and $H_+$ are in some sense inverses of each other. Yet it is not true in general that $H^{t,s}_- H^{s,t}_+ = \text{Id}$. Proposition 7.34 below summarizes some of the main properties of these semigroups; the denomination of “semigroup” itself is justified by Property (ii).

Proposition 7.34 (Elementary properties of Hamilton–Jacobi semigroups). With the notation of Definition 7.33,

(i) $H^{s,t}_+$ and $H^{s,t}_-$ are order-preserving: $\psi \leq \overline{\psi} \Rightarrow H^{s,t}_+ \psi \leq H^{s,t}_+ \overline{\psi}$.

(ii) Whenever $t_1 < t_2 < t_3$ are three intermediate times in $[0,1]$,

$$
\begin{aligned}
H^{t_2,t_3}_+ H^{t_3,t_2}_+ &= H^{t_1,t_3}_+ \\
H^{t_2,t_1}_- H^{t_3,t_2}_- &= H^{t_3,t_1}_-.
\end{aligned}
$$

(iii) Whenever $s < t$ are two times in $[0,1]$,

$$
H^{t,s}_- H^{s,t}_+ \leq \text{Id} ; \quad H^{s,t}_+ H^{t,s}_- \geq \text{Id}.
$$

Proof of Proposition 7.34. Properties (i) and (ii) are immediate consequences of the definitions and Proposition 7.16(iii). To check Property (iii), e.g. the first half of it, write

$$
H^{t,s}_-(H^{s,t}_+ \psi)(x) = \sup_y \inf_{x'} \left( \psi(x') + c^{s,t}(x',y) - c^{s,t}(x,y) \right).
$$

The choice $x' = x$ shows that the infimum above is bounded above by $\psi(x)$, independently of $y$; so $H^{t,s}_-(H^{s,t}_+ \psi)(x) \leq \psi(x)$, as desired. \qed
Interpolation of prices

The Hamilton–Jacobi semigroup is well-known and useful in geometry and dynamical systems theory. On a smooth Riemannian manifold, when the action is given by a Lagrangian \( L(x, v, t) \), strictly convex and superlinear in the velocity variable, then \( S_+(t, \cdot) := H_+^{0,1} \psi_0 \) solves the differential equation

\[
\frac{\partial S_+}{\partial t}(x, t) + H(x, \nabla S_+(x, t), t) = 0, \quad (7.24)
\]

where \( H = L^* \) is obtained from \( L \) by Legendre transform in the \( v \) variable, and is called the Hamiltonian of the system. This equation provides a bridge between a Lagrangian description of action-minimizing curves, and an Eulerian description: From \( S_+(x, t) \) one can reconstruct a velocity field \( v(x, t) = \nabla_p H(x, \nabla S_+(x, t), t) \), in such a way that integral curves of the equation \( \dot{x} = v(x, t) \) are minimizing curves. Well, rigorously speaking, that would be the case if \( S_+ \) were differentiable! But things are not so simple because \( S_+ \) is not in general differentiable everywhere, so the equation has to be interpreted in a suitable sense (called viscosity sense). It is important to note that if one uses the backward semigroup and defines \( S_-(x, t) := H^{t,1}_- \psi_t \), then \( S_- \) formally satisfies the same equation as \( S_+ \), but the equation has to be interpreted with a different convention (backward viscosity). This will be illustrated by the next example.

**Example 7.35.** On a Riemannian manifold \( M \), consider the simple Lagrangian cost \( L(x, v, t) = |v|^2/2 \); then the associated Hamiltonian is just \( H(x, p, t) = |p|^2/2 \). If \( S \) is a \( C^1 \) solution of \( \partial S/\partial t + |\nabla S|^2/2 = 0 \), then the gradient of \( S \) can be interpreted as the velocity field of a family of minimizing geodesics. But if \( S_0 \) is a given Lipschitz function and \( S_+(t, x) \) is defined by the forward Hamilton–Jacobi semigroup starting from initial datum \( S_0 \), one only has (for all \( t, x \))

\[
\frac{\partial S_+}{\partial t} + \frac{|\nabla^- S_+|^2}{2} = 0,
\]

where

\[
|\nabla^- f|(x) := \lim \sup_{y \to x} \frac{|f(y) - f(x)|_+}{d(x, y)}, \quad z_- = \max(-z, 0).
\]

Conversely, if one uses the backward Hamilton–Jacobi semigroup to define a function \( S_-(x, t) \), then
\[ \frac{\partial S}{\partial t} + \frac{\left| \nabla^+ S \right|^2}{2} = 0, \quad \left| \nabla^+ f \right|(x) := \limsup_{y \to x} \frac{f(y) - f(x)+}{d(x,y)}, \]

where now \( z_+ = \max(z,0) \). When the Lagrangian is more complicated, things may become much more intricate. The standard convention is to use the forward Hamilton–Jacobi semigroup by default.

We shall now see that the Hamilton–Jacobi semigroup provides a simple answer to the problem of interpolation in dual variables. In the next statement, \( \mathcal{X} \) is again a Polish space, \((\mathcal{A})^0,1\) a coercive Lagrangian action on \( \mathcal{X} \), with associated cost functions \( c^{s,t} \); and \( C^{s,t} \) stands for the optimal total cost in the transport problem with cost \( c^{s,t} \).

**Theorem 7.36 (Interpolation of prices).** With the same assumptions and notation as in Definition 7.33, let \( \mu_0, \mu_1 \) be two probability measures on \( \mathcal{X} \), such that \( C^{0,1}(\mu_0, \mu_1) < +\infty \), and let \( (\psi_0, \phi_1) \) be a pair of \( c^{0,1} \)-conjugate functions such that any optimal plan \( \pi_{0,1} \) between \( \mu_0 \) and \( \mu_1 \) has its support included in \( \partial c^{0,1} \psi_0 \). (Recall Theorem 5.10; under adequate integrability conditions, the pair \( (\psi_0, \phi_1) \) is just a solution of the dual Kantorovich problem.) Further, let \( (\mu_t)_{0 \leq t \leq 1} \) be a displacement interpolation between \( \mu_0 \) and \( \mu_1 \). Whenever \( s < t \) are two intermediate times in \( [0,1] \), define

\[ \psi_s := H^0_{+,s} \psi_0, \quad \phi_t := H^1_{-,t} \phi_1. \]

Then \( (\psi_s, \phi_t) \) is optimal in the dual Kantorovich problem associated to \( (\mu_s, \mu_t) \) and \( c^{s,t} \). In particular,

\[ C^{s,t}(\mu_s, \mu_t) = \int \phi_t d\mu_t - \int \psi_s d\mu_s, \]

and

\[ \phi_t(y) - \psi_s(x) \leq c^{s,t}(x, y), \]

with equality \( \pi_{s,t}(dx \, dy) \)-almost surely, where \( \pi_{s,t} \) is any optimal transference plan between \( \mu_s \) and \( \mu_t \).

**Proof of Theorem 7.36.** From the definitions,

\[ \phi_t(y) - \psi_s(x) - c^{s,t}(x, y) \]

\[ = \sup_{y', x'} \left[ \phi_1(y') - c^{t,1}(y', y) - \psi_0(x') - c^{0,s}(x', x) - c^{s,t}(x, y) \right]. \]
Since \( c^{0:s}(x',x) + c^{s:t}(x,y) + c^{t:1}(y,y') \geq c^{0:1}(x',y') \), it follows that
\[
\phi_t(y) - \psi_s(x) - c^{s:t}(x,y) \leq \sup_{y',x'} \left[ \phi_1(y') - \psi_0(x') - c^{0:1}(x',y') \right] \leq 0.
\]

So \( \phi_t(y) - \psi_s(x) \leq c^{s:t}(x,y) \). This inequality does not depend on the fact that \((\psi_0, \phi_1)\) is a tight pair of prices, in the sense of (5.5), but only on the inequality \( \phi_1 - \psi_0 \leq c^{0:1} \).

Next, introduce a random action-minimizing curve \( \gamma \) such that \( \mu_t = \text{law}(\gamma_t) \). Since \((\psi_0, \phi_1)\) is an optimal pair, we know from Theorem 5.10(ii) that, almost surely,
\[
\phi_1(\gamma_1) - \psi_0(\gamma_0) = c^{0:1}(\gamma_0, \gamma_1).
\]

From the identity \( c^{0:1}(\gamma_0, \gamma_1) = c^{0:s}(\gamma_0, \gamma_s) + c^{s:t}(\gamma_s, \gamma_t) + c^{t:1}(\gamma_t, \gamma_1) \) and the definition of \( \psi_s \) and \( \phi_t \),
\[
c^{s:t}(\gamma_s, \gamma_t) = \left[ \phi_1(\gamma_1) - c^{t:1}(\gamma_t, \gamma_1) \right] - \left[ \psi_0(\gamma_0) + c^{0:s}(\gamma_0, \gamma_s) \right] \leq \phi_t(\gamma_t) - \psi_s(\gamma_s).
\]

This shows that actually \( c^{s:t}(\gamma_s, \gamma_t) = \phi_t(\gamma_t) - \psi_s(\gamma_s) \) almost surely, so \((\psi_s, \phi_t)\) has to be optimal in the dual Kantorovich problem between \( \mu_s = \text{law}(\gamma_s) \) and \( \mu_t = \text{law}(\gamma_t) \).

\(\square\)

**Remark 7.37.** In the limit case \( s \to t \), the above results become
\[
\begin{cases}
\phi_t \leq \psi_t \\
\phi_t = \psi_t \quad \mu_t\text{-almost surely}
\end{cases}
\]

... but it is not true in general that \( \phi_t = \psi_t \) everywhere in \( \mathcal{X} \).

**Remark 7.38.** However, the identity \( \psi_1 = \phi_1 \) holds true everywhere as a consequence of the definitions.

**Exercise 7.39.** After reading the rest of Part I, the reader can come back to this exercise and check his or her understanding by proving that, for a quadratic Lagrangian:

(i) The displacement interpolation between two balls in Euclidean space is always a ball, whose radius increases linearly in time (here I am identifying a set with the uniform probability measure on this set).

(ii) More generally, the displacement interpolation between two ellipsoids is always an ellipsoid.
(iii) But the displacement interpolation between two sets is in gen-
eral not a set.

(iv) The displacement interpolation between two spherical caps on
the sphere is in general not a spherical cap.

(v) The displacement interpolation between two antipodal spheri-
cal caps on the sphere is unique, while the displacement interpolation
between two antipodal points can be realized in an infinite number of
ways.

Appendix: Paths in metric structures

This Appendix is a kind of crash basic course in Riemannian geo-
metry, and nonsmooth generalizations thereof. Much more detail can be
obtained from the references cited in the bibliographical notes.

A (finite-dimensional, smooth) Riemannian manifold is a mani-
fold \( M \) equipped with a \textbf{Riemannian metric} \( g \); this means that \( g \) defines
a scalar product on each tangent space \( T_x M \), varying smoothly with \( x \).
So if \( v \) and \( w \) at tangent vectors at \( x \), the notation \( v \cdot w \) really means
\( g_x(v, w) \), where \( g_x \) is the metric at \( x \). The degree of smoothness of \( g \)
depends on the context, but it is customary to consider \( C^3 \) manifolds
with a \( C^2 \) metric. For the purpose of this course, the reader might
assume \( C^\infty \) smoothness.

Let \( \gamma : [0, 1] \to M \) be a smooth path,\(^1\) denoted by \( (\gamma_t)_{0 \leq t \leq 1} \). For each \( t \in (0, 1) \), the time-derivative at time \( t \) is — by the very definition of
tangent space — the tangent vector \( v = \dot{\gamma}_t \) in \( T_{\gamma_t} M \). The scalar product
\( g \) gives a way to measure the norm of that vector: \( |v|_{T_{\gamma_t} M} = \sqrt{v \cdot v} \). Then
one can define the \textbf{length} of \( \gamma \) by the formula

\[
\mathcal{L}(\gamma) = \int_0^1 |\dot{\gamma}_t| dt,
\]  

(7.25)

and the \textbf{distance}, or geodesic distance, between two points \( x \) and \( y \) by
the formula

\[
d(x, y) = \inf \left\{ \mathcal{L}(\gamma); \quad \gamma_0 = x, \quad \gamma_1 = y \right\}.
\]  

(7.26)

\(^1\) For me the words “path” and “curve” are synonymous.
After that it is easy to extend the length formula to absolutely continuous curves. Note that any one of the three objects (metric, length, distance) determines the other two; indeed, the metric can be recovered from the distance via the formula

$$|\gamma_0| = \lim_{t \downarrow 0} \frac{d(\gamma_0, \gamma_t)}{t},$$

(7.27)

and the usual polarization identity

$$g(v, w) = \frac{1}{4} \left[g(v + w, v + w) - g(v - w, v - w)\right].$$

Let $TM$ stand for the collection of all $T_x M$, $x \in M$, equipped with a manifold structure which is locally product. A point in $TM$ is a pair $(x, v)$ with $v \in T_x M$. The map $\pi : (x, v) \mapsto x$ is the projection of $TM$ onto $M$; it is obviously smooth and surjective. A function $M \to TM$ is called a vector field: It is given by a tangent vector at each point. So a vector field really is a map $f : x \to (x, v)$, but by abuse of notation one often writes $f(x) = v$. If $\gamma : [0, 1] \to M$ is an injective path, one defines a vector field along $\gamma$ as a path $\xi : [0, 1] \to TM$ such that $\pi \circ \xi = \gamma$.

If $p = p(x)$ is a linear form varying smoothly on $T_x M$, then it can be identified, thanks to the metric $g$, to a vector field $\xi$, via the formula

$$p(x) \cdot v = \xi(x) \cdot v,$$

where $v \in T_x M$, and the dot in the left-hand side just means “$p(x)$ applied to $v$”, while the dot in the right-hand side stands for the scalar product defined by $g$. As a particular case, if $p$ is the differential of a function $f$, the corresponding vector field $\xi$ is the gradient of $f$, denoted by $\nabla f$ or $\nabla_x f$.

If $f = f(x, v)$ is a function on $TM$, then one can differentiate it with respect to $x$ or with respect to $v$. Since $T_{(x,v)} TM \simeq T_x M$, both $d_x f$ and $d_v f$ can be seen as linear forms on $T_x M$; this allows us to define $\nabla_x f$ and $\nabla_v f$, the “gradient with respect to the position variable” and the “gradient with respect to the velocity variable”.

Differentiating functions does not pose any particular conceptual problem, but differentiating vector fields is quite a different story. If $\xi$ is a vector field on $M$, then $\xi(x)$ and $\xi(y)$ live in different vector spaces, so it does not make sense to compare them, unless one identifies in some sense $T_x M$ and $T_y M$. (Of course, one could say that $\xi$ is a map $M \to TM$ and define its differential as a map $TM \to T(TM)$ but this
is of little use, because $T(TM)$ is “too large”; it is much better if we can come up with a reasonable notion of derivation which produces a map $TM \to TM$.

There is in general no canonical way to identify $T_xM$ and $T_yM$ if $x \neq y$; but there is a canonical way to identify $T_{t_0}M$ and $T_{t_1}M$ as $t$ varies continuously. This operation is called parallel transport, or Levi-Civita transport. A vector field which is transported in a parallel way along the curve $\gamma$ will “look constant” to an observer who lives in $M$ and travels along $\gamma$. If $M$ is a surface embedded in $\mathbb{R}^3$, parallel transport can be described as follows: Start from the tangent plane at $\gamma(0)$, and then press your plane onto $M$ along $\gamma$, in such a way that there is no friction (no slip, no rotation) between the plane and the surface.

With this notion it becomes possible to compute the derivative of a vector field along a path: If $\gamma$ is a path and $\xi$ is a vector field along $\gamma$, then the derivative of $\xi$ is another vector field along $\gamma$, say $t \to \dot{\xi}(t)$, defined by

$$\dot{\xi}(t_0) = \frac{d}{dt} \bigg|_{t=t_0} \theta_{t-t_0} (\xi(\gamma_t)),$$

where $\theta_{t-t_0}$ is the parallel transport from $T_{\gamma_t}M$ to $T_{\gamma_{t_0}}M$ along $\gamma$. This makes sense because $\theta_{t-t_0} \xi(\gamma_t)$ is an element of the fixed vector space $T_{\gamma_{t_0}}M$. The path $t \to \dot{\xi}(t)$ is a vector field along $\gamma$, called the covariant derivative of $\xi$ along $\gamma$, and denoted by $\nabla_\gamma \xi$, or, if there is no possible confusion about the choice of $\gamma$, $D\xi/Dt$ (or simply $d\xi/dt$). If $M = \mathbb{R}^n$, then $\nabla_\gamma \xi$ coincides with $(\dot{\gamma} \cdot \nabla) \xi$.

It turns out that the value of $\dot{\xi}(t_0)$ only depends on $\gamma_{t_0}$, on the values of $\xi$ in a neighborhood of $\gamma_{t_0}$, and on the velocity $\dot{\gamma}_{t_0}$ (not on the whole path $\gamma_t$). Thus if $\xi$ is a vector field defined in the neighborhood of a point $x$, and $v$ is a tangent vector at $x$, it makes sense to define $\nabla_v \xi$ by the formula

$$\nabla_v \xi(x) = \frac{D\xi}{Dt}(0), \quad \gamma_0 = x, \quad \dot{\gamma}_0 = v.$$

The quantity $\nabla_v \xi(x)$ is “the covariant derivative of the vector field $\xi$ at $x$ in direction $v$.” Of course, if $\xi$ and $v$ are two vector fields, one can define a vector field $\nabla_v \xi$ by the formula $(\nabla_v \xi)(x) = (\nabla_{v(x)} \xi)(x)$. The linear operator $v \mapsto \nabla_v \xi(x)$ is the covariant gradient of $\xi$ at $x$, denoted by $\nabla \xi(x)$ or $\nabla_x \xi$; it is a linear operation $T_xM \to T_xM$.

It is worth noticing explicitly that the notion of covariant derivation coincides with the convective derivation used in fluid mechanics (for in-
stance in Euler’s equation for an incompressible fluid). I shall sometimes adopt the notation classically used in fluid mechanics: $(\nabla \xi)v = v \cdot \nabla \xi$. (On the contrary, the notation $(\nabla \xi) \cdot v$ should rather be reserved for $(\nabla \xi)^* v$, where $(\nabla \xi)^*$ is the adjoint of $\nabla \xi$; then $\langle v \cdot \nabla \xi, w \rangle = \langle v, \nabla \xi \cdot w \rangle$ and we are back to the classical conventions of $\mathbb{R}^n$.)

The procedure of parallel transport allows one to define the covariant derivation; conversely, the equations of parallel transport along $\gamma$ can be written as $D\xi /Dt = 0$, where $D/Dt$ is the covariant derivative along $\gamma$. So it is equivalent to define the notion of covariant derivation, or to define the rules of parallel transport.

There are (at least) three points of view about the covariant derivation. The first one is the extrinsic point of view: Let us think of $M$ as an embedded surface in $\mathbb{R}^N$; that is, $M$ is a subset of $\mathbb{R}^N$, it is equipped with the topology induced by $\mathbb{R}^N$, and the quadratic form $g_x$ is just the usual Euclidean scalar product on $\mathbb{R}^N$, restricted to $T_xM$. Then the covariant derivative is defined by

$$\dot{\xi}(t) = \Pi_{T_\gamma M} \left( \frac{d(\xi(\gamma(t)))}{dt} \right),$$

where $\Pi_{T_\gamma M}$ stands for the orthogonal projection (in $\mathbb{R}^N$) onto $T_\gamma M$. In short, the covariant derivative is the projection of the usual derivative onto the tangent space.

While this definition is very simple, it does not reveal the fact that the covariant derivation and parallel transport are intrinsic notions, which are invariant under isometry and do not depend on the embedding of $M$ into $\mathbb{R}^N$, but just on $g$. An intrinsic way to define covariant derivation is as follows: It is uniquely characterized by the two natural rules

$$\frac{d}{dt} \langle \xi, \zeta \rangle = \langle \dot{\xi}, \zeta \rangle + \langle \xi, \dot{\zeta} \rangle; \quad \frac{D}{Dt}(f\xi) = \dot{f}\xi + f\dot{\xi}, \quad (7.28)$$

where the dependence of all the expressions on $t$ is implicit; and by the not so natural rule

$$\nabla_\zeta \xi - \nabla_\xi \zeta = [\xi, \zeta].$$

Here $[\xi, \zeta]$ is the Lie bracket of $\xi$ and $\zeta$, which is defined as the unique vector field such that for any function $F$,

$$(dF) \cdot [\xi, \zeta] = d(dF \cdot \xi) \cdot \zeta - d(dF \cdot \zeta) \cdot \xi.$$
Further, note that in the second formula of (7.28) the symbol $\dot{f}$ stands for the usual derivative of $t \to f(\gamma_t)$; while the symbols $\dot{\xi}$ and $\dot{\zeta}$ stand for the covariant derivatives of the vector fields $\xi$ and $\zeta$ along $\gamma$.

A third approach to covariant derivation is based on coordinates. Let $x \in M$, then there is a neighborhood $O$ of $x$ which is diffeomorphic to some open subset $U \subset \mathbb{R}^n$. Let $\Phi$ be a diffeomorphism $U \to O$, and let $(e_1, \ldots, e_n)$ be the usual basis of $\mathbb{R}^n$. A point $m$ in $O$ is said to have coordinates $(y^1, \ldots, y^n)$ if $m = \Phi(y^1, \ldots, y^n)$; and a vector $v \in T_mM$ is said to have components $v^1, \ldots, v^n$ if $d(y^1, \ldots, y^n)\Phi \cdot (v_1, \ldots, v_k) = v$. Then the coefficients of the metric $g$ are the functions $g_{ij}$ defined by

$$g(v, v) = \sum g_{ij}v^i v^j.$$

The coordinate point of view reduces everything to “explicit” computations and formulas in $\mathbb{R}^n$; for instance the derivation of a function $f$ along the $i$th direction is defined as $\partial_i f := (\partial/\partial y^i)(f \circ \Phi)$. This is conceptually simple, but rapidly leads to cumbersome expressions. A central role in these formulas is played by the Christoffel symbols, which are defined by

$$\Gamma_{ij}^k := \frac{1}{2} \sum_{k=1}^n \left( \partial_i g_{jk} + \partial_j g_{ki} - \partial_k g_{ij} \right) g^{km},$$

where $(g^{ij})$ is by convention the inverse of $(g_{ij})$. Then the covariant derivation along $\gamma$ is given by the formula

$$\left( \frac{D\xi}{Dt} \right)^k = \frac{d\xi^k}{dt} + \sum_{ij} \Gamma^k_{ij} \dot{\gamma}^i \xi^j.$$

Be it in the extrinsic or the intrinsic or the coordinate point of view, the notion of covariant derivative is one of the cornerstones on which differential Riemannian geometry has been constructed.

Another important concept is that of Riemannian volume, which I shall denote by $\text{vol}$. It can be defined intrinsically as the $n$-dimensional Hausdorff measure associated with the geodesic distance (where $n$ is the dimension of the manifold). In coordinates, $\text{vol}(dx) = \sqrt{\det(g)} \, dx$. The Riemannian volume plays the same role as the Lebesgue measure in $\mathbb{R}^n$.

After these reminders about Riemannian calculus, we can go back to the study of action minimization. Let $L(x, v, t)$ be a smooth Lagrangian on $TM \times [0, 1]$. To find an equation satisfied by the curves
which minimize the action, we can compute the differential of the action. So let $\gamma$ be a curve, and $h$ a small variation of that curve. (This amounts to considering a family $\gamma_{s,t}$ in such a way that $\gamma_{0,t} = \gamma_t$ and $(d/ds)|_{s=0}\gamma_{s,t} = h(t)$.) Then the infinitesimal variation of the action $A$ at $\gamma$, along the variation $h$, is

$$dA(\gamma) \cdot h = \int_0^1 \left( \nabla_x L(\gamma_t, \dot{\gamma}_t, t) \cdot h(t) + \nabla_v L(\gamma_t, \dot{\gamma}_t, t) \cdot \dot{h}(t) \right) dt.$$  

Thanks to (7.28) we can perform an integration by parts with respect to the time variable, and get

$$dA(\gamma) \cdot h = \int_0^1 \left( \nabla_x L - \frac{d}{dt}(\nabla_v L) \right) (\gamma_t, \dot{\gamma}_t, t) \cdot h(t) dt$$

$$+ (\nabla_v L)(\gamma_1, \dot{\gamma}_1, 1) \cdot h(1) - (\nabla_v L)(\gamma_0, \dot{\gamma}_0, 0) \cdot h(0).$$  

(7.29)

This is the **first variation formula**.

When the endpoints $x, y$ of $\gamma$ are fixed, the tangent curve $h$ vanishes at $t = 0$ and $t = 1$. Since $h$ is otherwise arbitrary, it is easy to deduce the equation for minimizers:

$$\frac{d}{dt} \nabla_v L = \nabla_x L.$$  

(7.30)

More explicitly, if a differentiable curve $(\gamma_t)_{0 \leq t \leq 1}$ is minimizing, then

$$\frac{d}{dt} \left( \nabla_v L(\gamma_t, \dot{\gamma}_t, t) \right) = \nabla_x L(\gamma_t, \dot{\gamma}_t, t), \quad 0 < t < 1.$$  

This is the **Euler–Lagrange equation** associated with the Lagrangian $L$; to memorize it, it is convenient to write it as

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{x}} = \frac{\partial L}{\partial x},$$  

(7.31)

so that the two time-derivatives in the left-hand side formally “cancel out”. Note carefully that the left-hand side of the Euler–Lagrange equation involves the time-derivative of a curve which is valued in $TM$; so $(d/dt)$ in (7.31) is in fact a covariant derivative along the minimizing curve $\gamma$, the same operation as we denoted before by $\nabla_{\dot{\gamma}}$, or $D/Dt$.

The most basic example is when $L(x, v, t) = |v|^2/2$. Then $\nabla_v L = v$ and the equation reduces to $dv/dt = 0$, or $\nabla_{\dot{v}}\dot{v} = 0$, which is the usual equation of vanishing acceleration. Curves with zero acceleration are called **geodesics**; their equation, in coordinates, is
\[ \ddot{\gamma}^k + \sum_{ij} R^k_{ij} \dot{\gamma}^i \dot{\gamma}^j = 0. \]

(Note: \(\ddot{\gamma}^k\) is the derivative of \(t \to \dot{\gamma}^k(t)\), not the \(k\)th component of \(\ddot{\gamma}\).)

The speed of such a curve \(\gamma\) is constant, and to stress this fact one can say that these are constant-speed geodesics, by opposition with general geodesics that can be reparametrized in an arbitrary way. Often I shall just say “geodesics” for constant-speed geodesics. It is equivalent to say that a geodesic \(\gamma\) has constant speed, or that its length between any two times \(s < t\) is proportional to \(t - s\).

An important concept related to geodesics is that of the **exponential map**. If \(x \in M\) and \(v \in T_x M\) are given, then \(\exp_x v\) is defined as \(\gamma(1)\), where \(\gamma : [0,1] \to M\) is the unique constant-speed geodesic starting from \(\gamma(0) = x\) with velocity \(\dot{\gamma}(0) = v\). The exponential map is a convenient notation to handle “all” geodesics of a Riemannian manifold at the same time.

We have seen that minimizing curves have zero acceleration, and the converse is also true **locally**, that is if \(\gamma_1\) is very close to \(\gamma_0\). A curve which minimizes the action between its endpoints is called a **minimizing geodesic**, or minimal geodesic, or simply a geodesic. The Hopf–Rinow theorem guarantees that if the manifold \(M\) (seen as a metric space) is complete, then any two points in \(M\) are joined by at least one minimal geodesic. There might be several minimal geodesics joining two points \(x\) and \(y\) (to see this, consider two antipodal points on the sphere), but geodesics are:

- **nonbranching**: Two geodesics that are defined on a time interval \([0, t]\) and coincide on \([0, t']\) for some \(t' > 0\) have to coincide on the whole of \([0, t]\). Actually, a stronger statement holds true: The velocity of the geodesic at time \(t = 0\) uniquely determines the final position at time \(t = 1\) (this is a consequence of the uniqueness statement in the Cauchy–Lipschitz theorem).

- **locally unique**: For any given \(x\), there is \(r_x > 0\) such that any \(y\) in the ball \(B_{r_x}(x)\) can be connected to \(x\) by a single geodesic \(\gamma = \gamma^{x\to y}\), and then the map \(y \mapsto \dot{\gamma}(0)\) is a diffeomorphism (this corresponds to parametrize the endpoint by the initial velocity).

- **almost everywhere unique**: For any \(x\), the set of points \(y\) that can be connected to \(x\) by several (minimizing!) geodesics is of zero measure. A way to see this is to note that the square distance function
$d^2(x, \cdot)$ is locally semiconcave, and therefore differentiable almost everywhere. (See Chapter 10 for background about semiconcavity.)

The set $\Gamma_{x,y}$ of (minimizing, constant speed) geodesics joining $x$ and $y$ might not be single-valued, but in any case it is compact in $C([0,1], M)$, even if $M$ is not compact. To see this, note that (i) the image of any element of $\Gamma_{x,y}$ lies entirely in the ball $B(x, d(x,y))$, so $\Gamma_{x,y}$ is uniformly bounded, (ii) elements in $\Gamma_{x,y}$ are $d(x,y)$-Lipschitz, so they constitute an equi-Lipschitz family; (iii) $\Gamma_{x,y}$ is closed because it is defined by the equations $\gamma(0) = x$, $\gamma(1) = y$, $L(\gamma) \leq d(\gamma_0, \gamma_1)$ (the length functional $L$ is not continuous with respect to uniform convergence, but it is lower semicontinuous, so an upper bound on the length defines a closed set); (iv) $M$ is locally compact, so Ascoli’s compactness theorem applies to functions with values in $M$.

A similar argument shows that for any two given compact sets $K_s$ and $K_t$, the set of geodesics $\gamma$ such that $\gamma_s \in K_s$ and $\gamma_t \in K_t$ is compact in $C([s,t]; M)$. So the Lagrangian action defined by $A^{s,t}(\gamma) = L(\gamma)^2/(t-s)$ is coercive in the sense of Definition 7.13.

Most of these statements can be generalized to the action coming from a Lagrangian function $L(x,v,t)$ on $TM \times [0,1]$, if $L$ is $C^2$ and satisfies the classical conditions of Definition 7.6. In particular the associated cost functions will be continuous. Here is a sketch of the proof: Let $x$ and $y$ be two given points, and let $x_k \to x$ and $y_k \to y$ be converging sequences. For any $\varepsilon > 0$, small enough,

$$c^{s,t}(x_k, y_k) \leq c^{s,s+\varepsilon}(x_k, x) + c^{s+\varepsilon,t-\varepsilon}(x, y) + c^{t-\varepsilon,t}(y, y_k). \quad (7.32)$$

It is easy to show that there is a uniform bound $K$ on the speeds of all minimizing curves which achieve the costs appearing above. Then the Lagrangian is uniformly bounded on these curves, so $c^{s,s+\varepsilon}(x_k, x) = O(\varepsilon)$, $c^{t-\varepsilon,t}(y, y_k) = O(\varepsilon)$. Also it does not affect much the Lagrangian (evaluated on candidate minimizers) to reparametrize $[s + \varepsilon, t - \varepsilon]$ into $[s, t]$ by a linear change of variables, so $c^{s+\varepsilon,t-\varepsilon}(x, y)$ converges to $c^{s,t}(x,y)$ as $s \to t$. This proves the upper semicontinuity, and therefore the continuity, of $c^{s,t}$.

In fact there is a finer statement: $c^{s,t}$ is superdifferentiable. This notion will be explained and developed later in Chapter 10.

Besides the Euclidean space, Riemannian manifolds constitute in some sense the most regular metric structure used by mathemati-
cians. A Riemannian structure comes with many nice features (calculus, length, distance, geodesic equations); it also has a well-defined dimension $n$ (the dimension of the manifold) and carries a natural volume.

**Finsler structures** constitute a generalization of the Riemannian structure: one has a differentiable manifold, with a norm on each tangent space $T_xM$, but that norm does not necessarily come from a scalar product. One can then define lengths of curves, the induced distance as for a Riemannian manifold, and prove the existence of geodesics, but the geodesic equations are more complicated.

Another generalization is the notion of **length space** (or intrinsic length space), in which one does not necessarily have tangent spaces, yet one assumes the existence of a length $L$ and a distance $d$ which are compatible, in the sense that

\[
\begin{cases}
L(\gamma) = \int_0^1 |\dot{\gamma}_t| \, dt, \\
|\dot{\gamma}_t| := \limsup_{\varepsilon \to 0} \frac{d(\gamma_t, \gamma_{t+\varepsilon})}{\varepsilon},
\end{cases}
\]

\[d(x, y) = \inf \left\{ L(\gamma); \quad \gamma_0 = x, \quad \gamma_1 = y \right\}.
\]

In practice the following criterion is sometimes useful: A complete metric space $(\mathcal{X}, d)$ is a length space if and only if for any two points in $\mathcal{X}$, and any $\varepsilon > 0$ one can find an $\varepsilon$-midpoint of $(x, y)$, i.e. a point $m_\varepsilon$ such that

\[
\left| \frac{d(x, y)}{2} - d(x, m_\varepsilon) \right| \leq \varepsilon, \quad \left| \frac{d(x, y)}{2} - d(y, m_\varepsilon) \right| \leq \varepsilon.
\]

Minimizing paths are fundamental objects in geometry. A length space in which any two points can be joined by a minimizing path, or **geodesic**, is called a **geodesic space**, or strictly intrinsic length space, or just (by abuse of language) length space. There is a criterion in terms of midpoints: A complete metric space $(\mathcal{X}, d)$ is a geodesic space if and only if for any two points in $\mathcal{X}$ there is a midpoint, which is of course some $m \in X$ such that

\[d(x, m) = d(m, y) = \frac{d(x, y)}{2}.
\]

There is another useful criterion: If the metric space $(\mathcal{X}, d)$ is a complete, **locally compact** length space, then it is geodesic. This is a generalization of the Hopf–Rinow theorem in Riemannian geometry. One
can also reparametrize geodesic curves $\gamma$ in such a way that their speed $|\dot{\gamma}|$ is constant, or equivalently that for all intermediate times $s$ and $t$, their length between times $s$ and $t$ coincides with the distance between their positions at times $s$ and $t$. The same proof that I sketched for Riemannian manifolds applies in geodesic spaces, to show that the set $\Gamma_{x,y}$ of (minimizing, constant speed) geodesics joining $x$ to $y$ is compact; more generally, the set $\Gamma_{K_0 \rightarrow K_1}$ of geodesics $\gamma$ with $\gamma_0 \in K_0$ and $\gamma_1 \in K_1$ is compact, as soon as $K_0$ and $K_1$ are compact. So there are important common points between the structure of a length space and the structure of a Riemannian manifold. From the practical point of view, some main differences are that (i) there is no available equation for geodesic curves, (ii) geodesics may “branch”, (iii) there is no guarantee that geodesics between $x$ and $y$ are unique for $y$ very close to $x$, (iv) there is neither a unique notion of dimension, nor a canonical reference measure, (v) there is no guarantee that geodesics will be almost everywhere unique. Still there is a theory of differential analysis on nonsmooth geodesic spaces (first variation formula, norms of Jacobi fields, etc.) mainly in the case where there are lower bounds on the sectional curvature (in the sense of Alexandrov, as will be described in Chapter 26).

Bibliographical notes

There are plenty of classical textbooks on Riemannian geometry, with variable degree of pedagogy, among which the reader may consult [223], [306], [394]. For an introduction to the classical calculus of variations in dimension 1, see for instance [347, Chapters 2–3], [177], or [235]. For an introduction to the Hamiltonian formalism in classical mechanics, one may use the very pedagogical treatise by Arnold [44], or the more complex one by Thirring [780]. For an introduction to analysis in metric spaces, see Ambrosio and Tilli [37]. A wonderful introduction to the theory of length spaces can be found in Burago, Burago and Ivanov [174]. In the latter reference, a Riemannian manifold is defined as a length space which is locally isometric to $\mathbb{R}^n$ equipped with a quadratic form $g_x$ depending smoothly on the point $x$. This definition is not standard, but it is equivalent to the classical definition, and in some sense more satisfactory if one wishes to emphasize the metric point of view. Advanced elements of differential analysis on nonsmooth
metric spaces can be found also in the literature on Alexandrov spaces, see the bibliographical notes of Chapter 26.

I may have been overcautious in the formulation of the classical conditions in Definition 7.6, but in the time-dependent case there are crazy counterexamples showing that nice $C^1$ Lagrangian functions do not necessarily have $C^1$ minimizing curves (equivalently, these minimizing curves won’t solve the Euler–Lagrange equation); see for instance the constructions by Ball and Mizel [63, 64]. (A backwards search in MathSciNet will give access to many papers concerned with multidimensional analogs of this problem, in relation with the so-called Lavrentiev phenomenon.) I owe these remarks to Mather, who also constructed such counterexamples and noticed that many authors have been fooled by these issues. Mather [601, Section 2 and Appendices], Clarke and Vinter [235, 236, 823] discuss in great detail sufficient conditions under which everything works fine. In particular, if $L$ is $C^1$, strictly convex superlinear in $v$ and time-independent, then minimizing curves are automatically $C^1$ and satisfy the Euler–Lagrange equation. (The difficult point is to show that minimizers are Lipschitz; after that it is easier to see that they are at least as smooth as the Lagrangian.)

I introduced the abstract concept of “coercive Lagrangian action” for the purpose of this course, but this concept looks so natural to me that I would not be surprised if it had been previously discussed in the literature, maybe in disguised form.

Probability measures on action-minimizing curves might look a bit scary when encountered for the first time, but they were actually rediscovered several times by various researchers, so they are arguably natural objects: See in particular the works by Bernot, Caselles and Morel [109, 110] on irrigation problems; by Bangert [67] and Hohloch [476] on problems inspired by geometry and dynamical systems; by Ambrosio on transport equations with little or no regularity [21, 30]. In fact, in the context of partial differential equations, this approach already appears in the much earlier works of Brenier [155, 157, 158, 159] on the incompressible Euler equation and related systems. One technical difference is that Brenier considers probability measures on the huge (nonmetrizable) space of measurable paths, while the other above-mentioned authors only consider much smaller spaces consisting of continuous, or Lipschitz-continuous functions. There are important subtleties with probability measures on nonmetrizable spaces, and I advise the reader to stay away from them.
Also in relation to the irrigation problem, various models of traffic plans and “dynamic cost function” are studied in [108, 113]; while paths in the space of probability measures are considered in [152].

The Hamilton–Jacobi equation with a quadratic cost function (i.e. \( L(x, v, t) = |v|^2 \)) will be considered in more detail in Chapter 22; see in particular Proposition 22.16. For further information about Hamilton–Jacobi equations, there is an excellent book by Cannarsa and Sinestrari [199]; one may also consult [68, 327, 558] and the references therein. Of course Hamilton–Jacobi equations are closely related to the concept of \( c \)-convexity: for instance, it is equivalent to say that \( \psi \) is \( c \)-convex, or that it is a solution at time 0 of the backward Hamilton–Jacobi semigroup starting at time 1 (with some arbitrary initial datum).

At the end of the proof of Proposition 7.16 I used once again the basic measurable selection theorem which was already used in the proof of Corollary 5.22, see the bibliographical notes on p. 104.

Interpolation arguments involving changes of variables have a long history. The concept and denomination of displacement interpolation was introduced by McCann [614] in the particular case of the quadratic cost in Euclidean space. Soon after, it was understood by Brenier that this procedure could formally be recast as an action minimization problem in the space of measures, which would reduce to the classical geodesic problem when the probability measures are Dirac masses. In Brenier’s approach, the action is defined, at least formally, by the formula

\[
A(\mu) = \inf_{v(t, x)} \left\{ \int_0^1 \int |v(t, x)|^2 d\mu_t(x) \, dt; \quad \frac{\partial \mu}{\partial t} + \nabla \cdot (v \mu) = 0 \right\},
\]

and then one has the Benamou–Brenier formula

\[
W_2(\mu_0, \mu_1)^2 = \inf A(\mu),
\]

where the infimum is taken among all paths \((\mu_t)_{0 \leq t \leq 1}\) satisfying certain regularity conditions. Brenier himself gave two sketches of the proof for this formula [88, 164], and another formal argument was suggested by Otto and myself [671, Section 3]. Rigorous proofs were later provided by several authors under various assumptions [814, Theorem 8.1] [451] [30, Chapter 8] (the latter reference contains the most precise results). The adaptation to Riemannian manifolds has been considered in [278, 431, 491]. We shall come back to these formulas later on, after a more precise qualitative picture of optimal transport has emerged. One of
the motivations of Benamou and Brenier was to devise new numerical methods [88, 89, 90, 91]. Wolansky [838] considered a more general situation in the presence of sources and sinks.

There was a rather amazing precursor to the idea of displacement interpolation, in the form of Nelson’s theory of “stochastic mechanics”. Nelson tried to build up a formalism in which quantum effects would be explained by stochastic fluctuations. For this purpose he considered an action minimization problem which was also studied by Guerra and Morato:

\[
\inf \mathbb{E} \int_0^1 |\dot{X}_t|^2 \, dt,
\]

where the infimum is over all random paths \((X_t)_{0 \leq t \leq 1}\) such that law \((X_0) = \mu_0, \text{law} (X_1) = \mu_1\), and in addition \((X_t)\) solves the stochastic differential equation

\[
\frac{dX_t}{dt} = \sigma \frac{dB_t}{dt} + \xi(t, X_t),
\]

where \(\sigma > 0\) is some coefficient, \(B_t\) is a standard Brownian motion, and \(\xi\) is a drift, which is an unknown in the problem. (So the minimization is over all possible couplings \((X_0, X_1)\) but also over all drifts!) This formulation is very similar to the Benamou–Brenier formula just alluded to, only there is the additional Brownian noise in it, thus it is more complex in some sense. Moreover, the expected value of the action is always infinite, so one has to renormalize it to make sense of Nelson’s problem. Nelson made the incredible discovery that after a change of variables, minimizers of the action produced solutions of the free Schrödinger equation in \(\mathbb{R}^n\). He developed this approach for some time, and finally gave up because it was introducing unpleasant non-local features. I shall give references at the end of the bibliographical notes for Chapter 23.

It was Otto [669] who first explicitly reformulated the Benamou–Brenier formula (7.34) as the equation for a geodesic distance on a Riemannian setting, from a formal point of view. Then Ambrosio, Gigli and Savaré pointed out that if one is not interested in the equations of motion, but just in the geodesic property, it is simpler to use the metric notion of geodesic in a length space [30]. Those issues were also developed by other authors working with slightly different formalisms [203, 214].

All the above-mentioned works were mainly concerned with displacement interpolation in \(\mathbb{R}^n\). Agueh [4] also considered the case of cost \(c(x, y) = |x - y|^p\) \((p > 1)\) in Euclidean space. Then displacement
interpolation on Riemannian manifolds was studied, from a heuristic point of view, by Otto and myself [671]. Some useful technical tools were introduced in the field by Cordero-Erausquin, McCann and Schmuckenschläger [246] for Riemannian manifolds; Cordero-Erausquin adapted them to the case of rather general strictly convex cost functions in $\mathbb{R}^n$ [243].

The displacement interpolation for more general cost functions, arising from a smooth Lagrangian, was constructed by Bernard and Buffoni [105], who first introduced in this context Property (ii) in Theorem 7.21. At the same time, they made the explicit link with the Mather minimization problem, which will appear in subsequent chapters. This connection was also studied independently by De Pascale, Gelli and Granieri [278].

In all these works, displacement interpolation took place in a smooth structure, resulting in particular in the uniqueness (almost everywhere) of minimizing curves used in the interpolation, at least if the Lagrangian is nice enough. Displacement interpolation in length spaces, as presented in this chapter, via the notion of dynamical transference plan, was developed more recently by Lott and myself [577]. Theorem 7.21 in this course is new; it was essentially obtained by rewriting the proof in [577] with enough generality added to include the setting of Bernard and Buffoni.

The most natural examples of Lagrangian functions are those taking the form $L(t,x,v) = |v|^2/2 - U(t,x)$, where $U(t,x)$ is a potential energy. In relation with incompressible fluid mechanics, Ambrosio and Figalli [24, 25] studied the case when $U$ is the pressure field (a priori nonsmooth). Another case of great interest is when $U(t,x)$ is the scalar curvature of a manifold evolving in time according to the Ricci flow; then, up to a correct time rescaling, the associated minimal action is known in geometry as Perelman’s $L$-distance. First Topping [782], and then Lott [576] discussed the Lagrangian action induced by the $L$-distance (and some of its variants) at the level of the space of probability measures. They used this formalism to recover some key results in the theory of Ricci flow.

Displacement interpolation in the case $p = 1$ is quite subtle because of the possibility of reparametrization; it was carefully discussed in the Euclidean space by Ambrosio [20]. Recently, Bernard and Buffoni [104] shed some new light on that issue by making explicit the link with the Mather–Mañé problem. Very roughly, the distance cost function is
a typical representative of cost functions that arise from Lagrangians, if one also allows minimization over the choice of the time-interval $[0, T] \subset \mathbb{R}$ (rather than fixing, say, $T = 1$). This extra freedom accounts for the degeneracy of the problem.

Lagrangian cost functions of the form $V(\gamma) \, |\dot{\gamma}|$, where $V$ is a “Lyapunov functional”, have been used by Hairer and Mattingly [458] in relation to convergence to equilibrium, as a way to force the system to visit a compact set. Such cost functions also appear formally in the modeling of irrigation [108], but in fact this is a nonlinear problem since $V(\gamma)$ is determined by the total mass of particles passing at a given point.

The observation in Remark 7.27 came from a discussion with S. Evans, who pointed out to me that it was difficult, if not impossible, to get characterizations of random processes expressed in terms of the measures when working in state spaces that are not locally compact (such as the space of real trees). In spite of that remark, recently Lisini [565] was able to obtain representation theorems for general absolutely continuous paths $(\mu_t)_{0 \leq t \leq 1}$ in the Wasserstein space $P_p(X)$ ($p > 1$), as soon as $\int \|\dot{\mu}_t\|_{P_p}^p \, dt < \infty$, where $X$ is just a Polish space and $\|\dot{\mu}_t\|_{P_p}$ is the metric speed in $P_p(X)$. He showed that such a curve may be written as $(e_t)_{\#} \Pi$, where $\Pi$ is the law of a random absolutely continuous curve $\gamma$; as a consequence, he could generalize Corollary 7.22 by removing the assumption of local compactness. Lisini also established a metric replacement for the relation of conservation of mass: For almost all $t$,

$$\mathbb{E} \, |\dot{\gamma}_t|^p \leq \|\dot{\mu}_t\|_{P_p}^p.$$  

He further applied his results to various problems about transport in infinite-dimensional Banach spaces.

Proposition 7.29 is a generalization of a result appearing in [444]. Gigli communicated to me an alternative proof, which is more elementary and needs neither local compactness, nor length space property.
The Monge–Mather shortening principle

Monge himself made the following important observation. Consider the transport cost $c(x, y) = |x - y|$ in the Euclidean plane, and two pairs $(x_1, y_1), (x_2, y_2)$, such that an optimal transport maps $x_1$ to $y_1$ and $x_2$ to $y_2$. (In our language, $(x_1, y_1)$ and $(x_2, y_2)$ belong to the support of an optimal coupling $\pi$.) Then either all four points lie on a single line, or the two line segments $[x_1, y_1], [x_2, y_2]$ do not cross, except maybe at their endpoints. The reason is easy to grasp: If the two lines would cross at a point which is not an endpoint of both lines, then, by triangle inequality we would have

$$|x_1 - y_2| + |x_2 - y_1| < |x_1 - y_1| + |x_2 - y_2|,$$

and this would contradict the fact that the support of $\pi$ is $c$-cyclically monotone. Stated otherwise: Given two crossing line segments, we can shorten the total length of the paths by replacing these lines by the new transport lines $[x_1, y_2]$ and $[x_2, y_1]$ (see Figure 8.1).

**Quadratic cost function**

For cost functions that do not satisfy a triangle inequality, Monge’s argument does not apply, and pathlines can cross. However, it is often the case that the crossing of the curves (with the time variable explicitly taken into account) is forbidden. Here is the most basic example: Consider the quadratic cost function in Euclidean space ($c(x, y) = |x - y|^2$), and let $(x_1, y_1)$ and $(x_2, y_2)$ belong to the support of some optimal coupling. By cyclical monotonicity,
\[ |x_1 - y_1|^2 + |x_2 - y_2|^2 \leq |x_1 - y_2|^2 + |x_2 - y_1|^2. \]  

Then let

\[ \gamma_1(t) = (1-t)x_1 + ty_1, \quad \gamma_2(t) = (1-t)x_2 + ty_2 \]

be the two line segments respectively joining \( x_1 \) to \( y_1 \), and \( x_2 \) to \( y_2 \). It may happen that \( \gamma_1(s) = \gamma_2(t) \) for some \( s, t \in [0,1] \). But if there is a \( t_0 \in (0,1) \) such that \( \gamma_1(t_0) = \gamma_2(t_0) =: X \), then

\[
\begin{align*}
|x_1 - y_2|^2 + |x_2 - y_1|^2 &= |x_1 - X|^2 + |X - y_2|^2 - 2 \langle X - x_1, X - y_2 \rangle \\
&\quad + |x_2 - X|^2 + |X - y_1|^2 - 2 \langle X - x_2, X - y_1 \rangle \\
&= [t_0^2 + (1-t_0)^2] \left( |x_1 - y_1|^2 + |x_2 - y_2|^2 \right) \\
&\quad + 4t_0(1-t_0) \langle x_1 - y_1, x_2 - y_2 \rangle \\
&\leq \left[ t_0^2 + (1-t_0)^2 + 2t_0(1-t_0) \right] \left( |x_1 - y_1|^2 + |x_2 - y_2|^2 \right) \\
&= |x_1 - y_1|^2 + |x_2 - y_2|^2,
\end{align*}
\]

and the inequality is strict unless \( x_1 - y_1 = x_2 - y_2 \), in which case \( \gamma_1(t) = \gamma_2(t) \) for all \( t \in [0,1] \). But strict inequality contradicts (8.1). The conclusion is that two distinct interpolation trajectories cannot meet at intermediate times.

It is natural to ask whether this conclusion can be reinforced in a quantitative statement. The answer is yes; in fact there is a beautiful identity:
\[
\left| (1-t)x_1 + ty_1 \right| - \left| (1-t)x_2 + ty_2 \right| = (1-t)^2|x_1 - x_2|^2 + t^2|y_1 - y_2|^2 \\
+ t(1-t) \left( |x_1 - y_2|^2 + |x_2 - y_1|^2 - |x_1 - y_1|^2 - |x_2 - y_2|^2 \right). \quad (8.2)
\]

To appreciate the consequences of (8.2), let
\[
\gamma_1(t) = (1-t)x_1 + ty_1, \quad \gamma_2(t) = (1-t)x_2 + ty_2.
\]

Then (8.1) and (8.2) imply
\[
\max (|x_1 - x_2|, |y_1 - y_2|) \leq \max \left( \frac{1}{t}, \frac{1}{1-t} \right) |\gamma_1(t) - \gamma_2(t)|.
\]

Since \(|\gamma_1(t) - \gamma_2(t)| \leq \max(|x_1 - x_2|, |y_1 - y_2|)\) for all \(t \in [0,1]\), one can conclude that for any \(t_0 \in (0,1)\),
\[
\sup_{0 \leq t \leq 1} |\gamma_1(t) - \gamma_2(t)| \leq \max \left( \frac{1}{t_0}, \frac{1}{1-t_0} \right) |\gamma_1(t_0) - \gamma_2(t_0)|. \quad (8.3)
\]

(By the way, this inequality is easily seen to be optimal.) So the uniform distance between the \textit{whole paths} \(\gamma_1\) and \(\gamma_2\) can be controlled by their distance at \textit{some} time \(t_0 \in (0,1)\).

**General statement and applications to optimal transport**

For the purpose of a seemingly different problem, Mather (not aware of Monge’s work, neither of optimal transport) established an estimate which relies on the same idea as Monge’s shortening argument — only much more sophisticated — for general cost functions on Lagrangian manifolds. He obtained a quantitative version of these estimates, in a form quite similar to (8.3).

Mather’s proof uses three kinds of assumption: (i) the existence of a second-order differential equation for minimizing curves; (ii) an assumption of regularity of the Lagrangian, and (iii) an assumption of strict convexity of the Lagrangian. To quantify the strict convexity, I shall use the following concept: A continuous function \(L\) on \(\mathbb{R}^n\) will be said to be \((2+\kappa)\)-\textit{convex} if it satisfies a (strict) convexity inequality of the form
\[
\frac{L(v) + L(w)}{2} - L \left( \frac{v + w}{2} \right) \geq K |v - w|^{2+\kappa}
\]
for some constant $K > 0$.

The next statement is a slight generalization of Mather’s estimate; if the reader finds it too dense, he or she can go directly to Corollary 8.2 which is simpler, and sufficient for the rest of this course.

**Theorem 8.1 (Mather’s shortening lemma).** Let $M$ be a smooth Riemannian manifold, equipped with its geodesic distance $d$, and let $c(x,y)$ be a cost function on $M \times M$, defined by a Lagrangian $L(x,v,t)$ on $TM \times [0,1]$. Let $x_1, x_2, y_1, y_2$ be four points on $M$ such that

$$c(x_1, y_1) + c(x_2, y_2) \leq c(x_1, y_2) + c(x_2, y_1).$$

Further, let $\gamma_1$ and $\gamma_2$ be two action-minimizing curves respectively joining $x_1$ to $y_1$ and $x_2$ to $y_2$. Let $V$ be a bounded neighborhood of the graphs of $\gamma_1$ and $\gamma_2$ in $M \times [0,1]$, and $S$ a strict upper bound on the maximal speed along these curves. Define

$$V := \bigcup_{(x,t) \in V} (x, B_S(0), t) \subset TM \times [0,1].$$

In words, $V$ is a neighborhood of $\gamma_1$ and $\gamma_2$, convex in the velocity variable.

Assume that:

(i) minimizing curves for $L$ are solutions of a Lipschitz flow, in the sense of Definition 7.6 (d);

(ii) $L$ is of class $C^{1,\alpha}$ in $V$ with respect to the variables $x$ and $v$, for some $\alpha \in (0,1]$ (so $\nabla_x L$ and $\nabla_v L$ are Hölder-$\alpha$; Hölder-1 meaning Lipschitz);

(iii) $L$ is $(2 + \kappa)$-convex in $V$, with respect to the $v$ variable.

Then, for any $t_0 \in (0,1)$, there is a constant $C_{t_0} = C(L, V, t_0)$, and a positive exponent $\beta = \beta(\alpha, \kappa)$ such that

$$\sup_{0 \leq t \leq 1} d(\gamma_1(t), \gamma_2(t)) \leq C_{t_0} d(\gamma_1(t_0), \gamma_2(t_0))^{\beta}. \quad (8.4)$$

Furthermore, if $\alpha = 1$ and $\kappa = 0$, then one can choose $\beta = 1$ and $C_{t_0} = C(L, V)/ \min(t_0, 1 - t_0)$.

If $L$ is of class $C^2$ and $\nabla_v^2 L > 0$, then Assumption (iii) will be true for $\kappa = 0$, so we have the next corollary:
Corollary 8.2 (Mather’s shortening lemma again). Let $M$ be a smooth Riemannian manifold and let $L = L(x, v, t)$ be a $C^2$ Lagrangian on $TM \times [0, 1]$, satisfying the classical assumptions of Definition 7.6, together with $\nabla^2_x L > 0$. Let $c$ be the cost function associated to $L$, and let $d$ be the geodesic distance on $M$. Then, for any compact $K \subset M$ there is a constant $C_K$ such that, whenever $x_1, y_1, x_2, y_2$ are four points in $K$ with

$$c(x_1, y_1) + c(x_2, y_2) \leq c(x_1, y_2) + c(x_2, y_1),$$

and $\gamma_1, \gamma_2$ are action-minimizing curves joining respectively $x_1$ to $y_1$ and $x_2$ to $y_2$, then for any $t_0 \in (0, 1)$,

$$\sup_{0 \leq t \leq 1} d(\gamma_1(t), \gamma_2(t)) \leq \frac{C_K}{\min(t_0, 1 - t_0)} d(\gamma_1(t_0), \gamma_2(t_0)). \quad (8.5)$$

The short version of the conclusion is that the distance between $\gamma_1$ and $\gamma_2$ is controlled, uniformly in $t$, by the distance at any time $t_0 \in (0, 1)$. In particular, the initial and final distance between these curves is controlled by their distance at any intermediate time. (But the final distance is not controlled by the initial distance!) Once again, inequalities (8.4) or (8.5) are quantitative versions of the qualitative statement that the two curves, if distinct, cannot cross except at initial or final time.

Example 8.3. The cost function $c(x, y) = d(x, y)^2$ corresponds to the Lagrangian function $L(x, v, t) = |v|^2$, which obviously satisfies the assumptions of Corollary 8.2. In that case the exponent $\beta = 1$ is admissible. Moreover, it is natural to expect that the constant $C_K$ can be controlled in terms of just a lower bound on the sectional curvature of $M$. I shall come back to this issue later in this chapter (see Open Problem 8.21).

Example 8.4. The cost function $c(x, y) = d(x, y)^{1+\alpha}$ does not satisfy the assumptions of Corollary 8.2 for $0 < \alpha < 1$. Even if the associated Lagrangian $L(x, v, t) = |v|^{1+\alpha}$ is not smooth, the equation for minimizing curves is just the geodesic equation, so Assumption (i) in Theorem 8.1 is still satisfied. Then, by tracking exponents in the proof of Theorem 8.1, one can find that (8.4) holds true with $\beta = (1+\alpha)/(3-\alpha)$. But this is far from optimal: By taking advantage of the homogeneity of the power function, one can prove that the exponent $\beta = 1$ is also
admissible, for all \( \alpha \in (0, 1) \). (It is the constant, rather than the exponent, which deteriorates as \( \alpha \downarrow 0 \).) I shall explain this argument in the Appendix, in the Euclidean case, and leave the Riemannian case as a delicate exercise. This example suggests that Theorem 8.1 still leaves room for improvement.

The proof of Theorem 8.1 is a bit involved and before presenting it I prefer to discuss some applications in terms of optimal couplings. In the sequel, if \( K \) is a compact subset of \( M \), I say that a dynamical optimal transport \( \Pi \) is supported in \( K \) if it is supported on geodesics whose image lies entirely inside \( K \).

**Theorem 8.5 (The transport from intermediate times is locally Lipschitz).** On a Riemannian manifold \( M \), let \( c \) be a cost function satisfying the assumptions of Corollary 8.2, let \( K \) be a compact subset of \( M \), and let \( \Pi \) be a dynamical optimal transport supported in \( K \). Then \( \Pi \) is supported on a set of geodesics \( S \) such that for any two \( \gamma, \overline{\gamma} \in S \),

\[
\sup_{0 \leq t \leq 1} d(\gamma(t), \overline{\gamma}(t)) \leq C_K(t_0) \ d(\gamma(t_0), \overline{\gamma}(t_0)).
\]  

(8.6)

In particular, if \((\mu_t)_{0 \leq t \leq 1}\) is a displacement interpolation between any two compactly supported probability measures on \( M \), and \( t_0 \in (0, 1) \) is given, then for any \( t \in [0, 1] \) the map

\[ T_{t_0-t} : \gamma(t_0) \mapsto \gamma(t) \]

is well-defined \( \mu_{t_0} \)-almost surely and Lipschitz continuous on its domain; and it is in fact the unique solution of the Monge problem between \( \mu_{t_0} \) and \( \mu_t \). In other words, the coupling \((\gamma(t_0), \gamma(t))\) is an optimal deterministic coupling.

**Example 8.6.** On \( \mathbb{R}^n \) with \( c(x, y) = |x - y|^2 \), let \( \mu_0 = \delta_0 \) and let \( \mu = \text{law} \ (X) \) be arbitrary. Then it is easy to check that \( \mu_t = \text{law} \ (tX) \), and in fact the random geodesic \( \gamma(t) \) is just \( t \gamma(1) \). So \( \gamma(t) = t \gamma(t_0)/t_0 \), which obviously provides a deterministic coupling. This example is easily adapted to more general geometries (see Figure 8.2).

**Proof of Theorem 8.5.** The proof consists only in formalizing things that by now may look essentially obvious to the reader. First note
that \((e_0, e_1, e_0, e_1)\#(\Pi \otimes \Pi) = \pi \otimes \pi\), where \(\pi\) is an optimal coupling between \(\mu_0\) and \(\mu_1\). So if a certain property holds true \(\pi \otimes \pi\)-almost surely for quadruples, it also holds true \(\Pi \otimes \Pi\)-almost surely for the endpoints of pairs of curves.

Since \(\pi\) is optimal, it is \(c\)-cyclically monotone (Theorem 5.10 (ii)), so, \(\pi \otimes \pi(dx\, dy\, d\bar{x}\, d\bar{y})\)-almost surely,

\[
c(x, y) + c(\bar{x}, \bar{y}) \leq c(x, \bar{y}) + c(\bar{x}, y).
\]

Thus, \(\Pi \otimes \Pi(d\gamma\, d\bar{\gamma})\)-almost surely,

\[
c(\gamma(0), \gamma(1)) + c(\bar{\gamma}(0), \bar{\gamma}(1)) \leq c(\gamma(0), \bar{\gamma}(1)) + c(\bar{\gamma}(0), \gamma(1)).
\]

Then (8.6) follows from Corollary 8.2.

Let \(S\) be the support of \(\Pi\); by assumption this is a compact set. Since the inequality (8.6) defines a closed set of pairs of geodesics, actually it has to hold true for all pairs \((\gamma, \bar{\gamma})\) \(\in S \times S\).

Now define the map \(T_{t_0 \rightarrow t}\) on the compact set \(e_{t_0}(S)\) (that is, the union of all \(\gamma(t_0)\), when \(\gamma\) varies over the compact set \(S\), by the formula \(T_{t_0 \rightarrow t}(\gamma(t_0)) = \gamma(t)\). This map is well-defined, for if two geodesics \(\gamma\) and \(\bar{\gamma}\) in the support of \(\Pi\) are such that \(\gamma(t_0) = \bar{\gamma}(t_0)\), then inequality (8.6) imposes \(\gamma = \bar{\gamma}\). The same inequality shows that \(T_{t_0 \rightarrow t}\) is actually Lipschitz-continuous, with Lipschitz constant \(C_K/\min(t_0, 1 - t_0)\).

All this shows that \((\gamma(t_0), T_{t_0 \rightarrow t}(\gamma(t_0)))\) is indeed a Monge coupling of \((\mu_{t_0}, \mu_t)\), with a Lipschitz map. To complete the proof of the theorem, it only remains to check the uniqueness of the optimal coupling; but this follows from Theorem 7.30(iii). \(\Box\)
The second application is a result of “preservation of absolute continuity”.

**Theorem 8.7 (Absolute continuity of displacement interpolation).** Let $M$ be a Riemannian manifold, and let $L(x,v,t)$ be a $C^2$ Lagrangian on $TM \times [0,1]$, satisfying the classical conditions of Definition 7.6, with $\nabla_v^2 L > 0$; let $c$ be the associated cost function. Let $\mu_0$ and $\mu_1$ be two probability measures on $M$ such that the optimal cost $C(\mu_0, \mu_1)$ is finite, and let $(\mu_t)_{0 \leq t \leq 1}$ be a displacement interpolation between $\mu_0$ and $\mu_1$. If either $\mu_0$ or $\mu_1$ is absolutely continuous with respect to the volume on $M$, then also $\mu_t$ is absolutely continuous for all $t \in (0,1)$.

**Proof of Theorem 8.7.** Let us assume for instance that $\mu_1$ is absolutely continuous, and prove that $\mu_t$ is absolutely continuous ($0 < t < 1$).

First consider the case when $\mu_0$ and $\mu_1$ are compactly supported. Then the whole displacement interpolation is compactly supported, and Theorem 8.5 applies, so there is a Lipschitz map $T$ solving the Monge problem between $\mu_{t_0}$ and $\mu_{t_1}$.

Now if $N$ is a set of zero volume, the inclusion $N \subset T^{-1}(T(N))$ implies

$$\mu_{t_0}[N] \leq \mu_{t_0}[T^{-1}(T(N))] = (T_#\mu_{t_0})[T(N)] = \mu_1[T(N)],$$

and the latter quantity is 0 since $\text{vol}[T(N)] \leq \|T\|_{\text{Lip}}^p \text{vol}[N] = 0$ and $\mu_1$ is absolutely continuous. So (8.7) shows that $\mu_{t_0}[N] = 0$ for any Borel set $N$ of zero volume, and this means precisely that $\mu_{t_0}$ is absolutely continuous.

Actually, the previous computation is not completely rigorous because $T(N)$ is not necessarily Borel measurable; but this is not serious since $T(N)$ can still be included in a negligible Borel set, and then the proof can be repaired in an obvious way.

Now let us turn to the general case where $\mu_0$ and $\mu_1$ are not assumed to be compactly supported. This situation will be handled by a restriction argument. Assume by contradiction that $\mu_{t_0}$ is not absolutely continuous. Then there exists a set $Z_{t_0}$ with zero volume, such that $\mu_{t_0}[Z_{t_0}] > 0$. Let $\mathcal{Z} := \{\gamma \in \Gamma(M); \ \gamma_{t_0} \in Z_{t_0}\}$. Then

$$\Pi[\mathcal{Z}] = \mathbb{P}[\gamma_{t_0} \in Z_{t_0}] = \mu_{t_0}[Z_{t_0}] > 0.$$ 

By regularity, there exists a compact set $\mathcal{K} \subset \mathcal{Z}$, such that $\Pi[\mathcal{K}] > 0$. Let
\[ \Pi' := \frac{1}{H[K]} \Pi, \]

and let \( \pi' := (e_0, e_1) \# \Pi' \) be the associated transference plan, and \( \mu'_t = (e_t) \# \Pi' \) the marginal of \( \Pi' \) at time \( t \). In particular,

\[ \mu'_1 \leq \frac{(e_1) \# \Pi}{H[K]} = \frac{\mu_1}{H[K]}, \]

so \( \mu'_1 \) is still absolutely continuous.

By Theorem 7.30(ii), \( (\mu'_t) \) is a displacement interpolation. Now, \( \mu'_{t_0} \) is concentrated on \( e_{t_0}(K) \subset e_{t_0}(Z) \subset Z_{t_0} \), so \( \mu'_{t_0} \) is singular. But the first part of the proof rules out this possibility, because \( \mu'_0 \) and \( \mu'_1 \) are respectively supported in \( e_0(K) \) and \( e_1(K) \), which are compact, and \( \mu'_1 \) is absolutely continuous. \( \square \)
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Now let us turn to the proof of Theorem 8.1. It is certainly more important to grasp the idea of the proof (Figure 8.3) than to follow the calculations, so the reader might be content with the informal explanations below and skip the rigorous proof at first reading.

Idea of the proof of Theorem 8.1. Assume, to fix the ideas, that \( \gamma_1 \) and \( \gamma_2 \) cross each other at a point \( m_0 \) and at time \( t_0 \). Close to \( m_0 \), these two curves look like two straight lines crossing each other, with respective velocities \( v_1 \) and \( v_2 \). Now cut these curves on the time interval \([t_0 - \tau, t_0 + \tau]\) and on that interval introduce “deviations” (like a plumber installing a new piece of pipe to short-cut a damaged region of a channel) that join the first curve to the second, and vice versa.

This amounts to replacing (on a short interval of time) two curves with approximate velocity \( v_1 \) and \( v_2 \), by two curves with approximate velocities \( (v_1 + v_2)/2 \). Since the time-interval where the modification occurs is short, everything is concentrated in the neighborhood of \( (m_0, t_0) \), so the modification in the Lagrangian action of the two curves is approximately

\[ (2\tau) \left( 2L(m_0, \frac{v_1 + v_2}{2}, t_0) - \left[ L(m_0, v_1, t_0) + L(m_0, v_2, t_0) \right] \right). \]
Since $L(m_0, \cdot, t_0)$ is strictly convex, this quantity is negative if $v_1 \neq v_2$, which means that the total action has been strictly improved by the modification. But then $c(x_1, y_2) + c(x_2, y_1) < c(x_1, y_1) + c(x_2, y_2)$, in contradiction to our assumptions. The only possibility available is that $v_1 = v_2$, i.e. at the crossing point the curves have the same position and the same velocity; but then, since they are solutions of a second-order differential inequality, they have to coincide at all times. \qed

It only remains to make this argument quantitative: If the two curves pass close to each other at time $t_0$, then their velocities at that time will also be close to each other, and so the trajectories have to be close to each other for all times in $[0, 1]$. Unfortunately this will not be so easy.

**Rigorous proof of Theorem 8.1.** **Step 1: Localization.** The goal of this step is to show that the problem reduces to a local computation that can be performed as if we were in Euclidean space, and that it is sufficient to control the difference of velocities at time $t_0$ (as in the above sketchy explanation). If the reader is ready to believe in these two statements, then he or she can go directly to Step 2.

For brevity, let $\gamma_1 \cup \gamma_2$ stand for the union of the images of the minimizing paths $\gamma_1$ and $\gamma_2$. For any point $x$ in $\text{proj}_f(V)$, there is a
small ball \( B_{\epsilon_x}(x) \) which is diffeomorphic to an open set in \( \mathbb{R}^n \), and by compactness one can cover a neighborhood of \( \gamma_1 \cup \gamma_2 \) by a finite number of such balls \( B_j \), each of them having radius no less than \( \delta > 0 \). Without loss of generality, all these balls are included in \( \text{proj}_M(V) \), and it can be assumed that whenever two points \( X_1 \) and \( X_2 \) in \( \gamma_1 \cup \gamma_2 \) are separated by a distance less than \( \delta/4 \), then one of the balls \( B_j \) contains \( B_{\delta/4}(X_1) \cup B_{\delta/4}(X_2) \).

If \( \gamma_1(t_0) \) and \( \gamma_2(t_0) \) are separated by a distance at least \( \delta/4 \), then the conclusion is obvious. Otherwise, choose \( \tau \) small enough that \( \tau S \leq \delta/4 \) (recall that \( S \) is a strict bound on the maximum speed along the curves); then on the time-interval \( [t_0 - \tau, t_0 + \tau] \) the curves never leave the balls \( B_{\delta/4}(X_1) \cup B_{\delta/4}(X_2) \), and therefore the whole trajectories of \( \gamma_1 \) and \( \gamma_2 \) on that time-interval have to stay within a single ball \( B_j \). If one takes into account positions, velocities and time, the system is confined within \( B_j \). On any of these balls \( B_j \), one can introduce a Euclidean system of coordinates, and perform all computations in that system (write \( L \) in those coordinates, etc.). The distance induced on \( B_j \) by that system of coordinates will not be the same as the original Riemannian distance, but it can be bounded from above and below by multiples thereof. So we can pretend that we are really working with a Euclidean metric, and all conclusions that are obtained, involving only what happens inside the ball \( B_j \), will remain true up to changing the bounds. Then, for the sake of all computations, we can freely add points as if we were working in Euclidean space.

If it can be shown, in that system of coordinates, that

\[
|\dot{\gamma}_1(t_0) - \dot{\gamma}_2(t_0)| \leq C |\gamma_1(t_0) - \gamma_2(t_0)|^\beta, \tag{8.8}
\]

then this means that \((\gamma_1(t_0), \dot{\gamma}_1(t_0))\) and \((\gamma_2(t_0), \dot{\gamma}_2(t_0))\) are very close to each other in \( TM \); more precisely they are separated by a distance which is \( O(d(\gamma_1(t_0), \gamma_2(t_0))^{\beta}) \). Then by Assumption (i) and Cauchy–Lipschitz theory this bound will be propagated backward and forward in time, so the distance between \((\gamma_1(t), \dot{\gamma}_1(t))\) and \((\gamma_2(t), \dot{\gamma}_2(t))\) will remain bounded by \( O(d(\gamma_1(t_0), \gamma_2(t_0))^{\beta}) \). Thus to conclude the argument it is sufficient to prove (8.8).

**Step 2: Construction of shortcuts.** First some notation: Let us write \( x_1(t) = \gamma_1(t), x_2(t) = \gamma_2(t), v_1(t) = \dot{\gamma}_1(t), v_2(t) = \dot{\gamma}_2(t) \), and also \( X_1 = x_1(t_0), V_1 = v_1(t_0), X_2 = x_2(t_0), V_2 = v_2(t_0) \). The goal is to control \( |V_1 - V_2| \) by \( |X_1 - X_2| \).
Let $x_{12}(t)$ be defined by

$$x_{12}(t) = \begin{cases} x_1(t) & \text{for } t \in [0, t_0 - \tau]; \\ \frac{x_1(t) + x_2(t)}{2} + \frac{(\tau + t - t_0)}{2}\frac{x_2(t_0 + \tau) - x_1(t_0 + \tau)}{2} + \frac{(t - t_0)}{2}\frac{x_1(t - \tau) - x_2(t - \tau)}{2} & \text{for } t \in [t_0 - \tau, t_0 + \tau]; \\ x_2(t) & \text{for } t \in [t_0 + \tau, 1]. \end{cases}$$

Note that $x_{12}$ is a continuous function of $t$; it is a path that starts along $\gamma_1$, then switches to $\gamma_2$. Let $v_{12}(t)$ stand for its time-derivative:

$$v_{12}(t) = \begin{cases} v_1(t) & \text{for } t \in [0, t_0 - \tau]; \\ \frac{v_1(t) + v_2(t)}{2} + \frac{1}{2}\left(\frac{x_2(t_0 - \tau) + x_2(t_0 + \tau)}{2} - \frac{x_1(t_0 - \tau) + x_1(t_0 + \tau)}{2}\right) & \text{for } t \in [t_0 - \tau, t_0 + \tau]; \\ v_2(t) & \text{for } t \in [t_0 + \tau, 1]. \end{cases}$$

Then the path $x_{21}(t)$ and its time-derivative $v_{21}(t)$ are defined symmetrically (see Figure 8.4). These definitions are rather natural: First we try to construct paths on $[t_0 - \tau, t_0 + \tau]$ whose velocity is about the half of the velocities of $\gamma_1$ and $\gamma_2$; then we correct these paths by adding simple functions (linear in time) to make them match the correct endpoints.

I shall conclude this step with some basic estimates about the paths $x_{12}$ and $x_{21}$ on the time-interval $[t_0 - \tau, t_0 + \tau]$. For a start, note that

$$\begin{align*}
x_{12} - \frac{x_1 + x_2}{2} &= -\left(x_{21} - \frac{x_1 + x_2}{2}\right), \\
v_{12} - \frac{v_1 + v_2}{2} &= -\left(v_{21} - \frac{v_1 + v_2}{2}\right).
\end{align*} \tag{8.9}$$

In the sequel, the symbol $O(m)$ will stand for any expression which is bounded by $Cm$, where $C$ only depends on $\mathcal{V}$ and on the regularity bounds on the Lagrangian $L$ on $\mathcal{V}$. From Cauchy–Lipschitz theory and Assumption (i),

$$|v_1 - v_2|(t) + |x_1 - x_2|(t) = O\left(|X_1 - X_2| + |V_1 - V_2|\right), \tag{8.10}$$
and then by plugging this back into the equation for minimizing curves we obtain

\[ |\dot{v}_1 - \dot{v}_2|(t) = O\left(|X_1 - X_2| + |V_1 - V_2|\right). \]

Upon integration in times, these bounds imply

\[ x_1(t) - x_2(t) = (X_1 - X_2) + O(\tau(|X_1 - X_2| + |V_1 - V_2|)); \quad (8.11) \]
\[ v_1(t) - v_2(t) = (V_1 - V_2) + O(\tau(|X_1 - X_2| + |V_1 - V_2|)); \quad (8.12) \]

and therefore also

\[ x_1(t) - x_2(t) = (X_1 - X_2) + (t - t_0)(V_1 - V_2) + O(\tau^2(|X_1 - X_2| + |V_1 - V_2|)). \quad (8.13) \]

As a consequence of (8.12), if \( \tau \) is small enough (depending only on the Lagrangian \( L \)),

\[ |v_1 - v_2|(t) \geq \frac{|V_1 - V_2|}{2} - O(\tau|X_1 - X_2|). \quad (8.14) \]

Next, from Cauchy–Lipschitz again,

\[ x_2(t_0 + \tau) - x_1(t_0 + \tau) = X_2 - X_1 + \tau(V_2 - V_1) + O(\tau^2(|X_1 - X_2| + |V_1 - V_2|)); \]

and since a similar expression holds true with \( \tau \) replaced by \(-\tau\), one has
\[
\frac{x_2(t_0 + \tau) - x_1(t_0 + \tau)}{2} - \frac{x_1(t_0 - \tau) - x_2(t_0 - \tau)}{2}
= (X_2 - X_1) + O\left(\tau^2(|X_1 - X_2| + |V_1 - V_2|)\right), \quad (8.15)
\]

and also
\[
\frac{x_2(t_0 + \tau) - x_1(t_0 + \tau)}{2} + \frac{x_1(t_0 - \tau) - x_2(t_0 - \tau)}{2}
= \tau(V_2 - V_1) + O\left(\tau^2(|X_1 - X_2| + |V_1 - V_2|)\right). \quad (8.16)
\]

It follows from (8.15) that
\[
v_{12}(t) - v_1(t) + v_2(t) = O\left(\frac{|X_1 - X_2|}{\tau} + \tau|V_1 - V_2|\right). \quad (8.17)
\]

After integration in time and use of (8.16), one obtains
\[
x_{12}(t) - \frac{x_1(t) + x_2(t)}{2}
= \left[\frac{x_{12}(t_0) - x_1(t_0) + x_2(t_0)}{2}\right] + O\left(|X_1 - X_2| + \tau^2|V_1 - V_2|\right)
= O\left(|X_1 - X_2| + \tau|V_1 - V_2|\right) \quad (8.18)
\]

In particular,
\[
|x_{12} - x_{21}|(t) = O\left(|X_1 - X_2| + \tau|V_1 - V_2|\right). \quad (8.19)
\]

**Step 3: Taylor formulas and regularity of \(L\).** Now I shall evaluate the behavior of \(L\) along the old and the new paths, using the regularity assumption (ii). From that point on, I shall drop the time variable for simplicity (but it is implicit in all the computations). First,
\[
L(x_1, v_1) - L\left(\frac{x_1 + x_2}{2}, v_1\right)
= \nabla_x L\left(\frac{x_1 + x_2}{2}, v_1\right) \cdot \left(\frac{x_1 - x_2}{2}\right) + O(|x_1 - x_2|^{1+\alpha});
\]

similarly
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\[ \begin{align*}
L(x_2, v_2) - L \left( \frac{x_1 + x_2}{2}, v_2 \right) &= \nabla_x L \left( \frac{x_1 + x_2}{2}, v_2 \right) \cdot \left( \frac{x_2 - x_1}{2} \right) + O\left( |x_1 - x_2|^{1+\alpha} \right).
\end{align*} \]

Moreover,

\[ \nabla_x L \left( \frac{x_1 + x_2}{2}, v_1 \right) - \nabla_x L \left( \frac{x_1 + x_2}{2}, v_2 \right) = O\left( |v_1 - v_2|^{\alpha} \right). \]

The combination of these three identities, together with estimates (8.11) and (8.12), yields

\[ \begin{align*}
\left( L(x_1, v_1) + L(x_2, v_2) \right) - \left( L \left( \frac{x_1 + x_2}{2}, v_1 \right) + L \left( \frac{x_1 + x_2}{2}, v_2 \right) \right) &= O\left( |x_1 - x_2|^{1+\alpha} + |x_1 - x_2| |v_1 - v_2|^{\alpha} \right) \\
&= O\left( |X_1 - X_2|^{1+\alpha} + \tau|V_1 - V_2|^{1+\alpha} + |X_1 - X_2| |V_1 - V_2|^{\alpha} \right) \\
&\quad + \tau^{1+\alpha} |V_1 - V_2| |X_1 - X_2|^{\alpha}.
\end{align*} \]

Next, in an analogous way,

\[ \begin{align*}
L(x_{12}, v_{12}) - L \left( \frac{x_{12} + v_{12}}{2} \right) &= \nabla_v L \left( \frac{x_{12} + v_{12}}{2} \right) \cdot \left( v_{12} - \frac{v_1 + v_2}{2} \right) + O\left( |v_{12} - \frac{v_1 + v_2}{2}|^{1+\alpha} \right),
\end{align*} \]

\[ \begin{align*}
L(x_{21}, v_{21}) - L \left( \frac{x_{21} + v_{21}}{2} \right) &= \nabla_v L \left( \frac{x_{21} + v_{21}}{2} \right) \cdot \left( v_{21} - \frac{v_1 + v_2}{2} \right) + O\left( |v_{21} - \frac{v_1 + v_2}{2}|^{1+\alpha} \right),
\end{align*} \]

\[ \begin{align*}
\nabla_v L \left( \frac{x_{12} + v_{12}}{2} \right) - \nabla_v L \left( \frac{x_{21} + v_{21}}{2} \right) = O\left( |x_{12} - x_{21}|^{\alpha} \right).
\end{align*} \]

Combining this with (8.9), (8.17) and (8.19), one finds

\[ \begin{align*}
\left( L(x_{12}, v_{12}) + L(x_{21}, v_{21}) \right) - \left( L \left( \frac{x_{12} + v_{12}}{2} \right) + L \left( \frac{x_{21} + v_{21}}{2} \right) \right) &= O\left( |v_{12} - \frac{v_1 + v_2}{2}|^{1+\alpha} + |v_{12} - \frac{v_1 + v_2}{2}| |x_{12} - x_{21}|^{\alpha} \right) \\
&= O\left( \frac{|X_1 - X_2|^{1+\alpha}}{\tau^{1+\alpha}} + \tau^{1+\alpha} |V_1 - V_2|^{1+\alpha} \right).
\end{align*} \]
After that,
\[
L\left(\frac{x_1 + v_1 + v_2}{2}\right) - L\left(\frac{x_1 + x_2}{2}, \frac{v_1 + v_2}{2}\right) = \nabla_x L\left(\frac{x_1 + x_2}{2}, \frac{v_1 + v_2}{2}\right) \cdot \left(\frac{x_{12} - (x_1 + x_2)}{2}\right) + O\left(|x_{12} - \frac{x_1 + x_2}{2}|^{1+\alpha}\right),
\]
and now by (8.9) the terms in \(\nabla_x\) cancel each other exactly upon som-
mation, so the bound (8.18) leads to
\[
\left(\frac{L\left(\frac{x_2}{2}, v_1 + v_2\right) - L\left(\frac{x_1 + x_2}{2}, \frac{v_1 + v_2}{2}\right)}{2}\right) = \nabla_x L\left(\frac{x_1 + x_2}{2}, \frac{v_1 + v_2}{2}\right) \cdot \left(\frac{x_{21} - (x_1 + x_2)}{2}\right) + O\left(|x_{21} - \frac{x_1 + x_2}{2}|^{1+\alpha}\right),
\]
and now by (8.9) the terms in \(\nabla_x\) cancel each other exactly upon som-
mation, so the bound (8.18) leads to
\[
\left(\frac{L\left(\frac{x_1 + v_1}{2}, \frac{x_2 + v_2}{2}\right) + L\left(\frac{x_2 + v_1}{2}, \frac{x_1 + v_2}{2}\right)}{2}\right) - 2L\left(\frac{x_1 + x_2}{2}, \frac{v_1 + v_2}{2}\right) = O\left(|x_{21} - \frac{x_1 + x_2}{2}|^{1+\alpha}\right)
\]
\[
= O\left(|X_1 - X_2|^{1+\alpha} + \tau^{1+\alpha}|V_1 - V_2|^{1+\alpha}\right).
\]

**Step 4: Comparison of actions and strict convexity.** From
our minimization assumption,
\[
\mathcal{A}(x_1) + \mathcal{A}(x_2) \leq \mathcal{A}(x_{12}) + \mathcal{A}(x_{21}),
\]
which of course can be rewritten
\[
\int_{t_0 - \tau}^{t_0 + \tau} \left(L(x_1(t), v_1(t), t) + L(x_2(t), v_2(t), t) - L(x_{12}(t), v_{12}(t), t)
\right.\]
\[
- L(x_{21}(t), v_{21}(t), t)) dt \leq 0. \quad (8.20)
\]
From Step 3, we can replace in the integrand all positions by \((x_1 + x_2)/2,\)
and \(v_{12}, v_{21}\) by \((v_1 + v_2)/2,\) up to a small error. Collecting the various
error terms, and taking into account the smallness of \(\tau,\) one obtains
(dropping the \(t\) variable again)
\[
\frac{1}{2\tau} \int_{t_0 - \tau}^{t_0 + \tau} \left\{ L\left(\frac{x_1 + x_2}{2}, v_1\right) + L\left(\frac{x_1 + x_2}{2}, v_2\right) - 2L\left(\frac{x_1 + x_2}{2}, \frac{v_1 + v_2}{2}\right) \right\} dt
\]
\[
\leq C\left(\frac{|X_1 - X_2|^{1+\alpha}}{\tau^{1+\alpha}} + \tau |V_1 - V_2|^{1+\alpha}\right). \quad (8.21)
\]
On the other hand, from the convexity condition (iii) and (8.14), the left-hand side of (8.21) is bounded below by

\[ K \frac{1}{2\tau} \int_{t_0-\tau}^{t_0+\tau} |v_1 - v_2|^{2+\kappa} \, dt \geq K' \left( |V_1 - V_2| - A\tau |X_1 - X_2| \right)^{2+\kappa}. \] (8.22)

If \(|V_1 - V_2| \leq 2A\tau |X_1 - X_2|\), then the proof is finished. If this is not the case, this means that \(|V_1 - V_2| - A\tau |X_1 - X_2| \geq |V_1 - V_2|/2\), and then the comparison of the upper bound (8.21) and the lower bound (8.22) yields

\[ |V_1 - V_2|^{2+\kappa} \leq C \left( \frac{|X_1 - X_2|^{1+\alpha}}{\tau^{1+\alpha}} + \tau |V_1 - V_2|^{1+\alpha} \right). \] (8.23)

If \(|V_1 - V_2| = 0\), then the proof is finished. Otherwise, the conclusion follows by choosing \(\tau\) small enough that \(C\tau |V_1 - V_2|^{1+\alpha} \leq (1/2)|V_1 - V_2|^{2+\kappa}\); then \(\tau = O(|V_1 - V_2|^{1+\kappa-\alpha})\) and (8.23) implies

\[ |V_1 - V_2| = O(|X_1 - X_2|^{\beta}), \quad \beta = \frac{1 + \alpha}{(1 + \alpha)(1 + \kappa - \alpha)} + 2 + \kappa. \] (8.24)

In the particular case when \(\kappa = 0\) and \(\alpha = 1\), one has

\[ |V_1 - V_2|^2 \leq C \left( \frac{|X_1 - X_2|^2}{\tau^2} + \tau |V_1 - V_2|^2 \right), \]

and if \(\tau\) is small enough this implies just

\[ |V_1 - V_2| \leq C \frac{|X_1 - X_2|}{\tau}. \] (8.25)

The upper bound on \(\tau\) depends on the regularity and strict convexity of \(\tau\) in \(V\), but also on \(t_0\) since \(\tau\) cannot be greater than \(\min(t_0, 1-t_0)\). This is actually the only way in which \(t_0\) explicitly enters the estimates. So inequality (8.25) concludes the argument. \(\square\)

**Complement: Ruling out focalization by shortening**

This section is about the application of the shortening technique to a classical problem in Riemannian geometry; it may be skipped at first reading.
Let \( M \) be a smooth Riemannian manifold and let \( L = L(x,v,t) \) be a \( C^2 \) Lagrangian on \( TM \times [0,1] \), satisfying the classical conditions of Definition 7.6, together with \( \nabla^2_t L > 0 \). Let \( X_t(x_0,v_0) = X_t(x_0,v_0,0) \) be the solution at time \( t \) of the flow associated with the Lagrangian \( L \), starting from the initial position \( x_0 \) at time 0.

It is said that there is focalization on another point \( x' = X_{t'}(x_0,v_0) \), \( t' > 0 \), if the differential map \( d v_0 X_{t'}(x_0, \cdot) \) is singular (not invertible).

In words, this means that starting from \( x_0 \) it is very difficult to make the curve explore a whole neighborhood of \( x' \) by varying its initial velocity; instead, trajectories have a tendency to “concentrate” at time \( t' \) along certain preferred directions around \( x' \).

The reader can test his or her understanding of the method presented in the previous section by working out the details of the following problem.

**Problem 8.8 (Focalization is impossible before the cut locus).**

With the same notation as before, let \( \gamma : [0,1] \rightarrow M \) be a minimizing curve starting from some initial point \( x_0 \). By using the same strategy of proof as for Mather’s estimates, show that, starting from \( x_0 \), focalization is impossible at \( \gamma(t_*) \) if \( 0 < t_* < 1 \).

**Hint:** Here is a possible reasoning:

(a) Notice that the restriction of \( \gamma \) to \([0,t_*]\) is the unique minimizing curve on the time-interval \([0,t_*]\), joining \( x_0 \) to \( x_* = \gamma(t_*) \).

(b) Take \( y \) close to \( x_* \) and introduce a minimizing curve \( \tilde{\gamma} \) on \([0,t_*]\), joining \( x_0 \) to \( y \); show that the initial velocity \( \tilde{v}_0 \) of \( \tilde{\gamma} \) is close to the initial velocity \( v_0 \) of \( \gamma \) if \( y \) is close enough to \( x_* \).

(c) Bound the difference between the action of \( \gamma \) and the action of \( \tilde{\gamma} \) by \( O(d(x_*,y)) \) (recall that the speeds along \( \gamma \) and \( \tilde{\gamma} \) are bounded by a uniform constant, depending only of the behavior of \( L \) in some compact set around \( \gamma \)).

(d) Construct a path \( x_0 \rightarrow \gamma(1) \) by first going along \( \tilde{\gamma} \) up to time \( t = t_* - \tau \) (\( \tau \) small enough), then using a shortcut from \( \tilde{\gamma}(t_* - \tau) \) to \( \gamma(t_* + \tau) \), finally going along \( \gamma \) up to time 1. Show that the gain of action is at least of the order of \( \tau |V - \tilde{V}|^2 - O(d(x_*,y)^2/\tau) \), where \( V = \dot{\gamma}(t_*) \) and \( \tilde{V} = \dot{\tilde{\gamma}}(t_*) \). Deduce that \( |V - \tilde{V}| = O(d(x_*,y)/\tau) \).

(e) Conclude that \( |v_0 - \tilde{v}_0| = O(d(x_*,y)/\tau) \). Use a contradiction argument to deduce that the differential map \( d v_0 X_t(x_0, \cdot) \) is invertible, and more precisely that its inverse is of size \( O((1-t_*)^{-1}) \) as a function of \( t_* \).
In the important case when \( L(x, v, t) = |v|^2 \), what we have proven is a well-known result in Riemannian geometry; to explain it I shall first recall the notions of cut locus and focal points.

Let \( \gamma \) be a minimizing geodesic, and let \( t_c \) be the largest time such that for all \( t < t_c, \gamma \) is minimizing between \( \gamma_0 \) and \( \gamma_t \). Roughly speaking, \( \gamma(t_c) \) is the first point at which the geodesic ceases to be minimizing; \( \gamma \) may or may not be minimizing between \( \gamma(0) \) and \( \gamma(t_c) \), but it is certainly not minimizing between \( \gamma(0) \) and \( \gamma(t_c + \varepsilon) \), for any \( \varepsilon > 0 \). Then the point \( \gamma(t_c) \) is said to be a cut point of \( \gamma_0 \) along \( \gamma \). When the initial position \( x_0 \) of the geodesic is fixed and the geodesic varies, the set of all cut points constitutes the cut locus of \( x_0 \).

Next, two points \( x_0 \) and \( x' \) are said to be focal (or conjugate) if \( x' \) can be written as \( \exp_{x_0}(t'v_0) \), where the differential \( d_{v_0} \exp_{x_0}(t'\cdot) \) is not invertible. As before, this means that \( x' \) can be obtained from \( x_0 \) by a geodesic \( \gamma \) with \( \dot{\gamma}(0) = v_0 \), such that it is difficult to explore a whole neighborhood of \( x' \) by slightly changing the initial velocity \( v_0 \).

With these notions, the main result of Problem 8.8 can be summarized as follows: Focalization never occurs before the cut locus. It can occur either at the cut locus, or after.

**Example 8.9.** On the sphere \( S^2 \), the north pole \( N \) has only one cut point, which is also its only focal point, namely the south pole \( S \). Fix a geodesic \( \gamma \) going from \( \gamma(0) = N \) to \( \gamma(1) = S \), and deform your sphere out of a neighborhood of \( \gamma[0, 1] \), so as to dig a shortcut that allows you to go from \( N \) to \( \gamma(1/2) \) in a more efficient way than using \( \gamma \). This will create a new cut point along \( \gamma \), and \( S \) will not be a cut point along \( \gamma \) any longer (it might still be a cut point along some other geodesic). On the other hand, \( S \) will still be the only focal point along \( \gamma \).

**Remark 8.10.** If \( x \) and \( y \) are not conjugate, and joined by a unique minimizing geodesic \( \gamma \), then it is easy to show that there is a neighborhood \( U \) of \( y \) such that any \( z \) in \( U \) is also joined to \( x \) by a unique minimizing geodesic. Indeed, any minimizing geodesic has to be close to \( \gamma \), therefore its initial velocity should be close to \( \dot{\gamma}_0 \); and by the local inversion theorem, there are neighborhoods \( W_0 \) of \( \dot{\gamma}_0 \) and \( U \) of \( y \) such that there is a unique correspondence between the initial velocity \( \dot{\gamma} \in W_0 \) of a minimizing curve starting from \( x \), and the final point \( \gamma(1) \in U \). Thus the cut locus of a point \( x \) can be separated into two sets:

(a) those points \( y \) for which there are at least two distinct minimizing geodesics going from \( x \) to \( y \);
(b) those points $y$ for which there is a unique minimizing geodesic, but which are focal points of $x$.

Introduction to Mather’s theory

In this section I shall present an application of Theorem 8.1 to the theory of Lagrangian dynamical systems. This is mainly to give the reader an idea of Mather’s motivations, and to let him or her better understand the link between optimal transport and Mather’s theory. These results will not play any role in the sequel of the notes.

**Theorem 8.11 (Lipschitz graph theorem).** Let $M$ be a compact Riemannian manifold, let $L = L(x,v,t)$ be a Lagrangian function on $TM \times \mathbb{R}$, and $T > 0$, such that

(a) $L$ is $T$-periodic in the $t$ variable, i.e. $L(x,v,t+T) = L(x,v,t)$;
(b) $L$ is of class $C^2$ in all variables;
(c) $\nabla_v^2 L$ is (strictly) positive everywhere, and $L$ is superlinear in $v$.

Define as usual the action by $A^{s,t}(\gamma) = \int_s^t L(\gamma_\tau, \dot{\gamma}_\tau, \tau) \, d\tau$. Let $c^{s,t}$ be the associated cost function on $M \times M$, and $C^{s,t}$ the corresponding optimal cost functional on $P(M) \times P(M)$.

Let $\mu$ be a probability measure solving the minimization problem

$$\inf_{\mu \in P(X)} C^{0,T}(\mu, \mu),$$

and let $(\mu_t)_{0 \leq t \leq T}$ be a displacement interpolation between $\mu_0 = \overline{\mu}$ and $\mu_T = \overline{\mu}$. Extend $(\mu_t)$ into a $T$-periodic curve $\mathbb{R} \to P(M)$ defined for all times. Then

(i) For all $0 < t_1$, the curve $(\mu_t)_{t_0 \leq t \leq t_1}$ still defines a displacement interpolation;
(ii) The optimal transport cost $C^{t,t+T}(\mu_t, \mu_t)$ is independent of $t$;
(iii) For any $t_0 \in \mathbb{R}$, and for any $k \in \mathbb{N}$, $\mu_{t_0}$ is a minimizer for $C^{t_0,t_0+kT}(\mu_t, \mu)$.

Moreover, there is a random curve $(\gamma_t)_{t \in \mathbb{R}}$, such that

(iv) For all $t \in \mathbb{R}$, law $(\gamma_t) = \mu_t$;
(v) For any $t_0 < t_1$, the curve $(\gamma_t)_{t_0 \leq t \leq t_1}$ is action-minimizing;
(vi) The map $\gamma_0 : \mathbb{R} \to \gamma_0$ is well-defined and Lipschitz.
Remark 8.12. Since $c^{0,T}$ is not assumed to be nonnegative, the optimal transport problem (8.26) is not trivial.

Remark 8.13. If $L$ does not depend on $t$, then one can apply the previous result for any $T = 2^{-\ell}$, and then use a compactness argument to construct a constant curve $(\mu_t)_{t \in \mathbb{R}}$ satisfying Properties (i)–(vi) above. In particular $\mu_0$ is a stationary measure for the Lagrangian system.

Before giving its proof, let me explain briefly why Theorem 8.11 is interesting from the point of view of the dynamics. A trajectory of the dynamical system defined by the Lagrangian $L$ is a curve $\gamma$ which is locally action-minimizing; that is, one can cover the time-interval by small subintervals on which the curve is action-minimizing. It is a classical problem in mechanics to construct and study periodic trajectories having certain given properties. Theorem 8.11 does not construct a periodic trajectory, but at least it constructs a random trajectory $\gamma$ (or equivalently a probability measure $\Pi$ on the set of trajectories) which is periodic on average: The law $\mu_t$ of $\gamma_t$ satisfies $\mu_{t+T} = \mu_t$. This can also be thought of as a probability measure $\Pi$ on the set of all possible trajectories of the system.

Of course this in itself is not too striking, since there may be a great deal of invariant measures for a dynamical system, and some of them are often easy to construct. The important point in the conclusion of Theorem 8.11 is that the curve $\gamma$ is not “too random”, in the sense that the random variable $(\gamma(0), \dot{\gamma}(0))$ takes values in a Lipschitz graph. (If $(\gamma(0), \dot{\gamma}(0))$ were a deterministic element in $TM$, this would mean that $\Pi$ just sees a single periodic curve. Here we may have an infinite collection of curves, but still it is not “too large”.)

Another remarkable property of the curves $\gamma$ is the fact that the minimization property holds along any time-interval in $\mathbb{R}$, not necessarily small.

Example 8.14. Let $M$ be a compact Riemannian manifold, and let $L(x, v, t) = |v|^2/2 - V(x)$, where $V$ has a unique maximum $x_0$. Then Mather’s procedure selects the probability measure $\delta_{x_0}$, and the stationary curve $\gamma \equiv x_0$ (which is an unstable equilibrium).

It is natural to try to construct more “interesting” measures and curves by Mather’s procedure. One way to do so is to change the Lagrangian, for instance replace $L(x, v, t)$ by $L_\omega := L(x, v, t) + \omega(x) \cdot v$, where $\omega$ is a vector field on $M$. Indeed,
• If \( \omega \) is closed (as a differential form), that is if \( \nabla \omega \) is a symmetric operator, then \( L_\omega \) and \( L \) have the same Euler–Lagrange equations, so the associated dynamical system is the same;

• If \( \omega \) is exact, that is if \( \omega = \nabla f \) for some function \( f : M \to \mathbb{R} \), then \( L_\omega \) and \( L \) have the same minimizing curves.

As a consequence, one may explore various parts of the dynamics by letting \( \omega \) vary over the finite-dimensional group obtained by taking the quotient of the closed forms by the exact forms. In particular, one can make sure that the expected mean “rotation number” \( \mathbb{E} \left( \frac{1}{T} \int_0^T \dot{\gamma} \, dt \right) \) takes nontrivial values as \( \omega \) varies.

**Proof of Theorem 8.11.** I shall repeatedly use Proposition 7.16 and Theorem 7.21. First, \( C^{0,T}(\mu, \mu) \) is a lower semicontinuous function of \( \mu \), bounded below by \( T(\inf L) > -\infty \), so the minimization problem (8.26) does admit a solution.

Define \( \mu_0 = \mu_T = \overline{\mu} \), then define \( \mu_t \) by displacement interpolation for \( 0 < t < T \), and extend the result by periodicity.

Let \( k \in \mathbb{N} \) be given and let \( \tilde{\mu} \) be a minimizer for the variational problem

\[
\inf_{\mu \in P(M)} C^{0,kT}(\mu, \mu).
\]

We shall see later that actually \( \overline{\mu} \) is a solution of this problem. For the moment, let \( (\tilde{\mu}_t)_{t \in \mathbb{R}} \) be obtained first by taking a displacement interpolation between \( \tilde{\mu}_0 = \tilde{\mu} \) and \( \tilde{\mu}_{kT} = \tilde{\mu} \); and then by extending the result by \( kT \)-periodicity.

On the one hand,

\[
C^{0,kT}(\tilde{\mu}, \tilde{\mu}) \leq C^{0,kT}(\mu_0, \mu_{kT}) \leq \sum_{j=0}^{k-1} C^{jT,(j+1)T}(\mu_{jT}, \mu_{(j+1)T}) = k \, C^{0,1}(\overline{\mu}, \overline{\mu}). \tag{8.27}
\]

On the other hand, by definition of \( \overline{\mu} \),

\[
C^{0,T}(\overline{\mu}, \overline{\mu}) \leq C^{0,T} \left( \frac{1}{k} \sum_{j=0}^{k-1} \tilde{\mu}_{jT}, \frac{1}{k} \sum_{j=0}^{k-1} \tilde{\mu}_{jT} \right) \tag{8.28}
\]

\[
= C^{0,T} \left( \frac{1}{k} \sum_{j=0}^{k-1} \tilde{\mu}_{jT}, \frac{1}{k} \sum_{j=0}^{k-1} \tilde{\mu}_{(j+1)T} \right). \tag{8.29}
\]
Since $C^{0,T}(\mu, \nu)$ is a convex function of $(\mu, \nu)$ (Theorem 4.8),

$$C^{0,T}\left(\frac{1}{k} \sum_{j=0}^{k-1} \bar{\mu}_j T, \frac{1}{k} \sum_{j=0}^{k-1} \bar{\mu}_{(j+1)} T\right) \leq \frac{1}{k} \sum_{j=0}^{k-1} C^{0,jT,(j+1)T}(\bar{\mu}_j T, \bar{\mu}_{(j+1)} T)
= \frac{1}{k} C^{0,kT}(\bar{\mu}_0 T, \bar{\mu}_k T), \tag{8.30}$$

where the last equality is a consequence of Property (ii) in Theorem 7.21. Inequalities (8.29) and (8.30) together imply

$$C^{0,1}(\mu T, \nu T) \leq \frac{1}{k} C^{0,kT}(\bar{\mu}_0 T, \bar{\mu}_k T) = \frac{1}{k} C^{0,kT}(\bar{\mu}, \bar{\nu}).$$

Since the reverse inequality holds true by (8.27), in fact all the inequalities in (8.27), (8.29) and (8.30) have to be equalities. In particular,

$$C^{0,kT}(\mu_0 T, \mu_k T) = \sum_{j=0}^{k-1} C^{0,jT,(j+1)T}(\mu_j T, \mu_{(j+1)} T). \tag{8.31}$$

Let us now check that the identity

$$C^{t_1,t_2}(\mu_{t_1}, \mu_{t_2}) + C^{t_2,t_3}(\mu_{t_2}, \mu_{t_3}) = C^{t_1,t_3}(\mu_{t_1}, \mu_{t_3}) \tag{8.32}$$

holds true for any three intermediate times $t_1 < t_2 < t_3$. By periodicity, it suffices to do this for $t_1 \geq 0$. If $0 \leq t_1 < t_2 < t_3 \leq T$, then (8.32) is true by the property of displacement interpolation (Theorem 7.21 again). If $jT \leq t_1 < t_2 < t_3 \leq (j + 1)T$, this is also true because of the $T$-periodicity. In the remaining cases, we may choose $k$ large enough that $t_3 \leq kT$. Then

$$C^{0,kT}(\mu_0, \mu_k T) \leq C^{0,t_1}(\mu_0, \mu_{t_1}) + C^{t_1,t_3}(\mu_{t_1}, \mu_{t_3}) + C^{t_3,kT}(\mu_{t_3}, \mu_k T)
\leq C^{0,t_1}(\mu_0, \mu_{t_1}) + C^{t_1,t_2}(\mu_{t_1}, \mu_{t_2}) + C^{t_2,t_3}(\mu_{t_2}, \mu_{t_3}) + C^{t_3,kT}(\mu_{t_3}, \mu_k T)
\leq \sum_{j} C^{0,jt,jt+1}(\mu_{s_j}, \mu_{s_{j+1}}), \tag{8.33}$$

where the times $s_j$ are obtained by ordering of $\{0, T, 2T, \ldots, kT\} \cup \{t_1, t_2, t_3\}$. On each time-interval $[\ell T, (\ell + 1)T]$ we know that $(\mu_\ell)$ is a displacement interpolation, so we can apply Theorem 7.21(ii), and as a result bound the right-hand side of (8.33) by

$$\sum_{\ell} C^{0,\ell t,\ell t+1}(\mu_{\ell T}, \mu_{(\ell + 1)T}). \tag{8.34}$$
(Consider for instance the particular case when $0 < t_1 < t_2 < T < t_3 < 2T$; then one can write $C^{0,t_1} + C^{t_1,t_2} + C^{t_2,T} = C^{0,T}$, and also $C^{T,t_3} + C^{t_3,2T} = C^{T,2T}$. So $C^{0,t_1} + C^{t_1,t_2} + C^{t_2,T} + C^{T,t_3} + C^{t_3,2T} = C^{0,T} + C^{T,2T}$)

But (8.34) is just $C^{0,kT}(\mu_0,\mu_{kT})$, as shown in (8.31). So there is in fact equality in all these inequalities, and (8.32) follows. Then by Theorem 7.21, $(\mu_t)$ defines a displacement interpolation between any two of its intermediate values. This proves (i). At this stage we have also proven (iii) in the case when $t_0 = 0$.

Now for any $t \in \mathbb{R}$, one has, by (8.32) and the $T$-periodicity,

$$
C^{0,T}(\mu_0,\mu_T) = C^{0,t}(\mu_0,\mu_t) + C^{t,T}(\mu_t,\mu_T)
$$

$$
= C^{t,T}(\mu_t,\mu_T) + C^{T,t+T}(\mu_T,\mu_{t+T})
$$

$$
= C^{t,t+T}(\mu_t,\mu_{t+T})
$$

$$
= C^{t,t+T}(\mu_t,\mu_t),
$$

which proves (ii).

Next, let $t_0$ be given, and repeat the same whole procedure with the initial time $0$ replaced by $t_0$: That is, introduce a minimizer $\tilde{\mu}$ for $C^{t_0,t_0+T}(\mu,\mu)$, etc. This gives a curve $(\tilde{\mu}_t)_{t \in \mathbb{R}}$ with the property that $C^{t,t+T}(\tilde{\mu}_t,\tilde{\mu}_t) = C^{0,T}(\tilde{\mu}_0,\tilde{\mu}_0)$. It follows that

$$
C^{t_0,t_0+T}(\mu_0,\mu_{t_0}) = C^{0,T}(\tilde{\mu}_0,\tilde{\mu}_0) = C^{t_0,t_0+T}(\mu_0,\mu_{t_0}),
$$

$$
= C^{t_0,t_0+T}(\mu_0,\mu_{t_0})
$$

So there is equality everywhere, and $\mu_{t_0}$ is indeed a minimizer for $C^{t_0,t_0+T}(\mu,\mu)$. This proves the remaining part of (iii).

Next, let $(\gamma_t)_{0 \leq t \leq T}$ be a random minimizing curve on $[0,T]$ with law $(\gamma_t) = \mu_t$, as in Theorem 7.21. For each $k$, define $(\gamma^k_t)_{kT \leq t \leq (k+1)T}$ as a copy of $(\gamma_t)_{0 \leq t \leq T}$. Since $\mu_t$ is $T$-periodic, law $(\gamma^k_T) = \text{law}(\gamma^k_{(k+1)T}) = \mu_0$, for all $k$. So we can glue together these random curves, just as in the proof of Theorem 7.30, and get random curves $(\gamma_t)_{t \in \mathbb{R}}$ such that law $(\gamma_t) = \mu_t$ for all $t \in \mathbb{R}$, and each curve $(\gamma_t)_{kT \leq t \leq (k+1)T}$ is action-minimizing. Property (iv) is then satisfied by construction.

Property (v) can be established by a principle which was already used in the proof of Theorem 7.21. Let us check for instance that $\gamma$ is minimizing on $[0,2T]$. For this one has to show that (almost surely)

$$
c^{t_1,t_2}(\gamma_{t_1},\gamma_{t_2}) + c^{t_2,t_3}(\gamma_{t_2},\gamma_{t_3}) = c^{t_1,t_3}(\gamma_{t_1},\gamma_{t_3}), \quad (8.35)
$$
for any choice of intermediate times $t_1 < t_2 < t_3$ in $[0, 2T]$. Assume, without real loss of generality, that $0 < t_1 < t_2 < T < t_3 < 2T$. Then

$$
C^{t_1, t_3}(\mu_{t_1}, \mu_{t_3}) \leq \mathbb{E} c^{t_1, t_3}(\gamma_{t_1}, \gamma_{t_3}) \\
\leq \mathbb{E}[c^{t_1, t_2}(\gamma_{t_1}, \gamma_{t_2}) + c^{t_2, t_3}(\gamma_{t_2}, \gamma_{t_3})] \\
\leq \mathbb{E} c^{t_1, t_2}(\gamma_{t_1}, \gamma_{t_2}) + \mathbb{E} c^{t_2, T}(\gamma_{t_2}, \gamma_T) + \mathbb{E} c^{T, t_3}(\gamma_T, \gamma_{t_3}) \\
= C^{t_1, t_2}(\mu_{t_1}, \mu_{t_2}) + C^{t_2, T}(\mu_{t_2}, \mu_T) + C^{T, t_3}(\mu_T, \mu_{t_3}) \\
= C^{t_1, t_3}(\mu_{t_1}, \mu_{t_3}),
$$

where the property of optimality of the path $(\mu_t)_{t \in \mathbb{R}}$ was used in the last step. So all these inequalities are equalities, and in particular

$$
\mathbb{E}[c^{t_1, t_3}(\gamma_{t_1}, \gamma_{t_3}) - c^{t_1, t_2}(\gamma_{t_1}, \gamma_{t_2}) - c^{t_2, t_3}(\gamma_{t_2}, \gamma_{t_3})] = 0.
$$

Since the integrand is nonpositive, it has to vanish almost surely. So (8.35) is satisfied almost surely, for given $t_1, t_2, t_3$. Then the same inequality holds true almost surely for all choices of rational times $t_1, t_2, t_3$; and by continuity of $\gamma$ it holds true almost surely at all times. This concludes the proof of (v).

From general principles of Lagrangian mechanics, there is a uniform bound on the speeds of all the curves $(\gamma_t)_{-T \leq t \leq T}$ (this is because $\gamma_{-T}$ and $\gamma_T$ lie in a compact set). So for any given $\varepsilon > 0$ we can find $\delta$ such that $0 \leq t \leq \delta$ implies $d(\gamma_0, \gamma_t) \leq \varepsilon$. Then if $\varepsilon$ is small enough the map $(\gamma_0, \gamma_t) \to (\gamma_0, \dot{\gamma}_0)$ is Lipschitz. (This is another well-known fact in Lagrangian mechanics; it can be seen as a consequence of Remark 8.10.) But from Theorem 8.5, applied with the intermediate time $t_0 = 0$ on the time-interval $[-T, T]$, we know that $\gamma_0 \mapsto \gamma_t$ is well-defined (almost surely) and Lipschitz continuous. It follows that $\gamma_0 \to \hat{\gamma}_0$ is also Lipschitz continuous. This concludes the proof of Theorem 8.11. □

The story does not end here. First, there is a powerful dual point of view to Mather’s theory, based on solutions to the dual Kantorovich problem; this is a maximization problem defined by

$$
\sup \int (\phi - \psi) \, d\mu,
$$

where the supremum is over all probability measures $\mu$ on $M$, and all pairs of Lipschitz functions $(\psi, \phi)$ such that

$$
\forall (x, y) \in M \times M, \quad \phi(y) - \psi(x) \leq c^{0, T}(x, y).
$$
Next, Theorem 8.11 suggests that some objects related to optimal transport might be interesting to describe a Lagrangian system. This is indeed the case, and the notions defined below are useful and well-known in the theory of dynamical systems:

**Definition 8.15 (Useful transport quantities describing a Lagrangian system).** For each displacement interpolation \((\mu_t)_{t \geq 0}\) as in Theorem 8.11, define

(i) the Mather critical value as the opposite of the mean optimal transport cost:

\[
-M = \mathcal{C} := \frac{1}{T} C^{0,T}(\mu, \mu) = \frac{1}{kT} C^{0,kT}(\mu, \mu);
\]  

(ii) the Mather set as the closure of the union of the supports of all measures \(V \# \mu_0\), where \((\mu_t)_{t \geq 0}\) is a displacement interpolation as in Theorem 8.11 and \(V\) is the Lipschitz map \(\gamma_0 \rightarrow (\gamma_0, \dot{\gamma}_0)\);

(iii) the Aubry set as the set of all \((\gamma_0, \dot{\gamma}_0)\) such that there is a solution \((\phi, \psi)\) of the dual problem (8.36) satisfying \(H^{0,T}_+ \psi(\gamma_1) - \psi(\gamma_0) = c^{0,T}(\gamma_0, \gamma_1)\).

Up to the change of variables \((\gamma_0, \dot{\gamma}_0) \rightarrow (\gamma_0, \gamma_1)\), the Mather and Aubry sets are just the same as \(\Gamma_{\text{min}}\) and \(\Gamma_{\text{max}}\) appearing in the bibliographical notes of Chapter 5.

**Example 8.16.** Take a one-dimensional pendulum. For small values of the total energy, the pendulum is confined in a periodic motion, making just small oscillations, going back and forth around its equilibrium position and describing an arc of circle in physical space (see Figure 8.5). For large values, it also has a periodic motion but now it goes always in the same direction, and describes a complete circle (“revolution”) in physical space. But if the system is given just the right amount of energy, it will describe a trajectory that is intermediate between these two regimes, and consists in going from the vertical upward position (at time \(-\infty\)) to the vertical upward position again (at time \(+\infty\) after exploring all intermediate angles. There are two such trajectories (one clockwise, and one counterclockwise), which can be called revolutions of infinite period; and they are globally action-minimizing. When \(\xi = 0\), the solution of the Mather problem is just the Dirac mass on the unstable equilibrium \(x_0\), and the Mather and Aubry sets \(\Gamma\) are reduced to \(\{(x_0, x_0)\}\). When \(\xi\) varies in \(\mathbb{R}\), this remains the same until \(\xi\) reaches
a certain critical value; above that value, the Mather measures are supported by revolutions. At the critical value, the Mather and Aubry sets differ: the Aubry set (viewed in the variables \((x, v)\)) is the union of the two revolutions of infinite period.

Fig. 8.5. In the left figure, the pendulum oscillates with little energy between two extreme positions; its trajectory is an arc of circle which is described clockwise, then counterclockwise, then clockwise again, etc. On the right figure, the pendulum has much more energy and draws complete circles again and again, either clockwise or counterclockwise.

The dual point of view in Mather’s theory, and the notion of the Aubry set, are intimately related to the so-called weak KAM theory, in which stationary solutions of Hamilton–Jacobi equations play a central role. The next theorem partly explains the link between the two theories.

**Theorem 8.17 (Mather critical value and stationary Hamilton–Jacobi equation).** With the same notation as in Theorem 8.11, assume that the Lagrangian \(L\) does not depend on \(t\), and let \(\psi\) be a Lipschitz function on \(M\), such that \(H_0^{0,1} \psi = \psi + ct\) for all times \(t \geq 0\); that is, \(\psi\) is left invariant by the forward Hamilton–Jacobi semigroup, except for the addition of a constant which varies linearly in time. Then, necessarily \(c = \bar{c}\), and the pair \((\psi, H_0^{0,T} \psi) = (\psi, \psi + \bar{c}T)\) is optimal in the dual Kantorovich problem with cost function \(c^{0,T}\), and initial and final measures equal to \(\mu\).

**Remark 8.18.** The equation \(H_+^{0,1} \psi = \psi + ct\) is a way to reformulate the stationary Hamilton–Jacobi equation \(H(x, \nabla \psi(x)) + c = 0\). Yet another reformulation would be obtained by changing the forward Hamilton–Jacobi semigroup for the backward one. Theorem 8.17 does
not guarantee the existence of such stationary solutions, it just states that if such solutions exist, then the value of the constant \( c \) is uniquely determined and can be related to a Monge–Kantorovich problem. In weak KAM theory, one then establishes the existence of these solutions by independent means; see the references suggested in the bibliographical notes for much more information.

**Remark 8.19.** The constant \(-\overline{c}\) (which coincides with Mather’s critical value) is often called the **effective Hamiltonian** of the system.

**Proof of Theorem 8.17.** To fix the ideas, let us impose \( T = 1 \). Let \( \psi \) be such that \( H_+^{0,1} \psi = \psi + c \), and let \( \mu \) be any probability measure on \( M \); then
\[
\int (H_+^{0,1} \psi) \, d\mu - \int \psi \, d\mu = \int c \, d\mu = c.
\]
By the easy part of the Kantorovich duality, \( C_{0,1}(\mu, \mu) \geq c \). By taking the infimum over all \( \mu \in P(M) \), we conclude that \( \overline{c} \geq c \).

To prove the reverse inequality, it suffices to construct a particular probability measure \( \mu \) such that \( C_{0,1}(\mu, \mu) \leq c \). The idea is to look for \( \mu \) as a limit of probability measures distributed uniformly over some well-chosen long minimizing trajectories. Before starting this construction, we first remark that since \( M \) is compact, there is a uniform bound \( C \) on \( L(\gamma(t), \dot{\gamma}(t)) \), for all action-minimizing curves \( \gamma : [0, 1] \to M \); and since \( L \) is time-independent, this statement trivially extends to all action-minimizing curves defined on time-intervals \([t_0, t_1]\) with \(|t_0 - t_1| \geq 1\). Also \( \psi \) is uniformly bounded on \( M \).

Now let \( x \) be an arbitrary point in \( M \); for any \( T > 0 \) we have, by definition of the forward Hamilton–Jacobi semigroup,
\[
(H_+^{T,0} \psi)(x) = \inf \left\{ \psi(\gamma(-T)) + \int_{-T}^{0} L(\gamma(s), \dot{\gamma}(s)) \, ds ; \gamma(0) = x \right\},
\]
where the infimum is over all action-minimizing curves \( \gamma : [-T, 0] \to M \) ending at \( x \). (The advantage in working with negative times is that one can fix one of the endpoints; in the present context where \( M \) is compact this is nonessential, but it would become important if \( M \) were noncompact.) By compactness, there is a minimizing curve \( \gamma = \gamma^{(T)} \); then, by the definition of \( \gamma^{(T)} \) and the stationarity of \( \psi \),
\[
\frac{1}{T} \int_{-T}^{0} L(\gamma^{(T)}(s), \dot{\gamma}^{(T)}(s)) \, ds = \frac{1}{T} \left[ (H_{+}^{-T,0} \psi)(x) - \psi(\gamma^{(T)}(-T)) \right] \\
= \frac{1}{T} \left( \psi(x) + cT - \psi(\gamma^{(T)}(-T)) \right) \\
= c + O \left( \frac{1}{T} \right).
\]

In the sequel, I shall write just \( \gamma \) for \( \gamma^{(T+1)} \). Of course the estimate above remains unchanged upon replacement of \( T \) by \( T + 1 \), so
\[
\frac{1}{T} \int_{-(T+1)}^{0} L(\gamma(s), \dot{\gamma}(s)) \, ds = c + O \left( \frac{1}{T} \right).
\]

Then define
\[
\mu_T := \frac{1}{T} \int_{-(T+1)}^{-1} \delta_{\gamma(s)} \, ds; \quad \nu_T := \frac{1}{T} \int_{-T}^{0} \delta_{\gamma(s)} \, ds;
\]
and \( \theta : \gamma(s) \mapsto \gamma(s + 1) \). It is clear that \( \theta \# \mu_T = \nu_T \); moreover,
\[
c^{0,1}(\gamma(s), \theta(\gamma(s))) = c^{0,1}(\gamma(s), \gamma(s + 1)) = \int_{s}^{s+1} L(\gamma(u), \dot{\gamma}(u)) \, du.
\]
Thus by Theorem 4.8,
\[
C^{0,1}(\mu_T, \nu_T) \leq \frac{1}{T} \int_{-(T+1)}^{-1} c^{0,1}(\gamma(s), \theta(\gamma(s))) \, ds \\
= \frac{1}{T} \int_{-(T+1)}^{-1} \left( \int_{s}^{s+1} L(\gamma(u), \dot{\gamma}(u)) \, du \right) \, ds \\
= \frac{1}{T} \int_{-(T+1)}^{0} L(\gamma(u), \dot{\gamma}(u)) a(u) \, du, \quad (8.38)
\]
where \( a : [-(T+1), 0] \to [0, 1] \) is defined by
\[
a(u) = \int_{1 \leq u \leq s+1} ds = \begin{cases} 
1 & \text{if } -T \leq u \leq -1; \\
-u & \text{if } -1 \leq u \leq 0; \\
u + T & \text{if } -(T+1) \leq u \leq -T.
\end{cases}
\]

Replacing \( a \) by 1 in the integrand of (8.38) involves modifying the integral on a set of measure at most 2; so
\[ C^{0,1}(\mu_T, \nu_T) \leq \frac{1}{T} \int_{-T}^{0} L(\gamma(u), \dot{\gamma}(u)) \, du + O\left(\frac{1}{T}\right). \]

Since \( P(M) \) is compact, the family \((\mu_T)_{T \in \mathbb{N}}\) converges, up to extraction of a subsequence, to some probability measure \( \mu \). Then (up to extraction of the same subsequence) \( \nu_T \) also converges to \( \mu \), since

\[
\|\mu_T - \nu_T\|_{TV} = \frac{1}{T} \left\| \int_{-T}^{0} \delta_{\gamma(s)} \, ds + \int_{-1}^{0} \delta_{\gamma(s)} \, ds \right\|_{TV} \leq \frac{2}{T}.
\]

Then from (8.39) and the lower semicontinuity of the optimal transport cost,

\[ C^{0,1}(\mu, \mu) \leq \liminf_{T \to \infty} C^{0,1}(\mu_T, \nu_T) \leq c. \]

This concludes the proof. \( \square \)

The next exercise may be an occasion to manipulate the concepts introduced in this section.

**Exercise 8.20.** With the same assumptions as in Theorem 8.11, assume that \( L \) is symmetric in \( v \); that is, \( L(x, -v, t) = L(x, v, t) \). Show that \( c^{0,T}(x, y) = c^{0,T}(y, x) \). Take an optimal measure \( \overline{\nu} \) for the minimization problem (8.26), and let \( \pi \) be an associated optimal transference plan. By gluing together \( \pi \) and \( \tilde{\pi} \) (obtained by exchanging the variables \( x \) and \( y \)), construct an optimal transference plan for the problem (8.26) with \( T \) replaced by \( 2T \), such that each point \( x \) stays in place. Deduce that the curves \( \gamma \) are \( 2T \)-periodic. Show that \( c^{0,2T}(x, x) = C^{0,2T}(\overline{\nu}, \overline{\nu}) \), and deduce that \( c^{0,T}(x, y) \) is \( \pi \)-almost surely constant. Construct \( \psi \) such that \( H_{0+}^{0,T}(x, y) = \psi + 2\pi T, \overline{\nu} \)-almost surely. Next assume that \( L \) does not depend on \( t \), and use a compactness argument to construct a \( \psi \) and a stationary measure \( \mu \), such that \( H_{0+}^{0,t}(\psi) = \psi + \overline{\nu}T, \overline{\nu} \)-almost surely. Note that this is far from proving the existence of a stationary solution of the Hamilton–Jacobi equation, as appearing in Theorem 8.17, for two reasons: First the symmetry of \( L \) is a huge simplification; secondly the equation \( H_{0+}^{0,t}(\psi) = \psi + \overline{\nu}T \) should hold everywhere in \( M \), not just \( \overline{\nu} \)-almost surely.
Possible extensions of Mather’s estimates

As noticed in Example 8.4, it would be desirable to have a sharper version of Theorem 8.1 which would contain as a special case the correct exponents for the Lagrangian function \( L(x, v, t) = |v|^{1+\alpha}, 0 < \alpha < 1 \).

But even for a “uniformly convex” Lagrangian there are several extensions of Theorem 8.1 which would be of interest, such as (a) getting rid of the compactness assumption, or at least control the dependence of constants at infinity; and (b) getting rid of the smoothness assumptions. I shall discuss both problems in the most typical case \( L(x, v, t) = |v|^2 \), i.e. \( c(x, y) = d(x, y)^2 \).

Intuitively, Mather’s estimates are related to the local behavior of geodesics (they should not diverge too fast), and to the convexity properties of the square distance function \( d^2(x_0, \cdot) \). Both features are well captured by lower bounds on the sectional curvature of the manifold.

There is by chance a generalized notion of sectional curvature bounds, due to Alexandrov, which makes sense in a general metric space, without any smoothness; metric spaces which satisfy these bounds are called Alexandrov spaces. (This notion will be explained in more detail in Chapter 26.) In such spaces, one could hope to solve problems (a) and (b) at the same time. Although the proofs in the present chapter strongly rely on smoothness, I would be ready to believe in the following statement (which might be not so difficult to prove):

**Open Problem 8.21.** Let \((X, d)\) be an Alexandrov space with curvature bounded below by \( K \in \mathbb{R} \), and let \( x_1, x_2, y_1, y_2 \) be four points in \( X \) such that

\[
d(x_1, y_1)^2 + d(x_2, y_2)^2 \leq d(x_1, y_2)^2 + d(x_2, y_1)^2.
\]

Further, let \( \gamma_1 \) and \( \gamma_2 \) be two constant-speed geodesics respectively joining \( x_1 \) to \( y_1 \) and \( x_2 \) to \( y_2 \). Then, for any \( t_0 \in (0, 1) \), there is a constant \( C_{t_0} \), depending only on \( K \), \( t_0 \), and on an upper bound on all the distances involved, such that

\[
\sup_{0 \leq t \leq 1} d(\gamma_1(t), \gamma_2(t)) \leq C_{t_0} d(\gamma_1(t_0), \gamma_2(t_0)).
\]

To conclude this discussion, I shall mention a much rougher “shortening lemma”, which has the advantage of holding true in general metric spaces, even without curvature bounds. In such a situation, in general there may be branching geodesics, so a bound on the distance at
one intermediate time is clearly not enough to control the distance between the positions along the whole geodesic curves. One cannot hope either to control the distance between the velocities of these curves, since the velocities might not be well-defined. On the other hand, we may take advantage of the property of preservation of speed along the minimizing curves, since this remains true even in a nonsmooth context. The next theorem exploits this to show that if geodesics in a displacement interpolation pass near each other at some intermediate time, then their lengths have to be approximately equal.

**Theorem 8.22 (A rough nonsmooth shortening lemma).** Let \((X, d)\) be a metric space, and let \(\gamma_1, \gamma_2\) be two constant-speed, minimizing geodesics such that

\[
d(\gamma_1(0), \gamma_1(1))^2 + d(\gamma_2(0), \gamma_2(1))^2 \leq d(\gamma_1(0), \gamma_2(1))^2 + d(\gamma_2(0), \gamma_1(1))^2.
\]

Let \(L_1\) and \(L_2\) stand for the respective lengths of \(\gamma_1\) and \(\gamma_2\), and let \(D\) be a bound on the diameter of \((\gamma_1 \cup \gamma_2)([0, 1])\). Then

\[
|L_1 - L_2| \leq \frac{C \sqrt{D}}{\sqrt{t_0(1 - t_0)}} \sqrt{d(\gamma_1(t_0), \gamma_2(t_0))},
\]

for some numeric constant \(C\).

**Proof of Theorem 8.22.** Write \(d_{12} = d(x_1, y_2),\ d_{21} = d(x_2, y_1),\ X_1 = \gamma_1(t_0),\ X_2 = \gamma_2(t_0)\). From the minimizing assumption, the triangle inequality and explicit calculations,

\[
0 \leq d_{12}^2 + d_{21}^2 - L_1^2 - L_2^2 \\
\leq \left( d(x_1, X_1) + d(X_1, X_2) + d(X_2, y_2) \right)^2 \\
\quad + \left( d(x_2, X_2) + d(X_2, X_1) + d(X_1, y_1) \right)^2 \\
= \left( t_0 L_1 + d(X_1, X_2) + (1 - t_0) L_2 \right)^2 \\
\quad + \left( t_0 L_2 + d(X_1, X_2) + (1 - t_0) L_1 \right)^2 - L_1^2 - L_2^2 \\
= 2d(X_1, X_2) \left( L_1 + L_2 + d(X_1, X_2) \right) - 2t_0(1 - t_0)(L_1 - L_2)^2.
\]

As a consequence,

\[
|L_1 - L_2| \leq \sqrt{ \frac{L_1 + L_2 + d(X_1, X_2)}{t_0(1 - t_0)} } \sqrt{d(X_1, X_2)},
\]
Appendix: Lipschitz estimates for power cost functions

The goal of this Appendix is to prove the following shortening lemma for the cost function $c(x,y) = |x - y|^{1+\alpha}$ in Euclidean space.

**Theorem 8.23 (Shortening lemma for power cost functions).**

Let $\alpha \in (0,1)$, and let $x_1, y_1, x_2, y_2$ be four points in $\mathbb{R}^n$, such that

$$|x_1 - y_1|^{1+\alpha} + |x_2 - y_2|^{1+\alpha} \leq |x_1 - y_2|^{1+\alpha} + |x_2 - y_1|^{1+\alpha}.$$  \hspace{1cm} (8.40)

Further, let

$$\gamma_1(t) = (1-t)x_1 + ty_1, \quad \gamma_2(t) = (1-t)x_2 + ty_2.$$

Then, for any $t_0 \in (0,1)$ there is a constant $K = K(\alpha,t_0) > 0$ such that

$$|\gamma_1(t_0) - \gamma_2(t_0)| \geq K \sup_{0 \leq t \leq 1} |\gamma_1(t) - \gamma_2(t)|.$$

**Remark 8.24.** The proof below is not constructive, so I won’t have any quantitative information on the best constant $K(\alpha,t)$. It is natural to think that for each fixed $t$, the constant $K(\alpha,t)$ (which only depends on $\alpha$) will go to 0 as $\alpha \downarrow 0$. When $\alpha = 0$, the conclusion of the theorem is false: Just think of the case when $x_1, y_1, x_2, y_2$ are aligned. But this is the only case in which the conclusion fails, so it might be that a modified statement still holds true.

**Proof of Theorem 8.23.** First note that it suffices to work in the affine space generated by $x_1, y_1, x_2, y_2$, which is of dimension at most 3; hence all the constants will be independent of the dimension $n$. For notational simplicity, I shall assume that $t_0 = 1/2$, which has no important influence on the computations. Let $X_1 := \gamma_1(1/2), \ X_2 := \gamma_2(1/2)$. It is sufficient to show that

$$|x_1 - x_2| + |y_1 - y_2| \leq C |X_1 - X_2|$$

for some constant $C$, independent of $x_1, x_2, y_1, y_2$. 

and the proof is complete. \hfill \Box
Step 1: Reduction to a compact problem by invariance. Exchanging the roles of $x$ and $y$ if necessary, we might assume that $|x_2 - y_2| \leq |x_1 - y_1|$, and then by translation invariance that $x_1 = 0$, by homogeneity that $|x_1 - y_1| = 1$ (treat separately the trivial case $x_1 = y_1$), and by rotation invariance that $y_1 = e$ is a fixed unit vector.

Let $R := |x_2|$, then $|y_2 - x_2| \leq 1$ implies $|x_2 - X_2| \leq 1/2$, so $|X_2| \geq R - 1/2$, and since $|X_1| \leq 1/2$, it follows that $|X_1 - X_2| \geq R - 1$. On the other hand, $|x_1 - x_2| = R$ and $|y_1 - y_2| \leq R + 1$. So the conclusion is obvious if $R \geq 2$. Otherwise, $|x_2|$ and $|y_2|$ lie in the ball $B_3(0)$.

Step 2: Reduction to a perturbation problem by compactness. For any positive integer $k$, let $(x_2^{(k)}, y_2^{(k)})$ be such that

$$(|x_1 - x_2| + |y_1 - y_2|)/|X_1 - X_2|$$

is minimized by $(x_1, y_1, x_2^{(k)}, y_2^{(k)})$ under the constraint $|X_1 - X_2| \geq k^{-1}$.

By compactness, such a configuration does exist, and the value $I_k$ of the infimum goes down with $k$, and converges to

$$I := \inf \left( \frac{|x_1 - x_2| + |y_1 - y_2|}{|X_1 - X_2|} \right), \tag{8.41}$$

where the infimum is taken over all configurations such that $X_1 \neq X_2$. The strict convexity of $x \to |x|^{1+\alpha}$ together with inequality (8.40) prevent $X_1 = X_2$, unless $(x_1, y_1) = (x_2, y_2)$, in which case there is nothing to prove. So it is sufficient to show that $I > 0$.

Since the sequence $(x_2^{(k)}, y_2^{(k)})$ takes values in a compact set, there is a subsequence thereof (still denoted $(x_2^{(k)}, y_2^{(k)})$) which converges to some $(x_2^{(\infty)}, y_2^{(\infty)})$. By continuity, condition (8.40) holds true with $(x_2, y_2) = (x_2^{(\infty)}, y_2^{(\infty)})$. If (with obvious notation) $|X_1 - X_2^{(\infty)}| > 0$, then the configuration $(x_1, y_1, x_2^{(\infty)}, y_2^{(\infty)})$ achieves the minimum $I$ in (8.41), and that minimum is positive. So the only case there remains to treat is when $X_2^{(\infty)} = X_1$. Then, by strict convexity, condition (8.40) imposes $x_2^{(\infty)} = x_1$, $y_2^{(\infty)} = y_1$. Equivalently, $x_2^{(k)}$ converges to $x_1$, and $y_2^{(k)}$ to $y_1$. All this shows that it suffices to treat the case when $x_2$ is very close to $x_1$ and $y_2$ is very close to $y_1$.

Step 3: Expansions. Now let

$$x_2 = x_1 + \delta x, \quad y_2 = y_1 + \delta y, \quad (8.42)$$

where $\delta x$ and $\delta y$ are vectors of small norm (recall that $x_1 - y_1$ has unit norm). Of course
\[ X_1 - X_2 = \frac{\delta x + \delta y}{2}, \quad x_2 - x_1 = \delta x, \quad y_2 - y_1 = \delta y; \]

so to conclude the proof it is sufficient to show that

\[ \left| \frac{\delta x + \delta y}{2} \right| \geq K(|\delta x| + |\delta y|), \quad (8.43) \]

as soon as \(|\delta x|\) and \(|\delta y|\) are small enough, and \((8.40)\) is satisfied.

By using the formulas \(|a + b|^2 = |a|^2 + 2\langle a, b \rangle + |b|^2\) and

\[ (1 + \varepsilon)^{1/2} = 1 + \frac{1 + \alpha}{2} \varepsilon - \frac{(1 + \alpha)(1 - \alpha)}{8} \varepsilon^2 + O(\varepsilon^3), \]

one easily deduces from \((8.40)\) that

\[ |\delta x - \delta y|^2 - |\delta x|^2 - |\delta y|^2 \leq (1 - \alpha) \left[ (\delta x - \delta y, e)^2 - \langle \delta x, e \rangle^2 - \langle \delta y, e \rangle^2 \right] + O\left( |\delta x|^3 + |\delta y|^3 \right). \]

This can be rewritten

\[ \langle \delta x, \delta y \rangle - (1 - \alpha) \langle \delta x, e \rangle \langle \delta y, e \rangle \geq O(|\delta x|^3 + |\delta y|^3). \]

Consider the new scalar product

\[ \langle \langle v, w \rangle \rangle := \langle v, w \rangle - (1 - \alpha) \langle v, e \rangle \langle w, e \rangle \]

(which is indeed a scalar product because \(\alpha > 0\)), and denote the associated norm by \(\|v\|\). Then the above conclusion can be summarized into

\[ \langle \langle \delta x, \delta y \rangle \rangle \geq O\left( ||\delta x||^3 + ||\delta y||^3 \right). \quad (8.44) \]

It follows that

\[ \left\| \frac{\delta x + \delta y}{2} \right\|^2 = \frac{1}{4} \left( \|\delta x\|^2 + \|\delta y\|^2 + 2\langle \delta x, \delta y \rangle \right) \geq \frac{1}{4} (\|\delta x\|^2 + \|\delta y\|^2) + O(||\delta x||^3 + ||\delta y||^3). \]

So inequality \((8.43)\) is indeed satisfied if \(|\delta x| + |\delta y|\) is small enough. \(\square\)
Exercise 8.25. Extend this result to the cost function $d(x,y)^{1+\alpha}$ on a Riemannian manifold, when $\gamma$ and $\tilde{\gamma}$ stay within a compact set.

Hints: This tricky exercise is only for a reader who feels very comfortable. One can use a reasoning similar to that in Step 2 of the above proof, introducing a sequence $(\gamma^{(k)}, \tilde{\gamma}^{(k)})$ which is asymptotically the “worst possible”, and converges, up to extraction of a subsequence, to $(\gamma^{(\infty)}, \tilde{\gamma}^{(\infty)})$. There are three cases: (i) $\gamma^{(\infty)}$ and $\tilde{\gamma}^{(\infty)}$ are distinct geodesic curves which cross; this is ruled out by Theorem 8.1. (ii) $\gamma^{(k)}$ and $\tilde{\gamma}^{(k)}$ converge to a point; then everything becomes local and one can use the result in $\mathbb{R}^n$, Theorem 8.23. (iii) $\gamma^{(k)}$ and $\tilde{\gamma}^{(k)}$ converge to a nontrivial geodesic $\gamma^{(\infty)}$; then these curves can be approximated by infinitesimal perturbations of $\gamma^{(\infty)}$, which are described by differential equations (Jacobi equations).

Remark 8.26. Of course it would be much better to avoid the compactness arguments and derive the bounds directly, but I don’t see how to proceed.

Bibliographical notes

Monge’s observation about the impossibility of crossing appears in his seminal 1781 memoir [636]. The argument is likely to apply whenever the cost function satisfies a triangle inequality, which is always the case in what Bernard and Buffoni have called the Monge–Mañé problem [104]. I don’t know of a quantitative version of it.

A very simple argument, due to Brenier, shows how to construct, without any calculations, configurations of points that lead to line-crossing for a quadratic cost [814, Chapter 10, Problem 1].

There are several possible computations to obtain inequalities of the style of (8.3). The use of the identity (8.2) was inspired by a result by Figalli, which is described below.

It is an old observation in Riemannian geometry that two minimizing curves cannot intersect twice and remain minimizing; the way to prove this is the shortcut method already known to Monge. This simple principle has important geometrical consequences, see for instance the works by Morse [637, Theorem 3] and Hedlund [467, p. 722]. (These references, as well as a large part of the historical remarks below, were pointed out to me by Mather.)
At the end of the seventies, Aubry discovered a noncrossing lemma which is similar in spirit, although in a different setting. Together with Le Daeron, he demonstrated the power of this principle in studying the so-called Frenkel–Kantorova model from solid-state physics; see the “Fundamental Lemma” in [52]. In particular, the method of Aubry and Le Daeron provided an alternative proof of results by Mather [598] about the existence of quasiperiodic orbits for certain dynamical systems.\(^1\) The relations between the methods of proof of Aubry and Mather are discussed in [599, 604] and constitute the core of what is usually called the Aubry–Mather theory. Bangert [66, Lemma 3.1] gave a general version of the Aubry–Le Daeron lemma, and illustrated its use in various aspects of the theory of twist diffeomorphisms. (Bangert’s paper can be consulted as an entry point for this subject.) He also made the connection with the earlier works of Morse and Hedlund in geometry. There is a related independent study by Bialy and Polterovich [117].

Then Moser [641] showed that the theory of twist diffeomorphisms (at least in certain particular cases) could be embedded in the theory of strictly convex Lagrangian systems, and Denzler [297] adapted the noncrossing arguments of Aubry, Le Daeron and Bangert to this new setting (see for instance Theorem 2.3 there), which in some sense goes back to older geometric works.

Around 1990, Mather came up with two contributions which for our purposes are crucial. The first consists in introducing minimizing measures rather than minimizing curves [600]; the second consists in a quantitative version of the noncrossing argument, for a general class of strictly convex Lagrangian functions [601, p. 186]. This estimate, which in these notes I called Mather’s shortening lemma, was the key technical ingredient in the proof of his fundamental “Lipschitz graph theorem” [601, Theorem 2].

Although the statement in [601] is not really the same as the one which appears in this chapter, the proof really is similar. The idea to use this approach in optimal transport theory came to me when Bernard mentioned Mather’s lemma in a seminar where he was presenting his results with Buffoni about the optimal transport problem for rather general Lagrangian functions [105].

\(^1\) According to Mather, the chronology is blurred, because Aubry knew similar results somewhat earlier, at least for certain classes of systems, but had never published them; in particular, the discoveries of Aubry and Mather were independent. Further, see the review paper [51].
In the meantime, an appropriate version of the noncrossing lemma had already been rediscovered (but not in a quantitative version) by researchers in optimal transport. Indeed, the noncrossing property of optimal trajectories, and the resulting estimates about absolute continuity of the displacement interpolant, were some of the key technical tools used by McCann [614] to establish convexity properties of certain functionals along displacement interpolation in $\mathbb{R}^n$ for a quadratic cost; these statements were generalized by Cordero-Erausquin, McCann and Schmuckenschläger [246] for Riemannian manifolds, and for rather general convex cost functions in $\mathbb{R}^n$ by Cordero-Erausquin [243].

Results similar to Theorems 8.5 and 8.7 are also proven by Bernard and Buffoni [105] via the study of Hamilton–Jacobi equations, in the style of weak KAM theory. This is a bit less elementary but powerful as well. The basic idea is to exploit the fact that solutions of Hamilton–Jacobi equations are automatically semiconcave for positive times; I learnt from Otto the usefulness of this regularization property in the context of optimal transport (see [814, p. 181]). Fathi and Figalli [348] generalized this strategy to noncompact situations. Bernard [102] also used the same idea to recover an important result about the existence of $C^1$ subsolutions of certain Hamilton–Jacobi equations.

Figalli and Juillet [366] obtained a result similar to Theorem 8.7 when the cost is the squared distance on a degenerate Riemannian structure such as the Heisenberg group or an Alexandrov space with curvature bounded below. Their approach is completely different since it uses the uniqueness of Wasserstein geodesics and the so-called measure contraction property (which is traditionally associated with Ricci curvature bounds but nevertheless holds in the Heisenberg group [496]). Figalli and Juillet note that concentration phenomena arise in the Heisenberg group which are not seen in Riemannian manifolds; and that the Monge–Mather shortening lemma does not hold in this setting.

Theorem 8.11 is a variant of Mather’s Lipschitz graph theorem, appearing (up to minor modifications) in Bernard and Buffoni [105, Theorem C]. The core of the proof is also taken from that work.

The acronym “KAM” stands for Kolmogorov, Arnold and Moser; the “classical KAM theory” deals with the stability (with high probability) of perturbed integrable Hamiltonian systems. An account of this theory can be found in, e.g., Thirring [780, Section 3.6]. With respect to weak KAM theory, some important differences are that: (a) classical
KAM theory only applies to slight perturbations of integrable systems; (b) it only deals with very smooth objects; (c) it controls the behavior of a large portion of the phase space (the whole of it, asymptotically when the size of the perturbation goes to 0).

The weak KAM theory is much more recent than the classical one; it was developed by several authors, in particular Fathi [344, 345]. A theorem of the existence of a stationary solution of the Hamilton–Jacobi equation can be found in [347, Theorem 4.4.6]. Precursors are Mather [602, 603] and Mañé [592, 593]. The reader can also consult the book by Fathi [347], and (with a complementary point of view) the one by Contreras and Iturriaga [238]. Also available are some technical notes by Ishii [488], and the review works [604, 752].

The proof of Theorem 8.17, as I wrote it, is a minor variation of an argument shown to me by Fathi. Related considerations appear in a recent work by Bernard and Buffoni [106], who analyze the weak KAM theory in light of the abstract Kantorovich duality. One may also consult [278].

From its very beginning, the weak KAM theory has been associated with the theory of viscosity solutions of Hamilton–Jacobi equations. An early work on the subject (anterior to Mather’s papers) is an unpublished preprint by P.-L. Lions, Papanicolaou and Varadhan [564]. Recently, the weak KAM theory has been related to the large-time behavior of Hamilton–Jacobi equations [69, 107, 346, 349, 383, 384, 385, 487, 645, 707]. Aubry sets are also related with the $C^1$ regularity of Hamilton–Jacobi equations, which has important applications in the theory of dynamical systems [102, 103, 350]. See also Evans and Gomes [332, 333, 334, 423] and the references therein for an alternative point of view.

In this chapter I presented Mather’s problem in terms of trajectories and transport cost. There is an alternative presentation in terms of invariant measures, following an idea by Mañé. In Mañé’s version of the problem, the unknown is a probability measure $\mu(dx dv)$ on the tangent bundle $TM$; it is stationary in the sense that $\nabla_x \cdot (v \mu) = 0$ (this is a stationary kinetic transport equation), and it should minimize the action $\int L(x, v) \mu(dx dv)$. Then one can show that $\mu$ is actually invariant under the Lagrangian flow defined by $L$. As Gomes pointed out to me, this approach has the drawback that the invariance of $\mu$ is not built in from the definition; but it has several nice advantages:
It makes the graph property trivial if $L$ is strictly convex: Indeed, one can always collapse the measure $\mu$, at each $x \in M$, onto the barycenter $\xi(x) = \int v \mu(dv|x)$; this operation preserves the invariance of the measure, and decreases the cost unless $\mu$ was already supported on a graph. (Note: This does not give the Lipschitz regularity of the graph!)

This is a linear programming problem, so it admits a dual problem which is $\inf_\varphi \sup_x H(\nabla_x \varphi, x)$; the value of this infimum is but another way to characterize the effective Hamiltonian $\overline{H}$, see e.g. [238, 239].

This is a good starting point for some generalizations, see for instance [422].

I shall conclude with some more technical remarks.

The use of a restriction property to prove the absolute continuity of the displacement interpolant without any compactness assumption was inspired by a discussion with Sturm on a related subject. It was also Sturm who asked me whether Mather’s estimates could be generalized to Alexandrov spaces with curvature bounded below.

The theorem according to which a Lipschitz map $T$ dilates the $n$-dimensional Hausdorff measure by a factor at most $\|T\|_{\text{Lip}}^n$ is an almost immediate consequence of the definitions of Hausdorff measure, see e.g. [174, Proposition 1.7.8].

Alexandrov spaces are discussed at length in the very pedagogical monograph by Burago, Burago and Ivanov [174]. Several characterizations of Alexandrov spaces are given there, and their equivalence is established. For instance, an Alexandrov space has curvature bounded below by $K$ if the square distance function $d(z, \cdot)^2$ is “no more convex” than the square distance function in the model space having constant sectional curvature $K$. Also geodesics in an Alexandrov space cannot diverge faster than geodesics in the model space, in some sense. These properties explain why such spaces may be a natural generalized setting for optimal transport. Upper bounds on the sectional curvature, on the other hand, do not seem to be of any help.

Figalli recently solved the Open Problem 8.21 in the special case $K = 0$ (nonnegative curvature), with a very simple and sharp argument: He showed that if $\gamma_1$ and $\gamma_2$ are any two minimizing, constant-speed geodesics in an Alexandrov space $(\mathcal{X}, d)$ with nonnegative curvature, and $\gamma_1(0) = x_1$, $\gamma_2(0) = x_2$, $\gamma_1(1) = y_1$, $\gamma_2(1) = y_2$, then
\begin{align*}
  d(\gamma_1(t), \gamma_2(t)) & \geq (1 - t)^2 d(x_1, x_2)^2 + t^2 d(y_1, y_2)^2 \\
  & + t(1 - t) \left[ d(x_1, y_2)^2 + d(x_2, y_1)^2 - d(x_1, y_1)^2 - d(x_2, y_2)^2 \right]. 
\end{align*}

(8.45)

(So in this case there is no need for an upper bound on the distances between $x_1, x_2, y_1, y_2$.) The general case where $K$ might be negative seems to be quite more tricky. As a consequence of (8.45), Theorem 8.7 holds when the cost is the squared distance on an Alexandrov space with nonnegative curvature; but this can also be proven by the method of Figalli and Juillet [366].

Theorem 8.22 takes inspiration from the no-crossing proof in [246, Lemma 5.3]. I don’t know whether the Hölder-$1/2$ regularity is optimal, and I don’t know either whether it is possible/useful to obtain similar estimates for more general cost functions.
In the present chapter and the next one I shall investigate the solvability of the Monge problem for a Lagrangian cost function. Recall from Theorem 5.30 that it is sufficient to identify conditions under which the initial measure $\mu$ does not see the set of points where the $c$-subdifferential of a $c$-convex function $\psi$ is multivalued.

Consider a Riemannian manifold $M$, and a cost function $c(x, y)$ on $M \times M$, deriving from a Lagrangian function $L(x, v, t)$ on $TM \times [0, 1]$ satisfying the classical conditions of Definition 7.6. Let $\mu_0$ and $\mu_1$ be two given probability measures, and let $(\mu_t)_{0 \leq t \leq 1}$ be a displacement interpolation, written as the law of a random minimizing curve $\gamma$ at time $t$.

If the Lagrangian satisfies adequate regularity and convexity properties, Theorem 8.5 shows that the coupling $(\gamma(s), \gamma(t))$ is always deterministic as soon as $0 < s < 1$, however singular $\mu_0$ and $\mu_1$ might be. The question whether one can construct a deterministic coupling of $(\mu_0, \mu_1)$ is much more subtle, and cannot be answered without regularity assumptions on $\mu_0$. In this chapter, a simple approach to this problem will be attempted, but only with partial success, since eventually it will work out only for a particular class of cost functions, including at least the quadratic cost in Euclidean space (arguably the most important case).

Our main assumption on the cost function $c$ will be:

**Assumption (C):** For any $c$-convex function $\psi$ and any $x \in M$, the $c$-subdifferential $\partial_c \psi(x)$ is pathwise connected.

**Example 9.1.** Consider the cost function $c(x, y) = -x \cdot y$ in $\mathbb{R}^n$. Let $y_0$ and $y_1$ belong to $\partial_c \psi(x)$; then, for any $z \in \mathbb{R}^n$ one has
\[ \psi(x) + y_0 \cdot (z - x) \leq \psi(z); \quad \psi(x) + y_1 \cdot (z - x) \leq \psi(z). \]

It follows that \( \psi(x) + y_t \cdot (z - x) \leq \psi(z) \), where \( y_t := (1-t) y_0 + ty_1 \). Thus the line segment \( (y_t)_{0 \leq t \leq 1} \) is entirely contained in the subdifferential of \( \psi \) at \( x \). The same computation applies to \( c(x,y) = |x - y|^2 / 2 \), or to any cost function of the form \( a(x) - x \cdot y + b(y) \).

Actually, there are not so many examples where Assumption (C) is known to be satisfied. Before commenting more on this issue, let me illustrate the interest of this assumption by showing how it can be used.

**Theorem 9.2 (Conditions for single-valued subdifferentials).**

Let \( M \) be a smooth \( n \)-dimensional Riemannian manifold, and \( c \) a real-valued cost function, bounded below, deriving from a Lagrangian \( L(x,v,t) \) on \( TM \times [0,1] \), satisfying the classical conditions of Definition 7.6 and such that:

(i) Assumption (C) is satisfied.

(ii) The conclusion of Theorem 8.1 (Mather’s shortening lemma), in the form of inequality (8.4), holds true for \( t_0 = 1/2 \) with an exponent \( \beta > 1 - (1/n) \), and a uniform constant. More explicitly: Whenever \( x_1, x_2, y_1, y_2 \) are four points in \( M \) satisfying \( c(x_1, y_1) + c(x_2, y_2) \leq c(x_1, y_2) + c(x_2, y_1) \), and \( \gamma_1, \gamma_2 \) are two action-minimizing curves with \( \gamma_1(0) = x_1, \gamma_1(1) = y_1, \gamma_2(0) = x_2, \gamma_2(1) = y_2 \), then

\[
\sup_{0 \leq t \leq 1} d(\gamma_1(t), \gamma_2(t)) \leq C d(\gamma_1(1/2), \gamma_2(1/2))^\beta. \tag{9.1}
\]

Then, for any \( c \)-convex function \( \psi \), there is a set \( Z \subset M \) of Hausdorff dimension at most \((n-1)/\beta < n \) (and therefore of zero \( n \)-dimensional measure), such that the \( c \)-subdifferential \( \partial_c \psi(x) \) contains at most one element if \( x \notin Z \).

**Proof of Theorem 9.2.** Let \( Z \) be the set of points \( x \) for which \( \psi(x) < +\infty \) but \( \partial_c \psi(x) \) is not single-valued; the problem is to show that \( Z \) is of dimension at most \((n-1)/\beta \).

Let \( x \in M \) with \( \psi(x) < +\infty \), and let \( y \in \partial_c \psi(x) \). Introduce an action-minimizing curve \( \gamma = \gamma^{x,y} \) joining \( x = \gamma(0) \) to \( y = \gamma(1) \). I claim that the map

\[ F: \gamma \left( \frac{1}{2} \right) \mapsto x \]
is well-defined on its domain of definition, which is the union of all $\gamma^x y(1/2)$. (I mean, $m = \gamma(1/2)$ determines $x$ unambiguously; there cannot be two different points $x$ for which $\gamma(1/2)$ is the same.) Indeed, assume $y \in \partial_c \psi(x)$ and $y' \in \partial_c \psi(x')$, with $\psi(x) < +\infty$, $\psi(x') < +\infty$, and let $\gamma$ and $\gamma'$ be minimizing geodesics between $x$ and $y$ on the one hand, $x'$ and $y'$ on the other hand. It follows from the definitions of subdifferential that

$$\begin{align*}
\psi(x) + c(x,y) &\leq \psi(x') + c(x',y) \\
\psi(x') + c(x',y') &\leq \psi(x) + c(x,y').
\end{align*}$$

Thus

$$c(x,y) + c(x',y') \leq c(x,y') + c(x',y).$$

Then by (9.1),

$$d(x,x') \leq C d\left(\gamma\left(\frac{1}{2}\right),\gamma'\left(\frac{1}{2}\right)\right)^\beta.$$ 

This implies that $m = \gamma(1/2)$ determines $x = F(m)$ unambiguously, and even that $F$ is Hölder-$\beta$. (Obviously, this is the same reasoning as in the proof of Theorem 8.5.)

Now, cover $M$ by a countable number of open sets in which $M$ is diffeomorphic to a subset $U$ of $\mathbb{R}^n$, via some diffeomorphism $\varphi_U$. In each of these open sets $U$, consider the union $H_U$ of all hyperplanes passing through a point of rational coordinates, orthogonal to a unit vector with rational coordinates. Transport this set back to $M$ thanks to the local diffeomorphism, and take the union over all the sets $U$. This gives a set $D \subset M$ with the following properties: (i) It is of dimension $n - 1$; (ii) It meets every nontrivial continuous curve drawn on $M$ (to see this, write the curve locally in terms of $\varphi_U$ and note that, by continuity, at least one of the coordinates of the curve has to become rational at some time).

Next, let $x \in Z$, and let $y_0, y_1$ be two distinct elements of $\partial_c \psi(x)$. By assumption there is a continuous curve $(y_t)_{0 \leq t \leq 1}$ lying entirely in $\partial_c \psi(x)$. For each $t$, introduce an action-minimizing curve $(\gamma_t(s))_{0 \leq s \leq 1}$ between $x$ and $y_t$ (here is the time parameter along the curve). Define $m_t := \gamma_t(1/2)$. This is a continuous path, nontrivial (otherwise $\gamma_0(1/2) = \gamma_1(1/2)$, but two minimizing trajectories starting from $x$ cannot cross in their middle, or they have to coincide at all times by (9.1)). So there has to be some $t$ such that $y_t \in D$. Moreover, the map $F$ constructed above satisfies $F(y_t) = x$ for all $t$. It follows that $x \in F(D)$. (See Figure 9.1.)
As a conclusion, $Z \subset F(D)$. Since $D$ is of Hausdorff dimension $n - 1$ and $F$ is $\beta$-Hölder, the dimension of $F(D)$ is at most $(n - 1)/\beta$. \hfill \qed

![Figure 9.1. Scheme of proof for Theorem 9.2. Here there is a curve $(y_t)_{0 \leq t \leq 1}$ lying entirely in $\partial_c \psi(x)$, and there is a nontrivial path $(m_t)_{0 \leq t \leq 1}$ obtained by taking the midpoint between $x$ and $y_t$. This path has to meet $D$; but its image by $\gamma(1/2) \mapsto \gamma(0)$ is $\{x\}$, so $x \in F(D)$.]

Now come the consequences in terms of Monge transport.

**Corollary 9.3 (Solution of the Monge problem, I).** Let $M$ be a Riemannian manifold, let $c$ be a cost function on $M \times M$, with associated cost functional $C$, and let $\mu$, $\nu$ be two probability measures on $M$. Assume that:

(i) $C(\mu, \nu) < +\infty$;

(ii) the assumptions of Theorem 9.2 are satisfied;

(iii) $\mu$ gives zero probability to sets of dimension at most $(n - 1)/\beta$.

Then there is a unique (in law) optimal coupling $(x, y)$ of $\mu$ and $\nu$; it is deterministic, and characterized (among all couplings of $(\mu, \nu)$) by the existence of a $c$-convex function $\psi$ such that

$$y \in \partial_c \psi(x) \quad \text{almost surely.}$$

(9.2)

Equivalently, there is a unique optimal transport plan $\pi$; it is deterministic, and characterized by the existence of a $c$-convex $\psi$ such that (9.2) holds true $\pi$-almost surely.

**Proof of Corollary 9.3.** The conclusion is obtained by just putting together Theorems 9.2 and 5.30. \hfill \qed
We have now solved the Monge problem in an absolutely painless way; but under what assumptions? At least we can treat the important cost function \( c(x, y) = -x \cdot y \). Indeed the notion of \( c \)-convexity reduces to plain convexity (plus lower semicontinuity), and the \( c \)-subdifferential of a convex function \( \psi \) is just its usual subdifferential, which I shall denote by \( \partial \psi \). Moreover, under an assumption of finite second moments, for the Monge problem this cost is just as good as the usual squared Euclidean distance, since

\[
| x - y |^2 = |x|^2 - 2x \cdot y + |y|^2,
\]

and

\[
\int (|x|^2 + |y|^2) \, d\pi(x, y) \quad \text{is independent of the choice of } \pi \in \Pi(\mu, \nu).
\]

Particular as it may seem, this case is one of the most important for applications, so I shall state the result as a separate theorem.

**Theorem 9.4 (Monge problem for quadratic cost, first result).**

Let \( c(x, y) = |x - y|^2 \) in \( \mathbb{R}^n \). Let \( \mu, \nu \) be two probability measures on \( \mathbb{R}^n \) such that

\[
\int |x|^2 \, d\mu(x) + \int |y|^2 \, d\nu(y) < +\infty \tag{9.3}
\]

and \( \mu \) does not give mass to sets of dimension at most \( n - 1 \). (This is true in particular if \( \mu \) is absolutely continuous with respect to the Lebesgue measure.) Then there is a unique (in law) optimal coupling \((x, y)\) of \( \mu \) and \( \nu \); it is deterministic, and characterized, among all couplings of \((\mu, \nu)\), by the existence of a lower semicontinuous convex function \( \psi \) such that

\[
y \in \partial \psi(x) \quad \text{almost surely.} \tag{9.4}
\]

In other words, there is a unique optimal transference \( \pi \); it is a Monge transport plan, and it is characterized by the existence of a lower semicontinuous convex function \( \psi \) whose subdifferential contains \( \text{Spt} \pi \).

**Remark 9.5.** The assumption that \( \mu \) does not give mass to sets of dimension at most \( n - 1 \) is optimal for the existence of a Monge coupling, as can be seen by choosing \( \mu = \mathcal{H}^1|_{[0,1] \times \{0\}} \) (the one-dimensional Hausdorff measure concentrated on the segment \([0, 1] \times \{0\} \) in \( \mathbb{R}^2 \)), and then \( \nu = (1/2) \mathcal{H}^1|_{[0,1] \times \{-1\} \cup [0,1] \times \{+1\}} \). (See Figure 9.2.) It is also optimal for the uniqueness, as can be seen by taking \( \mu = (1/2) \mathcal{H}^1_{\{0\} \times [-1,1]} \) and \( \nu = (1/2) \mathcal{H}^1_{[-1,1] \times \{0\}} \). In fact, whenever \( \mu, \nu \in P_2(\mathbb{R}^n) \) are supported on orthogonal subspaces of \( \mathbb{R}^n \), then any transference plan is optimal! To see this, define a function \( \tilde{\psi} \) by \( \tilde{\psi} = 0 \) on \( \text{Conv} \text{(Spt} \mu \), \( \tilde{\psi} = +\infty \) elsewhere; then \( \psi \) is convex lower semicontinuous, \( \psi^* = 0 \) on \( \text{Conv} \text{(Spt} \nu \), so \( \partial \psi \) contains \( \text{Spt} \mu \times \text{Spt} \nu \), and any transference plan is supported in \( \partial \psi \).
In the next chapter, we shall see that Theorem 9.4 can be improved in at least two ways: Equation (9.4) can be rewritten \( y = \nabla \psi(x) \); and the assumption (9.3) can be replaced by the weaker assumption \( C(\mu, \nu) < +\infty \) (finite optimal transport cost).

Now if one wants to apply Theorem 9.2 to nonquadratic cost functions, the question arises of how to identify those cost functions \( c(x, y) \) which satisfy Assumption (C). Obviously, there might be some geometric obstructions imposed by the domains \( X \) and \( Y \): For instance, if \( Y \) is a nonconvex subset of \( \mathbb{R}^n \), then Assumption (C) is violated even by the quadratic cost function. But even in the whole of, say, \( \mathbb{R}^n \), Assumption (C) is not a generic condition, and so far there is only a short list of known examples. These include the cost functions \( c(x, y) = \sqrt{1 + |x - y|^2} \) on \( \mathbb{R}^n \times \mathbb{R}^n \), or more generally \( c(x, y) = (1 + |x - y|^2)^{p/2} \) \((1 < p < 2)\) on \( B_R(0) \times B_R(0) \subset \mathbb{R}^n \times \mathbb{R}^n \), where \( R = 1/\sqrt{p - 1} \); and \( c(x, y) = d(x, y)^2 \) on \( S^{n-1} \times S^{n-1} \), where \( d \) is the geodesic distance on the sphere. For such cost functions, the Monge problem can be solved by combining Theorems 8.1, 9.2 and 5.30, exactly as in the proof of Theorem 9.4.

This approach suffers, however, from two main drawbacks: First it seems to be limited to a small number of examples; secondly, the verification of Assumption (C) is subtle. In the next chapter we shall investigate a more pedestrian approach, which will apply in much greater generality.

I shall end this chapter with a simple example of a cost function which does not satisfy Assumption (C).
Proposition 9.6 (Non-connectedness of the $c$-subdifferential). Let $p > 2$ and let $c(x, y) = |x - y|^p$ on $\mathbb{R}^2 \times \mathbb{R}^2$. Then there is a $c$-convex function $\psi: \mathbb{R}^2 \to \mathbb{R}$ such that $\partial_c \psi(0)$ is not connected.

Proof of Proposition 9.6. For $t \in [-1, 1]$ define $y_t = (0, t) \in \mathbb{R}^2$, and
\[ \eta_t(x) = -c(x, y_t) + c(0, y_t) + \beta(t) = -(x_1^2 + (x_2 - t)^2)^{p/2} + |t|^p + \beta(t), \]
where $\beta$ is a smooth even function, $\beta(0) = 0$, $\beta'(t) > 0$ for $|t| > 0$. Further, let $r > 0$ and $X_\pm = (\pm r, 0)$. (The fact that the segments $[X_-, X_+]$ and $[y_-, y_+]$ are orthogonal is not accidental.) Then $\eta_t(0) = \beta(t)$ is an increasing function of $|t|$; while $\eta_t(X_\pm) = -(r^2 + t^2)^{p/2} + |t|^p + \beta(t)$ is a decreasing function of $|t|$ if $0 < \beta'(t) < p t [(r^2 + t^2)^{p/2} - 1 - t^{-p-2}]$, which we shall assume. Now define $\psi(x) = \sup \{\eta_t(x); \ t \in [-1, 1]\}$. By construction this is a $c$-convex function, and $\psi(0) = \beta(1) > 0$, while $\psi(X_\pm) = \eta_0(X_\pm) = -r^p$.

We shall check that $\partial_c \psi(0)$ is not connected. First, $\partial_c \psi(0)$ is not empty; this can be shown by elementary means or as a consequence of Example 10.20 and Theorem 10.24 in the next chapter. Secondly, $\partial_c \psi(0) \subset \{(y_1, y_2) \in \mathbb{R}^2; \ y_1 = 0\}$: This comes from the fact that all functions $\eta_t$ are decreasing as a function of $|x_1|$. (So $\psi$ is also nonincreasing in $|x_1|$, and if $(y_1, y_2) \in \partial_c \psi(0, 0)$, then $(y_1^2 + y_2^2)^{p/2} + \psi(0, 0) \leq |y_2|^p + \psi(y_1, 0) \leq |y_2|^p + \psi(0, 0)$, which imposes $y_1 = 0$.) Obviously, $\partial_c \psi(0)$ is a symmetric subset of the line $\{y_1 = 0\}$. But if $0 \in \partial_c \psi(0)$, then $0 < \psi(0) \leq |X_\pm|^p + \psi(X_\pm) = 0$, which is a contradiction. So $\partial_c \psi(0)$ does not contain 0, therefore it is not connected.

(What is happening is the following. When replacing $\eta_0$ by $\psi$, we have surelevated the origin, but we have kept the points $(X_\pm, \eta_0(X_\pm))$ in place, which forbids us to touch the graph of $\psi$ from below at the origin with a translation of $\eta_0$.)

Bibliographical notes

It is classical that the image of a set of Hausdorff dimension $d$ by a Lipschitz map is contained in a set of Hausdorff dimension at most $d$: See for instance [331, p. 75]. There is no difficulty in modifying the proof to show that the image of a set of Hausdorff dimension $d$ by a Hölder-$\beta$ map is contained in a set of dimension at most $d/\beta$. 

\[ \Box \]
The proof of Theorem 9.2 is adapted from a classical argument according to which a real-valued convex function $\psi$ on $\mathbb{R}^n$ has a single-valued subdifferential everywhere out of a set of dimension at most $n - 1$; see [11, Theorem 2.2]. The key estimate for the proof of the latter theorem is that $(\text{Id} + \partial \psi)^{-1}$ exists and is Lipschitz; but this can be seen as a very particular case of the Mather shortening lemma. In the next chapter another line of argumentation for that differentiability theorem, more local, will be provided.

The paternity of Theorem 9.4 is shared by Brenier [154, 156] with Rachev and Rüschendorf [722]; it builds upon earlier work by Knott and Smith [524], who already knew that an optimal coupling lying entirely in the subdifferential of a convex function would be optimal. Brenier rewrote the result as a beautiful polar factorization theorem, which is presented in detail in [814, Chapter 3].

The nonuniqueness statement in Remark 9.5 was formulated by McCann [613]. Related problems (existence and uniqueness of optimal couplings between measures supported on polygons) are discussed by Gangbo and McCann [400], in relation to problems of shape recognition.

Other forms of Theorem 9.4 appear in Rachev and Rüschendorf [696], in particular an extension to infinite-dimensional separable Hilbert spaces; the proof is reproduced in [814, Second Proof of Theorem 2.9]. (This problem was also considered in [2, 254].) All these arguments are based on duality; then more direct proofs, which do not use the Kantorovich duality explicitly, were found by Gangbo [395], and also Caffarelli [187] (who gives credit to Varadhan for this approach).

A probabilistic approach of Theorem 9.4 was studied by Mikami and Thieullen [628, 630]. The idea is to consider a minimization problem over paths which are not geodesics, but geodesics perturbed by some noise; then let the noise vanish. This is reminiscent of Nelson’s approach to quantum mechanics, see the bibliographical notes of Chapters 7 and 23.

McCann [613] extended Theorem 9.4 by removing the assumption of bounded second moment and even the weaker assumption of finite transport cost: Whenever $\mu$ does not charge sets of dimension $n - 1$, there exists a unique coupling of $(\mu, \nu)$ which takes the form $y = \nabla \Psi(x)$, where $\Psi$ is a lower semicontinuous convex function. The tricky part in this statement is the uniqueness. This theorem will be proven in
the next chapter (see Theorem 10.42, Corollary 10.44 and Particular Case 10.45).

Ma, Trudinger and X.-J. Wang [585, Section 7.5] were the first to seriously study Assumption (C); they had the intuition that it was connected to a certain fourth-order differential condition on the cost function which plays a key role in the smoothness of optimal transport. Later Trudinger and Wang [793], and Loeper [570] showed that the above-mentioned differential condition is essentially, under adequate geometric and regularity assumptions, equivalent to Assumption (C). These issues will be discussed in more detail in Chapter 12. (See in particular Proposition 12.15(iii).)

The counterexample in Proposition 9.6 is extracted from [585]. The fact that \( c(x, y) = (1 + |x - y|^2)^{p/2} \) satisfies Assumption (C) on the ball of radius \( 1/\sqrt{p - 1} \) is also taken from [585, 793]. It is Loeper [571] who discovered that the squared geodesic distance on \( S^{n-1} \) satisfies Assumption (C); then a simplified argument was devised by von Nessi [824].

As mentioned in the end of the chapter, by combining Loeper’s result with Theorems 8.1, 9.2 and 5.30, one can mimick the proof of Theorem 9.4 and get the unique solvability of the Monge problem for the quadratic distance on the sphere, as soon as \( \mu \) does not see sets of dimension at most \( n - 1 \). Such a theorem was first obtained for general compact Riemannian manifolds by McCann [616], with a completely different argument.

Other examples of cost functions satisfying Assumption (C) will be listed in Chapter 12 (for instance \( |x - y|^2 \), or \( -|x - y|^p/p \) for \(-2 \leq p \leq 1\), or \( |x - y|^2 + |f(x) - g(y)|^2 \), where \( f \) and \( g \) are convex and 1-Lipschitz). But these other examples do not come from a smooth convex Lagrangian, so it is not clear whether they satisfy Assumption (ii) in Theorem 9.2.

In the particular case when \( \nu \) has finite support, one can prove the unique solvability of the Monge problem under much more general assumptions, namely that the cost function is continuous, and \( \mu \) does not charge sets of the form \( \{x; c(x, a) - c(x, b) = k\} \) (where \( a, b, k \) are arbitrary), see [261]. This condition was recently used again by Gozlan [429].
In the previous chapter, we tried to establish the almost sure single-valuedness of the $c$-subdifferential by an argument involving “global” topological properties, such as connectedness. Since this strategy worked out only in certain particular cases, we shall now explore a different method, based on local properties of $c$-convex functions. The idea is that the global question “Is the $c$-subdifferential of $\psi$ at $x$ single-valued or not?” might be much more subtle to attack than the local question “Is the function $\psi$ differentiable at $x$ or not?” For a large class of cost functions, these questions are in fact equivalent; but these different formulations suggest different strategies. So in this chapter, the emphasis will be on tangent vectors and gradients, rather than points in the $c$-subdifferential.

This approach takes its source from the works by Brenier, Rachev and Rüschendorf on the quadratic cost in $\mathbb{R}^n$, around the end of the eighties. It has since then been improved by many authors, a key step being the extension to Riemannian manifolds, first addressed by McCann in 2000.

The main results in this chapter are Theorems 10.28, 10.38 and (to a lesser extent) 10.42, which solve the Monge problem with increasing generality. For Parts II and III of this course, only the particular case considered in Theorem 10.41 is needed.

A heuristic argument

Let $\psi$ be a $c$-convex function on a Riemannian manifold $M$, and $\phi = \psi^c$. Assume that $y \in \partial_c \psi(x)$; then, from the definition of $c$-subdifferential,
one has, for all \( \tilde{x} \in M \),

\[
\begin{align*}
\phi(y) - \psi(x) &= c(x, y) \\
\phi(y) - \psi(\tilde{x}) &\leq c(\tilde{x}, y).
\end{align*}
\] (10.1)

It follows that

\[
\psi(x) - \psi(\tilde{x}) \leq c(\tilde{x}, y) - c(x, y).
\] (10.2)

Now the idea is to see what happens when \( \tilde{x} \to x \), along a given direction. Let \( w \) be a tangent vector at \( x \), and consider a path \( \varepsilon \to \tilde{x}(\varepsilon) \), defined for \( \varepsilon \in [0, \varepsilon_0] \), with initial position \( x \) and initial velocity \( w \). (For instance, \( \tilde{x}(\varepsilon) = \exp_x(\varepsilon w) \); or in \( \mathbb{R}^n \), just consider \( \tilde{x}(\varepsilon) = x + \varepsilon w \).) Assume that \( \psi \) and \( c(\cdot, y) \) are differentiable at \( x \), divide both sides of (10.2) by \( \varepsilon > 0 \) and pass to the limit:

\[
-\nabla \psi(x) \cdot w \leq \nabla_x c(x, y) \cdot w.
\] (10.3)

If then one changes \( w \) to \(-w\), the inequality will be reversed. So necessarily

\[
\nabla \psi(x) + \nabla_x c(x, y) = 0.
\] (10.4)

If \( x \) is given, this is an equation for \( y \). Since our goal is to show that \( y \) is determined by \( x \), then it will surely help if (10.4) admits at most one solution, and this will obviously be the case if \( \nabla_x c(x, \cdot) \) is injective.

This property (injectivity of \( \nabla_x c(x, \cdot) \)) is in fact a classical condition in the theory of dynamical system, where it is sometimes referred to as a twist condition.

Three objections might immediately be raised. First, \( \psi \) is an unknown of the problem, defined by an infimum, so why would it be differentiable? Second, the injectivity of \( \nabla_x c \) as a function of \( y \) seems quite hard to check on concrete examples. Third, even if \( c \) is given in the problem and a priori quite nice, why should it be differentiable at \((x, y)\)?

As a very simple example, consider the square distance function \( d(x, y)^2 \) on the 1-dimensional circle \( S^1 = \mathbb{R}/(2\pi\mathbb{Z}) \), identified with \([0, 2\pi)\):

\[
d(x, y) = \min(|x - y|, 2\pi - |x - y|).
\]

Then \( d(x, y) \) is not differentiable as a function of \( x \) when \( |y - x| = \pi \), and of course \( d(x, y)^2 \) is not differentiable either (see Figure 10.1).

Similar problems would occur on, say, a compact Riemannian manifold, as soon as there is no uniqueness of the geodesic joining \( x \) to \( y \).
For instance, if $N$ and $S$ respectively stand for the north and south poles on $S^2$, then $d(x, S)$ fails to be differentiable at $x = N$.

Of course, for any $x$ this happens only for a negligible set of $y$’s; and the cost function is differentiable everywhere else, so we might think that this is not a serious problem. But who can tell us that the optimal transport will not try to take each $x$ (or a lot of them) to a place $y$ such that $c(x, y)$ is not differentiable?

To solve these problems, it will be useful to use some concepts from nonsmooth analysis: subdifferentiability, superdifferentiability, approximate differentiability. The short answers to the above problems are that (a) under adequate assumptions on the cost function, $\psi$ will be differentiable out of a very small set (of codimension at least 1); (b) $c$ will be superdifferentiable because it derives from a Lagrangian, and subdifferentiable wherever $\psi$ itself is differentiable; (c) where it exists, $\nabla_x c$ will be injective because $c$ derives from a strictly convex Lagrangian.

The next three sections will be devoted to some basic reminders about differentiability and regularity in a nonsmooth context. For the convenience of the non-expert reader, I shall provide complete proofs of the most basic results about these issues. Conversely, readers who feel very comfortable with these notions can skip these sections.

**Differentiability and approximate differentiability**

Let us start with the classical definition of differentiability:

**Definition 10.1 (Differentiability).** Let $U \subset \mathbb{R}^n$ be an open set. A function $f : U \to \mathbb{R}$ is said to be differentiable at $x \in U$ if there exists
a vector $p \in \mathbb{R}^n$ such that
\[ f(z) = f(x) + \langle p, z - x \rangle + o(|z - x|) \quad \text{as} \quad z \to x. \]

Then the vector $p$ is uniquely determined; it is called the gradient of $f$ at $x$, and is denoted by $\nabla f(x)$; the map $w \to \langle p, w \rangle$ is the differential of $f$ at $x$.

If $U$ is an open set of a smooth Riemannian manifold $M$, $f : U \to \mathbb{R}$ is said to be differentiable at $x$ if it is so when expressed in a local chart around $x$; or equivalently if there is a tangent vector $p \in T_x M$ such that
\[ f(\exp_x w, x) = f(x) + \langle p, w \rangle + o(|w|) \quad \text{as} \quad w \to 0. \]

The vector $p$ is again denoted by $\nabla f(x)$.

Differentiability is a pointwise concept, which is not invariant under, say, change of Lebesgue equivalence class: If $f$ is differentiable or even $C^\infty$ everywhere, by changing it on a dense countable set we may obtain a function which is discontinuous everywhere, and a fortiori not differentiable. The next notion is more flexible in this respect, since it allows for modification on a negligible set. It relies on the useful concept of density. Recall that a measurable set $A$ in $\mathbb{R}^n$, or in a Riemannian manifold, has density 1 at almost all of its points.

**Definition 10.2 (Approximate differentiability).** Let $U$ be an open set of a Riemannian manifold $M$, and let $f : U \to \mathbb{R} \cup \{\pm \infty\}$ be a measurable function. Then $f$ is said to be approximately differentiable at $x \in U$ if there is a measurable function $\tilde{f} : U \to \mathbb{R}$, differentiable at $x$, such that the set $\{\tilde{f} = f\}$ has density 1 at $x$; in other words,
\[ \lim_{r \to 0} \frac{\text{vol} \left[ \{ z \in B_r(x); f(z) = \tilde{f}(z) \} \right]}{\text{vol} [B_r(x)]} = 1. \]

Then one defines the approximate gradient of $f$ at $x$ by the formula
\[ \nabla f(x) = \nabla \tilde{f}(x). \]
Proof that $\tilde{\nabla} f(x)$ is well-defined. Since this concept is local and invariant by diffeomorphism, it is sufficient to treat the case when $U$ is a subset of $\mathbb{R}^n$.

Let $\tilde{f}_1$ and $\tilde{f}_2$ be two measurable functions on $U$ which are both differentiable at $x$ and coincide with $f$ on a set of density 1. The problem is to show that $\nabla \tilde{f}_1(x) = \nabla \tilde{f}_2(x)$.

For each $r > 0$, let $Z_r$ be the set of points in $B_r(x)$ where either $f(x) \neq \tilde{f}_1(x)$ or $f(x) \neq \tilde{f}_2(x)$. It is clear that vol [$Z_r$] = $o(\text{vol} [B_r(x)])$.

Since $\tilde{f}_1$ and $\tilde{f}_2$ are continuous at $x$, one can write

$$f(x) - \tilde{f}_1(x) = \int_{B_r(x)} f(z) - \tilde{f}_1(z) \, dz = \int_{B_r(x) \setminus Z_r} f(z) - \tilde{f}_1(z) \, dz + \int_{Z_r} f(z) - \tilde{f}_1(z) \, dz.$$

So let $\tilde{f}(x)$ be the common value of $\tilde{f}_1$ and $\tilde{f}_2$ at $x$.

Next, for any $z \in B_r(x) \setminus Z_r$, one has

$$\left\{ \begin{array}{l}
\tilde{f}_1(z) = \tilde{f}(x) + \langle \nabla \tilde{f}_1(x), z - x \rangle + o(r), \\
\tilde{f}_2(z) = \tilde{f}(x) + \langle \nabla \tilde{f}_2(x), z - x \rangle + o(r),
\end{array} \right.$$ 

so

$$\langle \nabla \tilde{f}_1(x) - \nabla \tilde{f}_2(x), z - x \rangle = o(r).$$

Let $w := \nabla \tilde{f}_1(x) - \nabla \tilde{f}_2(x)$; the previous estimate reads

$$x \notin Z_r \implies \langle w, z - x \rangle = o(r). \quad (10.5)$$

If $w \neq 0$, then the set of $z \in B_r(x)$ such that $\langle w, z - x \rangle \geq r/2$ has measure at least $K \text{vol} [B_r(x)]$, for some $K > 0$. If $r$ is small enough, then $\text{vol} [Z_r] \leq (K/4) \text{vol} [B_r(x)] \leq (K/2) \text{vol} [B_r(x) \setminus Z_r]$, so

$$\text{vol} \left[ \left\{ z \in B_r(x) \setminus Z_r; \, \langle w, z - x \rangle \geq \frac{r}{2} \right\} \right] \geq \frac{K}{2} \text{vol} [B_r(x) \setminus Z_r].$$

Then (still for $r$ small enough),

$$\frac{\int_{B_r(x) \setminus Z_r} \langle w, z - x \rangle \, dy}{\text{vol} [B_r(x) \setminus Z_r]} \geq \frac{Kr}{4},$$
in contradiction with (10.5). The conclusion is that $w = 0$, which was the goal. \qed

### Regularity in a nonsmooth world

Regularity is a loose concept about the control of “how fast” a function varies. In the present section I shall review some notions of regularity which apply in a nonsmooth context, and act as a replacement for, say, $C^1$ or $C^2$ regularity bounds.

**Definition 10.3 (Lipschitz continuity).** Let $U \subset \mathbb{R}^n$ be open, and let $f : U \to \mathbb{R}$ be given. Then:

(i) $f$ is said to be Lipschitz if there exists $L < \infty$ such that

$$\forall x, z \in U, \quad |f(z) - f(x)| \leq L|z - x|.$$  

(ii) $f$ is said to be locally Lipschitz if, for any $x_0 \in U$, there is a neighborhood $O$ of $x_0$ in which $f$ is Lipschitz.

If $U$ is an open subset of a Riemannian manifold $M$, then $f : U \to \mathbb{R}$ is said to be locally Lipschitz if it is so when expressed in local charts; or equivalently if $f$ is Lipschitz on any compact subset of $U$, equipped with the geodesic distance on $M$.

**Example 10.4.** Obviously, a $C^1$ function is locally Lipschitz, but the converse is not true (think of $f(x) = |x|$).

**Definition 10.5 (Subdifferentiability, superdifferentiability).** Let $U$ be an open set of $\mathbb{R}^n$, and $f : U \to \mathbb{R}$ a function. Then:

(i) $f$ is said to be subdifferentiable at $x$, with subgradient $p$, if

$$f(z) \geq f(x) + \langle p, z - x \rangle + o(|z - x|).$$

The convex set of all subgradients $p$ at $x$ will be denoted by $\nabla^{-} f(x)$.

(ii) $f$ is said to be uniformly subdifferentiable in $U$ if there is a continuous function $\omega : \mathbb{R}_+ \to \mathbb{R}_+$, such that $\omega(r) = o(r)$ as $r \to 0$, and

$$\forall x \in U \quad \exists p \in \mathbb{R}^n; \quad f(z) \geq f(x) + \langle p, z - x \rangle - \omega(|z - x|).$$
(iii) $f$ is said to be locally subdifferentiable (or locally uniformly subdifferentiable) in $U$ if each $x_0 \in U$ admits a neighborhood on which $f$ is uniformly subdifferentiable.

If $U$ is an open set of a smooth manifold $M$, a function $f : U \to \mathbb{R}$ is said to be subdifferentiable at some point $x$ (resp. locally subdifferentiable in $U$) if it is so when expressed in local charts.

Corresponding notions of superdifferentiability and supergradients are obtained in an obvious way by just reversing the signs of the inequalities. The convex set of supergradients for $f$ at $x$ is denoted by $\nabla^+ f(x)$.

**Examples 10.6.** If $f$ has a minimum at $x_0 \in U$, then $0$ is a subgradient of $f$ at $x_0$, whatever the regularity of $f$. If $f$ has a subgradient $p$ at $x$ and $g$ is smooth, then $f + g$ has a subgradient $p + \nabla g(x)$ at $x$. If $f$ is convex in $U$, then it is (uniformly) subdifferentiable at every point in $U$, by the well-known inequality

$$f(z) \geq f(x) + \langle p, z - x \rangle,$$

which holds true as soon as $p \in \partial f(x)$ and $[x, y] \subset U$. If $f$ is the sum of a convex function and a smooth function, then it is also uniformly subdifferentiable.

It is obvious that differentiability implies both subdifferentiability and superdifferentiability. The converse is true, as shown by the next statement.

**Proposition 10.7 (Sub- and superdifferentiability imply differentiability).** Let $U$ be an open set of a smooth Riemannian manifold $M$, and let $f : U \to \mathbb{R}$ be a function. Then $f$ is differentiable at $x$ if and only if it is both subdifferentiable and superdifferentiable there; and then

$$\nabla^- f(x) = \nabla^+ f(x) = \{ \nabla f(x) \}.$$

**Proof of Proposition 10.7.** The only nontrivial implication is that if $f$ is both subdifferentiable and superdifferentiable, then it is differentiable. Since this statement is local and invariant by diffeomorphism, let us pretend that $U \subset \mathbb{R}^n$. So let $p \in \nabla^- f(x)$ and $q \in \nabla^+ f(x)$; then

$$f(z) - f(x) \geq \langle p, z - x \rangle + o(|z - x|);$$
\[ f(z) - f(x) \leq \langle q, z - x \rangle + o(|z - x|). \]

This implies \( \langle p - q, z - x \rangle \leq o(|z - x|) \), which means

\[ \lim_{z \to x; z \neq x} \left( p - q, \frac{z - x}{|z - x|} \right) = 0. \]

Since the unit vector \((z - x)/|z - x|\) can take arbitrary fixed values in the unit sphere as \( z \to x \), it follows that \( p = q \). Then

\[ f(z) - f(x) = \langle p, z - x \rangle + o(|z - x|), \]

which means that \( f \) is indeed differentiable at \( x \). This also shows that \( p = q = \nabla f(x) \), and the proof is complete. \( \square \)

The next proposition summarizes some of the most important results about the links between regularity and differentiability:

**Theorem 10.8 (Regularity and differentiability almost everywhere).** Let \( U \) be an open subset of a smooth Riemannian manifold \( M \), and let \( f : U \to \mathbb{R} \) be a function. Let \( n \) be the dimension of \( M \). Then:

(i) If \( f \) is continuous, then it is subdifferentiable on a dense subset of \( U \), and also superdifferentiable on a dense subset of \( U \).

(ii) If \( f \) is locally Lipschitz, then it is differentiable almost everywhere (with respect to the volume measure).

(iii) If \( f \) is locally subdifferentiable (resp. locally superdifferentiable), then it is locally Lipschitz and differentiable out of a countably \((n - 1)\)-rectifiable set. Moreover, the set of differentiability points coincides with the set of points where there is a unique subgradient (resp. supergradient). Finally, \( \nabla f \) is continuous on its domain of definition.

**Remark 10.9.** Statement (ii) is known as **Rademacher’s theorem**. The conclusion in statement (iii) is stronger than differentiability almost everywhere, since an \((n - 1)\)-rectifiable set has dimension \( n - 1 \), and is therefore negligible. In fact, as we shall see very soon, the local subdifferentiability property is stronger than the local Lipschitz property. Reminders about the notion of countable rectifiability are provided in the Appendix.

**Proof of Theorem 10.8.** First we can cover \( U \) by a countable collection of small open sets \( U_k \), each of which is diffeomorphic to an open subset
$O_k$ of $\mathbb{R}^n$. Then, since all the concepts involved are local and invariant under diffeomorphism, we may work in $O_k$. So in the sequel, I shall pretend that $U$ is a subset of $\mathbb{R}^n$.

Let us start with the proof of (i). Let $f$ be continuous on $U$, and let $V$ be an open subset of $U$; the problem is to show that $f$ admits at least one point of subdifferentiability in $V$. So let $x_0 \in V$, and let $r > 0$ be so small that $\overline{B(x_0, r)} \subset V$. Let $B = B(x_0, r)$, let $\varepsilon > 0$ and let $g$ be defined on $\overline{B}$ by $g(x) := f(x) + |x - x_0|^2/\varepsilon$. Since $f$ is continuous, $g$ attains its minimum on $\overline{B}$. But $g$ on $\partial B$ is bounded below by $r^2/\varepsilon - M$, where $M$ is an upper bound for $|f|$ on $\overline{B}$. If $\varepsilon < r^2/(2M)$, then $g(x_0) = f(x_0) \leq M < r^2/\varepsilon - M \leq \inf_{\partial B} g$; so $g$ cannot achieve its minimum on $\partial B$, and has to achieve it at some point $x_1 \in B$. Then $g$ is subdifferentiable at $x_1$, and therefore $f$ also. This establishes (i).

The other two statements are more tricky. Let $f : U \to \mathbb{R}$ be a Lipschitz function. For $v \in \mathbb{R}^n$ and $x \in U$, define

$$D_v f(x) := \lim_{t \to 0} \frac{f(x + tv) - f(x)}{t},$$

provided that this limit exists. The problem is to show that for almost any $x$, there is a vector $p(x)$ such that $D_v f(x) = \langle p(x), v \rangle$ and the limit in (10.6) is uniform in, say, $v \in S^{n-1}$. Since the functions $|f(x + tv) - f(x)|/t$ are uniformly Lipschitz in $v$, it is enough to prove the pointwise convergence (that is, the mere existence of $D_v f(x)$), and then the limit will automatically be uniform by Ascoli’s theorem. So the goal is to show that for almost any $x$, the limit $D_v f(x)$ exists for any $v$, and is linear in $v$.

It is easily checked that:

(a) $D_v f(x)$ is homogeneous in $v$: $D_v t f(x) = t D_v f(x)$;

(b) $D_v f(x)$ is a Lipschitz function of $v$ on its domain: in fact, $|D_v f(x) - D_w f(x)| \leq L|v - w|$, where $L = \|f\|_{\mathrm{Lip}}$;

(c) If $D_w f(x) \to \ell$ as $w \to v$, then $D_v f(x) = \ell$; this comes from the estimate

$$\sup_t \left| \left( \frac{f(x + tv) - f(x)}{t} \right) - \left( \frac{f(x + tv_k) - f(x)}{t} \right) \right| \leq \|f\|_{\mathrm{Lip}} |v - v_k|.$$
let $L_{x_0} = x_0 + \mathbb{R}v$ be the line parallel to $v$, passing through $x_0$. The nonexistence of $D_v f(x)$ at $x = x_0 + t_0 v$ is equivalent to the nondifferentiability of $t \mapsto f(x + tv)$ at $t = t_0$. Since $t \mapsto f(x + tv)$ is Lipschitz $\mathbb{R} \to \mathbb{R}$, it follows from a well-known result of real analysis that it is differentiable for $\lambda_1$-almost all $t \in \mathbb{R}$, where $\lambda_1$ stands for the one-dimensional Lebesgue measure. So $\lambda_1[A_v \cap L_{x_0}] = 0$. Then by Fubini’s theorem, $\lambda_n[A_v] = \int_{\mathbb{R}} \lambda_1[A_v \cap L_{x_0}] dx_0 = 0$, where $\lambda_n$ is the $n$-dimensional Lebesgue measure, and this proves the claim.

The problem consists in extending the function $D_v f$ into a linear (not just homogeneous) function of $v$. Let $v \in \mathbb{R}^n$, and let $\zeta$ be a smooth compactly supported function. Then, by the dominated convergence theorem,

$$\zeta * D_v f(x) = \int \zeta(x - y) \lim_{t \to 0} \frac{f(y + tv) - f(y)}{t} \, dy$$

$$= \lim_{t \to 0} \frac{1}{t} \int \zeta(x - y) [f(y + tv) - f(y)] \, dy$$

$$= \lim_{t \to 0} \frac{1}{t} \int [\zeta(x - y + tv) - \zeta(x - y)] \, f(y) \, dy$$

$$= \int \langle \nabla \zeta(x - y), v \rangle \, f(y) \, dy.$$ (Note that $\zeta * D_v f$ is well-defined for any $x$, even if $D_v f$ is defined only for almost all $x$.) So $\zeta * D_v f$ depends linearly on $v$. In particular, if $v$ and $w$ are any two vectors in $\mathbb{R}^n$, then

$$\zeta * [D_{v+w} f - D_v f - D_w f] = 0.$$ Since $\zeta$ is arbitrary, it follows that

$$D_v f(x) + D_w f(x) = D_{v+w} f(x) \quad (10.7)$$

for almost all $x \in \mathbb{R}^n \setminus (A_v \cap A_w \cap A_{v+w})$, that is, for almost all $x \in \mathbb{R}^n$.

Now it is easy to conclude. Let $B_{v,w}$ be the set of all $x \in \mathbb{R}^n$ such that $D_v f(x)$, $D_w f(x)$ or $D_{v+w} f(x)$ is not well-defined, or (10.7) does not hold true. Let $(v_k)_{k \in \mathbb{N}}$ be a dense sequence in $\mathbb{R}^n$, and let $B := \bigcup_{j,k \in \mathbb{N}} B_{v_j,v_k}$. Then $B$ is still Lebesgue-negligible, and for each $x \notin B$ we have

$$D_{v_j + v_k} f(x) = D_{v_j} f(x) + D_{v_k} f(x). \quad (10.8)$$

Since $D_v f(x)$ is a Lipschitz continuous function of $v$, it can be extended uniquely into a Lipschitz continuous function, defined for all $x \notin B$
and \( v \in \mathbb{R}^n \), which turns out to be \( D_v f(x) \) in view of Property (c). By passing to the limit in (10.8), we see that \( D_v f(x) \) is an additive function of \( v \). We already know that it is a homogeneous function of \( v \), so it is in fact linear. This concludes the proof of (ii).

Next let us turn to the proof of (iii). Before going on, I shall first explain in an informal way the main idea of the proof of statement (iii). Suppose for simplicity that we are dealing with a convex function in \( \mathbb{R}^n \). If \( p \) lies in the subdifferential \( \partial \psi(x) \) of \( \psi \) at \( x \), then for all \( z \in \mathbb{R}^n \),

\[
\psi(z) \geq \psi(x) + \langle p, z - x \rangle.
\]

In particular, if \( p \in \partial \psi(x) \) and \( p' \in \partial \psi(x') \), then

\[
\langle p - p', x - x' \rangle \geq 0.
\]

If \( \psi \) is not differentiable at \( x \), this means that the convex set \( \partial \psi(x) \) is not a single point, so it should contain a line segment \([p, p'] \subset \mathbb{R}^n\). For these heuristic explanations, let us fix \( p \) and \( p' \), and let \( \Sigma \) be the set of all \( x \in \mathbb{R}^n \) such that \([p, p'] \subset \partial \psi(x)\). Then \( \langle p - p', x - x' \rangle \geq 0 \) for all \( x, x' \in \Sigma \). By exchanging the roles of \( p \) and \( p' \), we see that actually \( \langle p - p', x - x' \rangle = 0 \). This implies that \( \Sigma \) is included in a single hyperplane, orthogonal to \( p - p' \); in particular its dimension is at most \( n - 1 \).

The rigorous argument can be decomposed into six steps. In the sequel, \( \psi \) will stand for a locally subdifferentiable function.

**Step 1:** \( \psi \) is locally semiconvex. Without loss of generality, we may assume that \( \omega(r)/r \) is nondecreasing continuous (otherwise replace \( \omega(r) \) by \( \overline{\omega}(r) = r \sup\{\omega(s)/s; s \leq r\} \) which is a nondecreasing continuous function of \( r \); then \( \omega(tr) \leq t \omega(r) \).

Let \( x_0 \in U \), let \( V \) be a convex neighborhood of \( x_0 \) in \( U \). Let \( x, y \in V \), \( t \in [0, 1] \) and \( p \in \nabla^- \psi((1-t)x + ty) \). Then

\[
\psi(x) \geq \psi((1-t)x + ty) + \langle t(x-y), p \rangle - t \omega(x-y) \quad (10.9)
\]

\[
\psi(y) \geq \psi((1-t)x + ty) + \langle (1-t)(y-x), p \rangle - (1-t) \omega(x-y) \quad (10.10)
\]

Take the linear combination of (10.9) and (10.10) with respective coefficients \((1-t)\) and \( t \); the result is

\[
\psi((1-t)x + ty) \leq (1-t) \psi(x) + t \psi(y) + 2t(1-t) \omega(|x-y|). \quad (10.11)
\]
Step 2: \( \psi \) is locally bounded above. Let \( x_0 \in U \), let \( x_1, \ldots, x_N \in U \) be such that the convex hull \( C \) of \((x_1, \ldots, x_N)\) is a neighborhood of \( x_0 \) \((N = 2n \) will do\). Any point of \( C \) can be written as \( \sum \alpha_i x_i \) where \( 0 \leq \alpha_i \leq 1 \), \( \sum \alpha_i = 1 \). By (10.11) and finite induction,

\[
\psi\left(\sum \alpha_i x_i\right) \leq \sum \alpha_i \psi(x_i) + 2^N \max_{ij} \alpha_i \psi(|x_i - x_j|);
\]

so \( \psi \) is bounded above on \( C \), and therefore in a neighborhood of \( x_0 \).

Step 3: \( \psi \) is locally bounded below. Let \( x_0 \in U \), let \( V \) be a neighborhood of \( x_0 \) on which \( \psi \) is bounded above, and let \( B = B_2(x_0) \), where \( r \) is such that \( B_r(x_0) \subset V \). For any \( x \in B \), let \( y = 2x_0 - x \); then \(|x - y| = |x_0 - x| < r \), so \( y \in B \), and

\[
\psi(x_0) = \psi\left(\frac{x + y}{2}\right) \leq \frac{1}{2} \left[ \psi(x) + \psi(y) \right] + \frac{\omega(|x - y|)}{2};
\]

Since \( \psi(x_0) \) is fixed and \( \psi(y) \) is bounded above, it follows that \( \psi(x) \) is bounded below for \( x \in B \).

Step 4: \( \psi \) is locally Lipschitz. Let \( x_0 \in U \), let \( V \) be a neighborhood of \( x_0 \) on which \(|\psi| \leq M < +\infty \), and let \( r > 0 \) be such that \( B_r(x_0) \subset V \). For any \( y, y' \in B_{r/2}(x_0) \), we can write \( y' = (1 - t)y + tz \), where \( t = |y - y'|/r \), so \( z = (y - y')/t + y \in B_r(x_0) \) and \(|y - z| = r \). Then \( \psi(y') \leq (1 - t) \psi(y) + t \psi(z) + 2t(1 - t) \omega(|y - z|) \), so

\[
\frac{\psi(y') - \psi(y)}{|y - y'|} = \frac{\psi(y') - \psi(y)}{t|y - z|} \leq \frac{\psi(y) - \psi(z)}{|y - z|} + \frac{2\omega(|y - z|)}{|y - z|} \leq \frac{2M}{r} + \frac{2\omega(r)}{r}.
\]

Thus the ratio \( |\psi(y') - \psi(y)|/|y' - y| \) is uniformly bounded above in \( B_{r/2}(x_0) \). By symmetry (exchange \( y \) and \( y' \)), it is also uniformly bounded below, and \( \psi \) is Lipschitz on \( B_{r/2}(x_0) \).

Step 5: \( \nabla^- \psi \) is continuous. This means that if \( p_k \in \nabla^- \psi(x_k) \) and \((x_k, p_k) \to (x, p) \) then \( p \in \nabla^- \psi(x) \). To prove this, it suffices to pass to the limit in the inequality

\[
\psi(z) \geq \psi(x_k) + \langle p_k, z - x_k \rangle - \omega(|z - x_k|).
\]

Step 6: \( \psi \) is differentiable out of an \((n - 1)\)-dimensional set. Indeed, let \( \Sigma \) be the set of points \( x \) such that \( \nabla^- \psi(x) \) is not reduced to a
single element. Since $\nabla^- \psi(x)$ is a convex set, for each $x \in \Sigma$ there is a nontrivial segment $[p, p'] \subset \nabla^- \psi(x)$. So

$$\Sigma = \bigcup_{\ell \in \mathbb{N}} \Sigma^{(\ell)},$$

where $\Sigma^{(\ell)}$ is the set of points $x$ such that $\nabla^- \psi(x)$ contains a segment $[p, p']$ of length $1/\ell$ and $|p| \leq \ell$. To conclude, it is sufficient to show that each $\Sigma^{(\ell)}$ is countably $(n-1)$-rectifiable, and for that it is sufficient to show that for each $x \in \Sigma^{(\ell)}$ the dimension of the tangent cone $T_x \Sigma^{(\ell)}$ is at most $n - 1$ (Theorem 10.48(i) in the First Appendix).

So let $x \in \Sigma^{(\ell)}$, and let $q \in T_x \Sigma^{(\ell)}$, $q \neq 0$. By assumption, there is a sequence $x_k \in \Sigma^{(\ell)}$ such that

$$\frac{x_k - x}{t_k} \rightarrow q.$$

In particular $|x - x_k|/t_k$ converges to the finite, nonzero limit $|q|$.

For any $k \in \mathbb{N}$, there is a segment $[p_k, p'_k]$, of length $\ell^{-1}$, that is contained in $\nabla^- \psi(x_k)$; and $|p_k| \leq \ell$, $|p'_k| \leq \ell + \ell^{-1}$. By compactness, up to extraction of a subsequence one has $x_k \rightarrow x$, $p_k \rightarrow p$, $p'_k \rightarrow p'$, $|p - p'| = \ell^{-1}$. By continuity of $\nabla^- \psi$, both $p$ and $p'$ belong to $\nabla^- \psi(x)$. Then the two inequalities

$$\begin{cases}
\psi(x) \geq \psi(x_k) + \langle p'_k, x - x_k \rangle - \omega(|x - x_k|) \\
\psi(x_k) \geq \psi(x) + \langle p, x_k - x \rangle - \omega(|x - x_k|)
\end{cases}$$

combine to yield

$$\langle p - p'_k, x - x_k \rangle \geq -2 \omega(|x - x_k|).$$

So

$$\left\langle p - p'_k, \frac{x - x_k}{t_k} \right\rangle \geq -2 \frac{\omega(|x - x_k|)}{|x - x_k|} \frac{|x - x_k|}{t_k}. $$

Passing to the limit, we find

$$\langle p - p', q \rangle \geq 0.$$

But the roles of $p$ and $p'$ can be exchanged, so actually

$$\langle p - p', q \rangle = 0.$$
Since \( p - p' \) is nonzero, this means that \( q \) belongs to the hyperplane \((p - p')^\perp\). So for each \( x \in \Sigma^{(\ell)} \), the tangent cone \( T_x \Sigma^{(\ell)} \) is included in a hyperplane.

To conclude the proof of (iii), it only remains to prove the equivalence between differentiability and unique subdifferentiability. If \( x \) is a differentiability point of \( \psi \), then we know from Proposition 10.7 that there is a unique subgradient of \( f \) at \( x \). Conversely, assume that \( x \) is such that \( \nabla^- \psi(x) = \{p\} \). Let \((x_k)_{k \in \mathbb{N}}\) be a dense sequence in a neighborhood of \( x \); for each \( k \in \mathbb{N} \), let \( p_k \in \nabla^- \psi(x_k) \). By definition of subdifferentiability,

\[
\psi(x) \geq \psi(x_k) + \langle p_k, x - x_k \rangle - \omega(|x - x_k|) = \psi(x_k) + \langle p, x - x_k \rangle + \langle p_k - p, x - x_k \rangle - \omega(|x - x_k|).
\]

The continuity of \( \nabla^- \psi \) imposes \( p_k \to p \) as \( x_k \to x \); it follows that \( \psi(x) \geq \psi(x_k) + \langle p, x - x_k \rangle - o(|x - x_k|) \). By density,

\[
\psi(x) \geq \psi(y) + \langle p, x - y \rangle - o(|x - y|) \quad \text{as } y \to x.
\]

This shows that \( p \in \nabla^+ \psi(x) \); then by Proposition 10.7, \( p = \nabla \psi(x) \) and the proof is finished. \( \square \)

**Semiconvexity and semiconcavity**

Convexity can be expressed without any reference to smoothness, yet it implies a lower bound on the Hessian. In nonsmooth analysis, convexity-type estimates are often used as a replacement for second-order derivative bounds. In this respect the notion of semiconvexity is extremely convenient.

**Definition 10.10 (Semiconvexity).** Let \( U \) be an open set of a smooth Riemannian manifold and let \( \omega : \mathbb{R}_+ \to \mathbb{R}_+ \) be continuous, such that \( \omega(r) = o(r) \) as \( r \to 0 \). A function \( f : U \to \mathbb{R} \cup \{+\infty\} \) is said to be semiconvex with modulus \( \omega \) if, for any constant-speed geodesic path \((\gamma_t)_{0 \leq t \leq 1}\), whose image is included in \( U \),

\[
f(\gamma_t) \leq (1 - t)f(\gamma_0) + tf(\gamma_1) + t(1 - t)\omega(d(\gamma_0, \gamma_1)). \quad (10.12)
\]
It is said to be locally semiconvex if for each \( x_0 \in U \) there is a neighborhood \( V \) of \( x_0 \) in \( U \) such that (10.12) holds true as soon as \( \gamma_0, \gamma_1 \in V \); or equivalently if (10.12) holds true for some fixed modulus \( \omega_K \) as long as \( \gamma \) stays in a compact subset \( K \) of \( U \).

Similar definitions for semiconcavity and local semiconcavity are obtained in an obvious way by reversing the sign of the inequality in (10.12).

Example 10.11. In \( \mathbb{R}^n \), semiconvexity with modulus \( \omega \) means that for any \( x, y \) in \( \mathbb{R}^n \) and for any \( t \in [0, 1] \),

\[
f((1-t)x + ty) \leq (1-t)f(x) + tf(y) + t(1-t)\omega(|x-y|).
\]

When \( \omega = 0 \) this is the usual notion of convexity. In the case \( \omega(r) = Cr^2/2 \), there is a differential characterization of semiconvexity in terms of Hessian matrices: \( f : \mathbb{R}^n \to \mathbb{R} \) is semiconvex with modulus \( \omega(r) = Cr^2/2 \) if and only if \( \nabla^2 f \geq -CI_n \). (If \( f \) is not twice differentiable, then \( \nabla^2 f \) should be interpreted as the distributional gradient.)

A well-known theorem states that a convex function is subdifferentiable everywhere in the interior of its domain. The next result generalizes this property to semiconvex functions.

Proposition 10.12 (Local equivalence of semiconvexity and subdifferentiability). Let \( M \) be a smooth complete Riemannian manifold. Then:

(i) If \( \psi : M \to \mathbb{R} \cup \{+\infty\} \) is locally semiconvex, then it is locally subdifferentiable in the interior of its domain \( D := \psi^{-1}(\mathbb{R}) \); and \( \partial D \) is countably \((n-1)\)-rectifiable;

(ii) Conversely, if \( U \) is an open subset of \( M \), and \( \psi : U \to \mathbb{R} \) is locally subdifferentiable, then it is also locally semiconvex.

Similar statements hold true with “subdifferentiable” replaced by “superdifferentiable” and “semiconvex” replaced by “semiconcave”.

Remark 10.13. This proposition implies that local semiconvexity and local subdifferentiability are basically the same. But there is also a global version of semiconvexity.

Remark 10.14. We already proved part of Proposition 10.12 in the proof of Theorem 10.8 when \( M = \mathbb{R}^n \). Since the concept of semiconvexity is not invariant by diffeomorphism (unless this diffeomorphism is an isometry), we’ll have to redo the proof.
Proof of Proposition 10.12. For each \( x_0 \in M \), let \( O_{x_0} \) be an open neighborhood of \( x_0 \). There is an open neighborhood \( V_{x_0} \) of \( x_0 \) and a continuous function \( \omega = \omega_{x_0} \) such that (10.12) holds true for any geodesic whose image is included in \( V_{x_0} \). The open sets \( O_{x_0} \cap V_{x_0} \) cover \( M \) which is a countable union of compact sets; so we may extract from this family a countable covering of \( M \). If the property is proven in each \( O_{x_0} \cap V_{x_0} \), then the conclusion will follow. So it is sufficient to prove (i) in any arbitrarily small neighborhood of any given point \( x_0 \). In the sequel, \( U \) will stand for such a neighborhood.

Let \( D = \psi^{-1}(\mathbb{R}) \). If \( x_0, x_1 \in D \cap U \), and \( \gamma \) is a geodesic joining \( x_0 \) to \( x_1 \), then \( \psi(\gamma_t) \leq (1 - t) \psi(\gamma_0) + t \psi(\gamma_1) + t(1 - t) \omega(d(\gamma_0, \gamma_1)) \) is finite for all \( t \in [0, 1] \). So \( D \) is geodesically convex.

If \( U \) is small enough, then (a) any two points in \( U \) are joined by a unique geodesic; (b) \( U \) is isometric to a small open subset \( V \) of \( \mathbb{R}^n \) equipped with some Riemannian distance \( d \). Since the property of (geodesic) semiconvexity is invariant by isometry, we may work in \( V \) equipped with the distance \( d \). If \( x \) and \( y \) are two given points in \( V \), let \( m(x, y) \) stand for the midpoint (with respect to the geodesic distance \( d \)) of \( x \) and \( y \). Because \( d \) is Riemannian, one has

\[
m(x, y) = \frac{x + y}{2} + o(|x - y|).
\]

Then let \( x \in V \) and let \( T_x D \) be the tangent cone of \( D \) at \( x \). If \( p, p' \) are any two points in \( T_x D \), there are sequences \( x_k \to x \), \( t_k \to 0 \), \( x'_k \to x \), \( t'_k \to 0 \) such that

\[
\frac{x_k - x}{t_k} \to p, \quad \frac{x'_k - x}{t'_k} \to p'.
\]

Then \( m(x_k, x'_k) \in D \) and \( m(x_k, x'_k) = (x_k + x'_k)/2 + o(|x_k - x'_k|) = x + t_k (p_k + p'_k)/2 + o(t_k) \), so

\[
\frac{p + p'}{2} = \lim_{k \to \infty} \frac{m(x_k, x'_k) - x}{t_k} \in T_x D.
\]

Thus \( T_x D \) is a convex cone. This leaves two possibilities: either \( T_x D \) is included in a half-space, or it is the whole of \( \mathbb{R}^n \).

Assume that \( T_x D = \mathbb{R}^n \). If \( C \) is a small (Euclidean) cube of side \( 2r \), centered at \( x_0 \), for \( r \) small enough any point in a neighborhood of \( x_0 \) can be written as a combination of barycenters of the vertices \( x_1, \ldots, x_N \) of \( C \), and all these barycenters will lie within a ball of radius \( 2r \) centered
at \( x_0 \). (Indeed, let \( C_0 \) stand for the set of the vertices of the cube \( C \), then \( C_0 = \{ x^{(e)}; \ v \in \{ \pm 1 \}^n \} \), where \( x^{(e)} = x_0 + r \sum \varepsilon_j e_j \), \( (e_j)_{1 \leq j \leq n} \) being the canonical basis of \( \mathbb{R}^n \). For each \( \varepsilon \in \{ \pm 1 \}^{n-1} \), let \( C_{1}^{(e)} \) be the union of geodesic segments \( [x^{(e,-1)}, x^{(e,1)}] \). Then for \( \varepsilon \in \{ \pm 1 \}^{n-2} \) let \( C_{2}^{(e)} \) be the union of geodesic segments between an element of \( C_{1}^{(e,-1)} \) and an element of \( C_{1}^{(e,1)} \); etc. After \( n \) operations we have a simply connected set \( C_n \) which asymptotically coincides with the whole (solid) cube as \( r \to 0 \); so it is a neighborhood of \( x_0 \) for \( r \) small enough.) Then in the interior of \( C \), \( \psi \) is bounded above by \( \max \{ \psi(x_1), \ldots, \psi(x_N) \} + \sup \{ \omega(s); s \leq 4r \} \). This shows at the same time that \( x_0 \) lies in the interior of \( D \), and that \( \psi \) is bounded above around \( x_0 \).

In particular, if \( x \in \partial D \), then \( T_x D \) cannot be \( \mathbb{R}^n \), so it is included in a half space. By Theorem 10.48(ii) in the Appendix, this implies that \( \partial D \) is countably \((n-1)\)-rectifiable.

In the sequel, \( x_0 \) will be an interior point of \( D \) and we shall show that \( \psi \) is locally subdifferentiable around \( x_0 \). We have just seen that \( \psi \) is bounded above in a neighborhood of \( x_0 \); we shall now see that it is also bounded below. Let \( B = B_{r}(x_0) \); if \( r > 0 \) is sufficiently small then for any \( y \in B \) there is \( y' \in B \) such that the midpoint of \( y \) and \( y' \) is \( x_0 \). (Indeed, take the geodesic \( \gamma \) starting from \( y \) and going to \( x_0 \), say \( \gamma(t) = \exp_{x_0}(tv), 0 \leq t \leq 1 \), and extend it up to time 2, set \( y' = \exp_{x_0}(2tv) \in B \). If \( B \) is small enough the geodesic is automatically minimizing up to time 2, and \( x_0 = m(y, y') \).) Then \[
\psi(x_0) \leq \frac{1}{2} \left[ \psi(y) + \psi(y') \right] + \sup_{s \leq 2r} \omega(s) \text{.}
\]

Since \( x_0 \) is fixed and \( \psi(y') \) is bounded above, this shows that \( \psi(y) \) is bounded below as \( y \) varies in \( B \).

Next, let us show that \( \psi \) is locally Lipschitz. Let \( B \) be a neighborhood of \( x_0 \) in which \( |\psi| \) is bounded by \( M \). If \( r > 0 \) is small enough, then for any \( y, y' \in B_{r}(x_0) \) there is \( z = z(y, y') \in V \) such that \( y' = [y, z]_\lambda, \lambda = d(y, y')/4r \in [0, 1/2] \). (Indeed, choose \( r \) so small that all geodesics in \( B_{5r}(x_0) \) are minimizing, and \( B_{5r}(x_0) \subset V \). Given \( y \) and \( y' \), take the geodesic going from \( y \) to \( y' \), say \( \exp_{y}(tv), 0 \leq t \leq 1; \) extend it up to time \( t(\lambda) = 1/(1-\lambda) \), write \( z = \exp_{y}(t(\lambda) v) \). Then \( d(x_0, z) \leq d(x_0, y) + t(\lambda) d(y, y') \leq d(x_0, y) + 2 d(y, y') < 5r \).) So \[
\psi(y') \leq (1 - \lambda) \psi(y) + \lambda \psi(z) + \lambda(1 - \lambda) \omega(d(y, z)) \text{,}
\]

whence.
\[
\frac{\psi(y') - \psi(y)}{d(y, y')} = \frac{\psi(y') - \psi(y)}{\lambda d(y, z)} \leq \frac{\psi(z) - \psi(y)}{d(y, z)} + \frac{\omega(d(y, z))}{d(y, z)}. \tag{10.13}
\]

Since \(d(y, z) = d(y, y')/\lambda = 4r\), (10.13) implies
\[
\frac{\psi(y') - \psi(y)}{d(y, y')} \leq \frac{2M}{r} + \frac{\omega(r)}{r}.
\]

So the ratio \(\frac{\psi(y') - \psi(y)}{d(y, y')}\) is bounded above in \(B_{r}(x_0)\); by symmetry (exchange \(y\) and \(y'\)) it is also bounded below, and \(\psi\) is Lipschitz in \(B_r(x_0)\).

The next step consists in showing that there is a uniform modulus of subdifferentiability (at points of subdifferentiability!). More precisely, if \(\psi\) is subdifferentiable at \(x\), and \(p \in \nabla^- \psi(x)\), then for any \(w \neq 0\), \(|w|\) small enough,
\[
\psi(\exp_x w) \geq \psi(x) + \langle p, w \rangle - \omega(|w|). \tag{10.14}
\]

Indeed, let \(\gamma(t) = \exp_x(tw), y = \exp_x w\), then for any \(t \in [0, 1]\),
\[
\psi(\gamma(t)) \leq (1 - t) \psi(x) + t \psi(y) + t(1 - t) \omega(|w|),
\]
so
\[
\frac{\psi(\gamma(t)) - \psi(x)}{t|w|} \leq \frac{\psi(y) - \psi(x)}{|w|} + (1 - t) \frac{\omega(|w|)}{|w|}.
\]

On the other hand, by subdifferentiability,
\[
\frac{\psi(\gamma(t)) - \psi(x)}{t|w|} \geq \frac{\langle p, tw \rangle}{t|w|} - \frac{\omega(t|w|)}{t|w|} = \frac{\langle p, w \rangle}{|w|} - \frac{o(t|w|)}{t|w|}.
\]

The combination of the two previous inequalities implies
\[
\frac{\langle p, w \rangle}{|w|} - \frac{o(t|w|)}{t|w|} \leq \frac{\psi(y) - \psi(x)}{|w|} + (1 - t) \frac{\omega(|w|)}{|w|}.
\]

The limit \(t \to 0\) gives (10.14). At the same time, it shows that for \(|w| \leq r\),
\[
\frac{\langle p, w \rangle}{|w|} \leq \|\psi\|_{\text{Lip}}(B_{2r}(x_0)) + \frac{\omega(r)}{r}.
\]

By choosing \(w = rp\), we conclude that \(|p|\) is bounded above, independently of \(x\). So \(\nabla^- \psi\) is locally bounded in the sense that there is a uniform bound on the norms of all elements of \(\nabla^- \psi(x)\) when \(x\) varies in a compact subset of the domain of \(\psi\).
At last we can conclude. Let \( x \) be interior to \( D \). By Theorem 10.8(i), there is a sequence \( x_k \to x \) such that \( \nabla^- \psi(x_k) \neq \emptyset \). For each \( k \in \mathbb{N} \), let \( p_k \in \nabla^- \psi(x_k) \). As \( k \to \infty \), there is a uniform bound on \( |p_k| \), so we may extract a subsequence such that \( p_k \to p \in \mathbb{R}^n \). For each \( x_k \), for each \( w \in \mathbb{R}^n \) small enough,

\[
\psi(\exp_{x_k} w) \geq \psi(x_k) + \langle p_k, w \rangle - \omega(|w|).
\]

Since \( \psi \) is continuous, we may pass to the limit as \( k \to \infty \) and recover (for \( |w| \) small enough)

\[
\psi(\exp_x w) \geq \psi(x) + \langle p, w \rangle - \omega(|w|).
\]

So \( \psi \) is uniformly subdifferentiable around \( x \), and the proof of (i) is complete.

Statement (ii) is much easier to prove and completely similar to an argument already used in the proof of Theorem 10.8(iii). Let \( x \in U \), and let \( V \) be a small neighborhood of \( x \), such that \( f \) is uniformly subdifferentiable in \( V \) with modulus \( \omega \). Without loss of generality, assume that \( \omega(r)/r \) is a nondecreasing function of \( r \); otherwise replace \( \omega(r) \) by \( \overline{\omega}(r) = r \sup \{ \omega(s)/s; \ 0 < s \leq r \} \). Let \( W \subset V \) be a neighborhood of \( x \), small enough that any two points \( y, y' \in W \) can be joined by a unique geodesic \( \gamma_{y,y'} \), whose image is contained in \( V \); by abuse of notation I shall write \( y' - y \) for the initial velocity of \( \gamma_{y,y'} \).

Then let \( \gamma \) be a geodesic such that \( \gamma_0, \gamma_1 \in V \); let \( t \in [0,1] \), and let \( p \in \nabla^- f(\gamma_t) \). It follows from the subdifferentiability that

\[
f(\gamma_1) \leq f(\gamma_t) + \langle p, \gamma_1 - \gamma_t \rangle + \omega(d(\gamma_t, \gamma_1)).
\]

Then since \( d(\gamma_t, \gamma_1) = (1 - t) d(\gamma_0, \gamma_1) \) and \( \omega(r)/r \) is nonincreasing,

\[
f(\gamma_1) \leq f(\gamma_t) + \langle p, \gamma_1 - \gamma_t \rangle + (1 - t) \omega(d(\gamma_0, \gamma_1)). \tag{10.15}
\]

Similarly,

\[
f(\gamma_0) \leq f(\gamma_t) + \langle p, \gamma_0 - \gamma_t \rangle + t \omega(d(\gamma_0, \gamma_1)). \tag{10.16}
\]

Now take the linear combination of (10.15) and (10.16) with coefficients \( t \) and \( 1 - t \): Since \( t(\gamma_1 - \gamma_t) + (1 - t)(\gamma_0 - \gamma_t) = 0 \) (in \( T_{\gamma_t} M \)), we recover

\[
(1 - t) f(\gamma_0) + t f(\gamma_1) - f(\gamma_t) \leq 2 t (1 - t) \omega(d(\gamma_0, \gamma_1)).
\]

This proves that \( f \) is semiconvex in \( W \). \( \square \)
Assumptions on the cost function

Let $M$ be a smooth complete connected Riemannian manifold, let $\mathcal{X}$ be a closed subset of $M$, let $\mathcal{Y}$ be an arbitrary Polish space, and let $c : M \times \mathcal{Y} \to \mathbb{R}$ be a continuous cost function. (Most of the time, we shall have $\mathcal{X} = M = \mathcal{Y}$.) I shall impose certain assumptions on the behavior of $c$ as a function of $x$, when $x$ varies in the interior (in $M$) of $\mathcal{X}$. They will be chosen from the following list (the notation $T_x S$ stands for tangent cone to $S$ at $x$, see Definition 10.46):

(Super) $c(x,y)$ is everywhere superdifferentiable as a function of $x$, for all $y$.

(Twist) On its domain of definition, $\nabla_x c(x, \cdot)$ is injective: if $x,y,y'$ are such that $\nabla_x c(x,y) = \nabla_x c(x,y')$, then $y = y'$.

(Lip) $c(x,y)$ is locally Lipschitz as a function of $x$, uniformly in $y$.

(SC) $c(x,y)$ is locally semiconcave as a function of $x$, uniformly in $y$.

(locLip) $c(x,y)$ is locally Lipschitz as a function of $x$, locally in $y$.

(locSC) $c(x,y)$ is locally semiconcave as a function of $x$, locally in $y$.

(H∞) For any $x$ and for any measurable set $S$ which does not “lie on one side of $x$” (in the sense that $T_x S$ is not contained in a half-space) there is a finite collection of elements $z_1, \ldots, z_k \in S$, and a small open ball $B$ containing $x$, such that for any $y$ outside of a compact set,

$$\inf_{w \in B} c(w,y) \geq \inf_{1 \leq j \leq k} c(z_j,y).$$

(H∞) For any $x$ and any neighborhood $U$ of $x$ there is a small ball $B$ containing $x$ such that

$$\lim_{y \to \infty} \sup_{w \in B} \inf_{z \in U} [c(z,y) - c(w,y)] = -\infty.$$

Our theorems of solvability of the Monge problem will be expressed in terms of these assumptions. (I will write $(H\infty)$ for the combination
Assumptions on the cost function. There are some obvious implications between them, in particular (locSC) implies (Super). Before going any further, I shall give some informal explanations about (H\(_\infty\))\(_1\) and (H\(_\infty\))\(_2\), which probably look obscure to the reader. Both of them are assumptions about the behavior of \(c(x,y)\) as \(y \to \infty\), therefore they are void if \(y\) varies in a compact set. They are essentially quantitative versions of the following statement: For any \(y\) it is possible to lower the cost to go from \(x\) to \(y\), by starting from a well-chosen point \(z\) close to \(x\). For instance, if \(c\) is a radially symmetric cost on \(\mathbb{R}^n \times \mathbb{R}^n\), then I would choose \(z\) very close to \(x\), “opposite to \(y\”).

In the rest of this section, I shall discuss some simple sufficient conditions for all these assumptions to hold true. The first result is that Conditions (Super), (Twist), (locLip) and (locSC) are satisfied by many Lagrangian cost functions.

**Proposition 10.15 (Properties of Lagrangian cost functions).** On a smooth Riemannian manifold \(M\), let \(c(x,y)\) be a cost function associated with a \(C^1\) Lagrangian \(L(x,v,t)\). Assume that any \(x,y \in M\) can be joined by at least one \(C^1\) minimizing curve. Then:

(i) For any \((x,y) \in M \times M\), and any \(C^1\) minimizing curve \(\gamma\) connecting \(x\) to \(y\), the tangent vector \(-\nabla_v L(x,\dot{\gamma}(0),0) \in T_x M\) is a supergradient for \(c(\cdot,y)\) at \(x\); in particular, \(c\) is superdifferentiable at \((x,y)\) as a function of \(x\).

(ii) If \(L\) is strictly convex as a function of \(v\), and minimizing curves are uniquely determined by their initial position and velocity, then \(c\) satisfies a twist condition: If \(c\) is differentiable at \((x,y)\) as a function of \(x\), then \(y\) is uniquely determined by \(x\) and \(\nabla_x c(x,y)\). Moreover,

\[
\nabla_x c(x,y) + \nabla_v L(x,\dot{\gamma}(0),0) = 0,
\]

where \(\gamma\) is the unique minimizing curve joining \(x\) to \(y\).

(iii) If \(L\) has the property that for any two compact sets \(K_0\) and \(K_1\), the velocities of minimizing curves starting in \(K_0\) and ending in \(K_1\) are uniformly bounded, then \(c\) is locally Lipschitz and locally semiconcave as a function of \(x\), locally in \(y\).

**Example 10.16.** Consider the case \(L(x,v,t) = |v|^2\). Then \(\nabla_v L = 2v\); and (i) says that \(-2v_0\) is a supergradient of \(d(\cdot,y)^2\) at \(x\), where \(v_0\) is the velocity used to go from \(x\) to \(y\). This is a generalization of the usual formula in Euclidean space:
\[ \nabla_x(|x - y|^2) = 2(x - y) = -2(y - x). \]

Also (ii) says that if \( d(x,y)^2 \) is differentiable at \((x,y)\) as a function of \(x\), then \(x\) and \(y\) are connected by a unique minimizing geodesic.\(^1\)

**Remark 10.17.** The requirements in (ii) and (iii) are fulfilled if the Lagrangian \( L \) is time-independent, \( C^2 \), strictly convex superlinear as a function of \( v \) (recall Example 7.5). But they also hold true for other interesting cases such as \( L(x,v,t) = |v|^{1+\alpha}, 0 < \alpha < 1 \).

**Remark 10.18.** Part (i) of Proposition 10.15 means that the behavior of the (squared) distance function is typical: if one plots \( c(x,y) \) as a function of \(x\), for fixed \(y\), one will always see upward-pointing crests as in Figure 10.1, never downward-pointing ones.

**Proof of Proposition 10.15.** The proof is based on the formula of first variation. Let \((x,y)\) be given, and let \( \gamma(t)_{0\leq t \leq 1} \) be a minimizing curve, \( C^1 \) as a function of \(t\), joining \(x\) to \(y\). Let \( \tilde{\gamma} \) be another curve, not necessarily minimizing, joining \(\tilde{x}\) to \(\tilde{y}\). Assume that \(\tilde{x}\) is very close to \(x\), so that there is a unique geodesic joining \(x\) to \(\tilde{x}\); by abuse of notation, I shall write \(\tilde{x} - x\) for the initial velocity of this geodesic. Similarly, let us assume that \(\tilde{y}\) is very close to \(y\).

Then let \(\tilde{x}\) be arbitrarily close to \(y\). By working in smooth charts, it is easy to construct a curve \(\tilde{\gamma}\) joining \(\tilde{\gamma}_0 = \tilde{x}\) to \(\tilde{\gamma}_1 = y\), in such a way that \(d(\gamma_t, \tilde{\gamma}_t) \leq d(x,\tilde{x})\). Then by (10.17),

\[ c(\tilde{x},y) \leq \mathcal{A}(\tilde{\gamma}) \leq c(x,y) - \langle \nabla_v L(x,v,0), \tilde{x} - x \rangle + \omega(|\tilde{x} - x|), \]

which proves (i).

\(^1\) As pointed out to me by Fathi, this implies (by Theorem 10.8(iii)) that \(d^2\) is also differentiable at \((x,y)\) as a function of \(y\)!
Now for the proof of (ii): If \( c(\cdot, y) \) is not only superdifferentiable but plainly differentiable, then by Proposition 10.7 there is just one supergradient, which is the gradient, so 
\[ -\nabla_v L(x, v, 0) = \nabla_x c(x, y). \]
Since \( L \) is strictly convex in the \( v \) variable, this equation determines \( v \) uniquely. By assumption, this in turn determines the whole geodesic \( \gamma \), and in particular \( y \).

Finally, let us consider (iii). When \( x \) and \( y \) vary in small balls, the velocity \( v \) along the minimizing curves will be bounded by assumption; so the function \( \omega \) will also be uniform. Then \( c(x, y) \) is locally superdifferentiable as a function of \( x \), and the conclusion comes from Proposition 10.12.

\[ \square \]

Proposition 10.15 is basically all that is needed to treat quite general cost functions on a compact Riemannian manifold. But for noncompact manifolds, it might be difficult to check Assumptions (Lip), (SC) or \((H_\infty)\). Here are a few examples where this can be done.

**Example 10.19.** Gangbo and McCann have considered cost functions of the form \( c(x, y) = c(x - y) \) on \( \mathbb{R}^n \times \mathbb{R}^n \), satisfying the following assumption: For any given \( r > 0 \) and \( \theta \in (0, \pi) \), if \( |y| \) is large enough then there is a cone \( K_{r, \theta}(y, e) \), with apex \( y \), direction \( e \), height \( r \) and angle \( \theta \), such that \( c \) takes its maximum on \( K_{r, \theta}(y, e) \) at \( y \). Let us check briefly that this assumption implies \((H_\infty)\). (The reader who feels that both assumptions are equally obscure may very well skip this and jump directly to Example 10.20.) Let \( x \) and \( S \) be given such that \( T_x S \) is included in no half-space. So for each direction \( e \in S^{n-1} \) there are points \( z_+ \) and \( z_- \) in \( S \), each of which lies on one side of the hyperplane passing through \( z \) and orthogonal to \( e \). By a compactness argument, one can find a finite collection of points \( z_1, \ldots, z_k \) in \( S \), an angle \( \theta < \pi \) and a positive number \( r > 0 \) such that for all \( e \in S^{n-1} \) and for any \( w \) close enough to \( x \), the truncated cone \( K_{r, \theta}(w, e) \) contains at least one of the \( z_j \). Equivalently, \( K_{r, \theta}(w - y, e) \) contains \( z_j - y \). But by assumption, for \( |w - y| \) large enough there is a cone \( K_{r, \theta}(w - y, e) \) such that \( c(z - y) \leq c(w - y) \) for all \( z \in K_{r, \theta}(w - y, e) \). This inequality applies to \( z = z_j \) (for some \( j \)), and then \( c(z_j - y) \leq c(w - y) \).

**Example 10.20.** As a particular case of the previous example, \((H_\infty)\) holds true if \( c = c(x - y) \) is radially symmetric and strictly increasing as a function of \( |x - y| \).

**Example 10.21.** Gangbo and McCann considered cost functions that also satisfy \( c(x, y) = c(x - y) \) with \( c \) convex and superlinear. This
assumption implies $(H\infty)_2$. Indeed, if $x$ in $\mathbb{R}^n$ and $\varepsilon > 0$ are given, let $z = x - \varepsilon(x - y)/(x - y)$; it suffices to show that
\[
c(z - y) - c(x - y) \xrightarrow{y \to \infty} -\infty,
\]
or equivalently, with $h = x - y$,
\[
c(h) - c(h(1 - \varepsilon/|h|)) \xrightarrow{h \to \infty} +\infty.
\]
But the inequality
\[
c(0) \geq c(p) + \nabla c(p) \cdot (-p)
\]
and the superlinearity of $c$ imply $\nabla c(p) \cdot (p/|p|) \to +\infty$ as $p \to \infty$; then, with the notation $h_\varepsilon = h(1 - \varepsilon/|h|)$,
\[
c(h) - c(h_\varepsilon) \geq \varepsilon \frac{h_\varepsilon}{|h|} = \varepsilon \frac{\nabla c(h_\varepsilon) \cdot h_\varepsilon}{|h_\varepsilon|} \xrightarrow{|h_\varepsilon| \to \infty} +\infty,
\]
as desired.

**Example 10.22.** If $(M, g)$ is a Riemannian manifold with nonnegative sectional curvature, then (as recalled in the Third Appendix) $\nabla^2_2(d(x_0, x)^2/2) \leq g_x$, and it follows that $c(x, y) = d(x, y)^2$ is semiconcave with a modulus $\omega(r) = r^2$. This condition of nonnegative curvature is quite restrictive, but there does not seem to be any good alternative geometric condition implying the semiconcavity of $d(x, y)^2$, uniformly in $x$ and $y$.

I conclude this section with an open problem:

**Open Problem 10.23.** Find simple sufficient conditions on a rather general Lagrangian on an unbounded Riemannian manifold, so that it will satisfy $(H\infty)$.

**Differentiability of $c$-convex functions**

We shall now return to optimal transport, and arrive at the core of the analysis of the Monge problem: the study of the regularity of $c$-convex
functions. This includes $c$-subdifferentiability, subdifferentiability, and plain differentiability.

In Theorems 10.24 to 10.26, $M$ is a complete connected Riemannian manifold of dimension $n$, $\mathcal{X}$ is a closed subset of $M$ such that the frontier $\partial \mathcal{X}$ (in $M$) is of dimension at most $n - 1$ (for instance it is locally a graph), and $\mathcal{Y}$ is an arbitrary Polish space. The cost function $c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ is assumed to be continuous. The statements will be expressed in terms of the assumptions appearing in the previous section; these assumptions will be made for interior points, which are points lying in the interior of $\mathcal{X}$ (viewed as a subset of $M$).

**Theorem 10.24 ($c$-subdifferentiability of $c$-convex functions).**
Let Assumption (H$_\infty$) be satisfied. Let $\psi : \mathcal{X} \to \mathbb{R} \cup \{+\infty\}$ be a $c$-convex function, and let $\Omega$ be the interior (in $M$) of its domain $\psi^{-1}(\mathbb{R})$. Then, $\psi^{-1}(\mathbb{R}) \setminus \Omega$ is a set of dimension at most $n - 1$. Moreover, $\psi$ is locally bounded and $c$-subdifferentiable everywhere in $\Omega$. Finally, if $K \subset \Omega$ is compact, then $\partial_c \psi(K)$ is itself compact.

**Theorem 10.25 (Subdifferentiability of $c$-convex functions).**
Assume that (Super) is satisfied. Let $\psi$ be a $c$-convex function, and let $x$ be an interior point of $\mathcal{X}$ (in $M$) such that $\partial_c \psi(x) \neq \emptyset$. Then $\psi$ is subdifferentiable at $x$. In short:

$$\partial_c \psi(x) \neq \emptyset \implies \nabla^- \psi(x) \neq \emptyset.$$  

More precisely, for any $y \in \partial_c \psi(x)$, one has $-\nabla^+ c(x,y) \subset \nabla^- \psi(x)$.

**Theorem 10.26 (Differentiability of $c$-convex functions).**  
Assume that (Super) and (Twist) are satisfied, and let $\psi$ be a $c$-convex function. Then:

(i) If (Lip) is satisfied, then $\psi$ is locally Lipschitz and differentiable in $\mathcal{X}$, apart from a set of zero volume; the same is true if (locLip) and (H$_\infty$) are satisfied.

(ii) If (SC) is satisfied, then $\psi$ is locally semiconvex and differentiable in the interior (in $M$) of its domain, apart from a set of dimension at most $n - 1$; and the boundary of the domain of $\psi$ is also of dimension at most $n - 1$. The same is true if (locSC) and (H$_\infty$) are satisfied.

**Proof of Theorem 10.24.** Let $S = \psi^{-1}(\mathbb{R}) \setminus \partial \mathcal{X}$. (Here $\partial \mathcal{X}$ is the boundary of $\mathcal{X}$ in $M$, which by assumption is of dimension at most $n - 1$.)
I shall use the notion of tangent cone defined later in Definition 10.46, and show that if \( x \in S \) is such that \( T_x S \) is not included in a half-space, then \( \psi \) is bounded on a small ball around \( x \). It will follow that \( x \) is in fact in the interior of \( \Omega \). So for each \( x \in S \setminus \Omega \), \( T_x S \) will be included in a half-space, and by Theorem 10.48(ii) \( S \setminus \Omega \) will be of dimension at most \( n-1 \). Moreover, this will show that \( \psi \) is locally bounded in \( \Omega \).

So let \( x \) be such that \( \psi(x) < +\infty \), and \( T_x S \) is not included in a half-space. By assumption, there are points \( z_1, \ldots, z_k \) in \( S \), a small ball \( B \) around \( x \), and a compact set \( K \subset Y \) such that for any \( y \in Y \setminus K \),

\[
\inf_{w \in B} c(w, y) \geq \inf_{1 \leq j \leq k} c(z_j, y).
\]

Let \( \phi \) be the \( c \)-transform of \( \psi \). For any \( y \in Y \setminus K \),

\[
\phi(y) - \inf_{w \in B} c(w, y) \leq \phi(y) - \inf_{1 \leq j \leq k} c(z_j, y) \leq \sup_{1 \leq j \leq k} \psi(z_j).
\]

So

\[
\forall w \in B, \ \forall y \in Y \setminus K, \quad \phi(y) - c(w, y) \leq \sup_{1 \leq j \leq k} \psi(z_j).
\]

When \( y \in K \), the trivial bound \( \phi(y) - c(w, y) \leq \psi(x) + c(x, y) - c(w, y) \) implies

\[
\forall w \in B, \quad \psi(w) = \sup_{y \in Y} \left[ \phi(y) - c(w, y) \right]
\leq \max \left( \sup_{1 \leq j \leq k} \psi(z_j), \sup_{y \in K} \left[ c(x, y) + \psi(x) - c(w, y) \right] \right).
\]

This shows that \( \psi \) is indeed bounded above on \( B \). Since it is lower semicontinuous with values in \( \mathbb{R} \cup \{+\infty\} \), it is also bounded below on a neighborhood of \( x \). All in all, \( \psi \) is bounded in a neighborhood of \( x \).

Next, let \( x \in \partial \Omega \); the goal is to show that \( \partial \psi(x) \neq \emptyset \). Let \( U \) be a small neighborhood of \( x \), on which \( |\psi| \) is bounded by \( M \). By assumption there is a compact set \( K \), and a small ball \( B' \) in \( U \), such that for all \( y \) outside \( K \),

\[
\forall z \in B', \quad c(z, y) - c(x, y) \leq -(2M + 1).
\]

So if \( y \notin K \), there is a \( z \) such that \( \psi(z) + c(z, y) \leq c(x, y) - (M + 1) \leq \psi(x) + c(x, y) - 1 \), and
\[ \phi(y) - c(x, y) \leq \inf_{z \in B} [\psi(z) + c(z, y) - c(x, y)] \leq \psi(x) - 1 = \sup_{y' \in \mathcal{Y}} [\phi(y') - c(x, y')] - 1. \]

Then the supremum of \( \phi(y) - c(x, y) \) over all \( \mathcal{Y} \) is the same as the supremum over only \( K \). But this is a maximization problem for an upper semicontinuous function on a compact set, so it admits a solution, which belongs to \( \partial_c \psi(x) \).

The same reasoning can be made with \( x \) replaced by \( w \) in a small neighborhood \( B \) of \( x \), then the conclusion is that \( \partial_c \psi(w) \) is nonempty and contained in the compact set \( K \), uniformly for \( z \in B \). If \( K' \subset \Omega \) is a compact set, we can cover it by a finite number of small open balls \( B_j \) such that \( \partial_c \psi(B_j) \) is contained in a compact set \( K_j \), so that \( \partial_c \psi(K') \subset \cup K_j \). Since on the other hand \( \partial_c \psi(K') \) is closed by the continuity of \( c \), it follows that \( \partial_c \psi(K') \) is compact. This concludes the proof of Theorem 10.24.

**Proof of Theorem 10.25.** Let \( x \) be a point of \( c \)-subdifferentiability of \( \psi \), and let \( y \in \partial_c \psi(x) \). Further, let

\[ \phi(y) := \inf [\psi(x) + c(x, y)] \]

be the \( c \)-transform of \( \psi \). By definition of \( c \)-subdifferentiability,

\begin{equation}
\psi(x) = \phi(y) - c(x, y).
\end{equation}

Let \( w \in T_x M \) and let \( x_\varepsilon \) be obtained from \( x \) by a variation of size \( O(\varepsilon) \) in the direction \( w \), say \( x_\varepsilon = \exp_x (\varepsilon w) \). From the definition of \( \phi \), one has of course

\begin{equation}
\psi(x_\varepsilon) \geq \phi(y) - c(x_\varepsilon, y).
\end{equation}

Further, let \( p \in \nabla^+ c(x, y) \). By (10.18), (10.19) and the superdifferentiability of \( c \),

\[ \psi(x_\varepsilon) \geq \phi(y) - c(x_\varepsilon, y) \geq \phi(y) - c(x, y) - \varepsilon \langle p, w \rangle + o(\varepsilon) = \psi(x) - \varepsilon \langle p, w \rangle + o(\varepsilon). \]

This shows that \( \psi \) is indeed subdifferentiable at \( x \), with \( p \) as a subgradient, and \( -p \in \partial_c \psi(x) \).
Proof of Theorem 10.26. (i) If \( \|c(\cdot, y)\|_{\text{Lip}} \leq L \), then also \( \psi(x) = \sup_y [\phi(y) - c(x, y)] \) satisfies \( \|\psi\|_{\text{Lip}} \leq L \). Then by Theorem 10.8(ii) \( \psi \) is differentiable everywhere on the interior of \( \mathcal{X} \), apart from a set of zero volume.

If \( c \) is only locally Lipschitz in \( x \) and \( y \), but condition \( (\text{H}_\infty) \) is ensured, then for each compact set \( K \) in \( \mathcal{X} \) there is a compact set \( K' \subset \mathcal{Y} \) such that
\[
\forall x \in K, \quad \psi(x) = \sup_{y \in \partial_c \psi(x)} [\phi(y) - c(x, y)] = \sup_{y \in K'} [\phi(y) - c(x, y)].
\]
The functions inside the supremum are uniformly Lipschitz when \( x \) stays in \( K \) and \( y \) stays in \( K' \), so the result of the supremum is again a locally Lipschitz function.

(ii) Assume that \( c(x, y) \) is semiconcave, locally in \( x \) and uniformly in \( y \). Let \( K \) be a compact subset of \( M \), and let \( \gamma \) be a constant-speed geodesic whose image is included in \( K \); then the inequality
\[
c(\gamma_t, y) \geq (1 - t) c(\gamma_0, y) + t c(\gamma_1, y) - t(1 - t) \omega(d(\gamma_0, \gamma_1))
\]
leads to
\[
\psi(\gamma_t) = \sup_y [\phi(y) - c(\gamma_t, y)]
\leq \sup_y [\phi(y) - (1 - t) c(\gamma_0, y) - t c(\gamma_1, y)] + t(1 - t) \omega(d(\gamma_0, \gamma_1))
\leq (1 - t) \sup_y [\phi(y) - c(\gamma_0, y)] + t \sup_y [\phi(y) - c(\gamma_1, y)]
\leq (1 - t) \psi(\gamma_0) + t \psi(\gamma_1) + t(1 - t) \omega(d(\gamma_0, \gamma_1)).
\]
So \( \psi \) inherits the semiconcavity modulus of \( c \) as semiconvexity modulus. Then the conclusion follows from Proposition 10.12 and Theorem 10.8(iii). If \( c \) is semiconcave in \( x \) and \( y \), one can use a localization argument as in the proof of (i).

\( \square \)

Remark 10.27. Theorems 10.24 to 10.26, and (in the Lagrangian case) Proposition 10.15 provide a good picture of differentiability points of
c-convex functions: Let $c$ satisfy (Twist), (Super) and (H∞), and let $x$ be in the interior of the domain of a $c$-convex function $\psi$. If $\psi$ is differentiable at $x$ then $\partial_x \psi(x)$ consists of just one point $y$, and $\nabla \psi(x) = -\nabla_x c(x, y)$, which in the Lagrangian case also coincides with $\nabla_v L(x, v, 0)$, where $v$ is the initial velocity of the unique action-minimizing curve joining $x$ to $y$. If $\psi$ is not differentiable at $x$, the picture is not so precise; however, under (locSC), we can use the local semiconvexity of $\psi$ to show that $\nabla^- \psi(x)$ is included in the closed convex hull of $-\nabla^+_x c(x, \partial_c \psi(x))$, which in the Lagrangian case is also the closed convex hull of $\{\nabla_v L(0, x, \dot{\gamma}(0))\}$, where $\gamma$ varies among action-minimizing curves joining $x$ to $\partial_c \psi(x)$. (Use Remark 10.51 in the Second Appendix, the stability of $c$-subdifferential, the semiconcavity of $c$, the continuity of $\nabla^+ \xi c$, the stability of minimizing curves and the continuity of $\nabla_v L$.) There is in general no reason why $-\nabla^+_x c(x, \partial_c \psi(x))$ would be convex; we shall come back to this issue in Chapter 12.

Applications to the Monge problem

The next theorem shows how to incorporate the previous information into the optimal transport problem.

**Theorem 10.28 (Solution of the Monge problem II).** Let $M$ be a Riemannian manifold, $X$ a closed subset of $M$, with $\dim(\partial X) \leq n-1$, and $Y$ an arbitrary Polish space. Let $c : X \times Y \to \mathbb{R}$ be a continuous cost function, bounded below, and let $\mu \in P(X)$, $\nu \in P(Y)$, such that the optimal cost $C(\mu, \nu)$ is finite. Assume that:

(i) $c$ is superdifferentiable everywhere (Assumption (Super));

(ii) $\nabla_x c(x, \cdot)$ is injective where defined (Assumption (Twist));

(iii) any $c$-convex function is differentiable $\mu$-almost surely on its domain of $c$-subdifferentiability.

Then there exists a unique (in law) optimal coupling $(x, y)$ of $(\mu, \nu)$; it is deterministic, and there is a $c$-convex function $\psi$ such that

$$\nabla \psi(x) + \nabla_x c(x, y) = 0 \quad \text{almost surely.} \quad (10.20)$$

In other words, there is a unique transport map $T$ solving the Monge problem, and $\nabla \psi(x) + \nabla_x c(x, T(x)) = 0$, $\mu(dx)$-almost surely.
If moreover \((H_\infty)\) is satisfied, then:

(a) Equation (10.20) characterizes the optimal coupling;

(b) Let \(Z\) be the set of points where \(\psi\) is differentiable; then one can define a continuous map \(x \to T(x)\) on \(Z\) by the equation \(T(x) \in \partial c \psi(x)\), and

\[
\text{Spt } \nu = \overline{T(\text{Spt } \mu)}. \tag{10.21}
\]

**Remark 10.29.** As a corollary of this theorem, \(\nabla \psi\) is uniquely determined \(\mu\)-almost surely, since the random variable \(\nabla \psi(x)\) has to coincide (in law) with \(-\nabla_x c(x, y)\).

**Remark 10.30.** The uniqueness of the optimal transport does not in general imply the uniqueness of the function \(\psi\), even up to an additive constant. However, this becomes true if \(\mathcal{X}\) is the closure of a connected open set \(\Omega\), such that the density of \(\mu\) with respect to the volume measure is positive almost everywhere in \(\Omega\); indeed, \(\nabla \psi\) will then be uniquely defined almost surely in \(\Omega\). (This uniqueness theorem does not require \(\mu\) to be absolutely continuous.)

**Remark 10.31.** In general \(\partial c \psi(\text{Spt } \mu)\) is larger than \(\text{Spt } \nu\). Take for instance \(\mathcal{X} = \mathcal{Y} = \mathbb{R}^2\), \(c(x, y) = |x - y|^2\), let \(B = B_1(0) \subset \mathbb{R}^2\); split \(B\) in two halves along the first coordinate, translate the right (resp. left) half ball by a unit vector \((1, 0)\) (resp. \((-1, 0))\), call \(B'\) the resulting set, and define \(\mu\) (resp. \(\nu\)) as the normalized measure on \(B\) (resp. \(B'\)). Then \(\partial c \psi(\text{Spt } \mu)\) will be the whole convex hull of \(B'\). Theorem 12.49 will provide sufficient conditions to control \(\partial c \psi(\text{Spt } \mu)\).

**Remark 10.32.** If in Theorem 10.28 the cost \(c\) derives from a \(C^1\) Lagrangian \(L(x, v, t)\), strictly convex in \(v\), such that minimizing curves are uniquely determined by their initial velocity, then Proposition 10.15(ii) implies the following important property of the optimal coupling \((x, y)\):

*Almost surely, \(x\) is joined to \(y\) by a unique minimizing curve.* For instance, if \(c(x, y) = d(x, y)^2\), the optimal transference plan \(\pi\) will be concentrated on the set of points \((x, y)\) in \(M \times M\) such that \(x\) and \(y\) are joined by a unique geodesic.

**Remark 10.33.** Assumption (iii) can be realized in a number of ways, depending on which part of Theorem 10.26 one wishes to use: For instance, it is true if \(c\) is Lipschitz on \(\mathcal{X} \times \mathcal{Y}\) and \(\mu\) is absolutely continuous; or if \(c\) is locally Lipschitz and \(\mu\), \(\nu\) are compactly supported and \(\mu\) is absolutely continuous; or if \(c\) is locally semiconcave and satisfies \((H_\infty)\)
and \( \mu \) does not charge sets of dimension \( n - 1 \); etc. It is important to note that Assumption (iii) implicitly contains some restrictions about the behavior at infinity, of either the measure \( \mu \), or the manifold \( M \), or the cost function \( c \).

**Example 10.34.** All the assumptions of Theorem 10.28 are satisfied if \( X = M = Y \) is compact and the Lagrangian \( L \) is \( C^2 \) and satisfies the classical conditions of Definition 7.6.

**Example 10.35.** All the assumptions of Theorem 10.28 are satisfied if \( X = M = Y = \mathbb{R}^n \), \( c \) is a \( C^1 \) strictly convex function with a bounded Hessian and \( \mu \) does not charge sets of dimension \( n - 1 \). Indeed, \( \nabla_x c \) will be injective by strict convexity of \( c \); and \( c \) will be uniformly semiconcave with a modulus \( Cr^2 \), so Theorem 10.26 guarantees that \( c \)-convex functions are differentiable everywhere apart from a set of dimension at most \( n - 1 \).

**Example 10.36.** All the assumptions of Theorem 10.28 are satisfied if \( X = M = Y \), \( c(x, y) = d(x, y)^2 \), and \( M \) has nonnegative sectional curvature; recall indeed Example 10.22. The same is true if \( M \) is compact.

**Proof of Theorem 10.28.** Let \( \pi \) be an optimal transference plan. From Theorem 5.10, there exists a pair of \( c \)-conjugate functions \( (\psi, \phi) \) such that \( \phi(y) - \psi(x) \leq c(x, y) \) everywhere, with equality \( \pi \)-almost surely. Write again (10.2), at a point \( x \) of differentiability of \( \psi \) (\( x \) should be interior to \( X \), viewed as a subset of \( M \)), and choose \( \tilde{x} = \tilde{x}(\varepsilon) = \gamma(\varepsilon) \), where \( \dot{\gamma}(0) = w \); divide by \( \varepsilon > 0 \) and pass to the limit inf:

\[
-\nabla \psi(x) \cdot w \leq \liminf_{\varepsilon \to 0} \frac{c(\tilde{x}(\varepsilon), y) - c(x, y)}{\varepsilon}.
\]

(10.22)

It follows that \( -\nabla \psi(x) \) is a subgradient of \( c(\cdot, y) \) at \( x \). But by assumption, there exists at least one supergradient of \( c(\cdot, y) \) at \( x \), say \( G \). By Proposition 10.7, \( c(\cdot, y) \) really is differentiable at \( x \), with gradient \( -\nabla \psi(x) \).

So (10.20) holds true, and then Assumption (iii) implies \( y = T(x) = (\nabla_x c)^{-1}(x, -\nabla \psi(x)) \), where \( (\nabla_x c)^{-1} \) is the inverse of \( x \mapsto \nabla_x c(x, y) \), viewed as a function of \( y \) and defined on the set of \( x \) for which \( \nabla_x c(x, y) \) exists. (The usual measurable selection theorem implies the measurability of this inverse.)

Thus \( \pi \) is concentrated on the graph of \( T \); or equivalently, \( \pi = (\text{Id}, T)_\# \mu \). Since this conclusion does not depend on the choice of \( \pi \), but only on the choice of \( \psi \), the optimal coupling is unique.
It remains to prove the last part of Theorem 10.28. From now on I shall assume that (H∞) is satisfied. Let \( \pi \in \Pi(\mu, \nu) \) be a transference plan, and let \( \psi \) be a \( c \)-convex function such that (10.20) holds true.

Let \( Z \) be the set of differentiability points of \( \psi \), and let \( x \in Z \); in particular, \( x \) should be interior to \( \mathcal{X} \) (in \( M \)), and should belong to the interior of the domain of \( \psi \). By Theorem 10.24, there is some \( y \in \partial_c \psi(x) \). Let \( G \) be a supergradient of \( c(\cdot, y) \) at \( x \); by Theorem 10.25, \( -G \in \{\nabla^- \psi(x)\} = \{\nabla \psi(x)\} \), so \( -\nabla \psi(x) \) is the only supergradient of \( c(\cdot, y) \) at \( x \) (as in the beginning of the proof of Theorem 10.28); \( c(\cdot, y) \) really is differentiable at \( x \) and \( \nabla_x c(x, y) + \nabla \psi(x) = 0 \). By injectivity of \( \nabla_x c(x, \cdot) \), this equation determines \( y = T(x) \) as a function of \( x \in Z \). This proves the first part of (b), and also shows that \( \partial_c \psi(x) = \{T(x)\} \) for any \( x \in Z \).

Now, since \( \pi \) is concentrated on \( Z \times \mathcal{Y} \), equation (10.20) implies that that \( \pi \) really is concentrated on the graph of \( T \). A fortiori \( \pi[\partial_c \psi] = 1 \), so \( \pi \) is \( c \)-cyclically monotone, and therefore optimal by Theorem 5.10. This proves (a).

Next, let us prove that \( T \) is continuous on \( Z \). Let \( (x_k)_{k \in \mathbb{N}} \) be a sequence in \( Z \), converging to \( x \in Z \), and let \( y_k = T(x_k) \). Assumption (H∞) and Theorem 10.24 imply that \( \partial_c \psi \) transforms compact sets into compact sets; so the sequence \( (y_k)_{k \in \mathbb{N}} \) takes values in a compact set, and up to extraction of a subsequence it converges to some \( y' \in \mathcal{Y} \). By passing to the limit in the inequality defining the \( c \)-subdifferential, we obtain \( y' \in \partial_c \psi(x) \). Since \( x \in Z \), this determines \( y' = T(x) \) uniquely, so the whole sequence \( (T(x_k))_{k \in \mathbb{N}} \) converges to \( T(x) \), and \( T \) is indeed continuous.

Equation (10.21) follows from the continuity of \( T \). Indeed, the inclusion \( \text{Spt} \mu \subset T^{-1}(T(\text{Spt} \mu)) \) implies
\[
\nu[T(\text{Spt} \mu)] = \mu[T^{-1}(T(\text{Spt} \mu))] \geq \mu[\text{Spt} \mu] = 1;
\]
so by definition of support, \( \text{Spt} \nu \subset \overline{T(\text{Spt} \mu)} \). On the other hand, if \( x \in \text{Spt} \mu \cap Z \), let \( y = T(x) \), and let \( \varepsilon > 0 \); by continuity of \( T \) there is \( \delta > 0 \) such that \( T(B_\delta(x)) \subset B_\varepsilon(y) \), and then
\[
\nu[B_\varepsilon(y)] = \mu[T^{-1}(B_\varepsilon(y))] \geq \mu[T^{-1}(T(B_\delta(x)))] \geq \mu[B_\delta(x)] > 0;
\]
so \( y \in \text{Spt} \nu \). This shows that \( T(\text{Spt} \mu) \subset \text{Spt} \nu \), and therefore \( \overline{T(\text{Spt} \mu)} \subset \text{Spt} \nu \), as desired. This concludes the proof of (b). \( \square \)

**Remark 10.37.** Uniqueness in Theorem 10.28 was very easy because we were careful to note in Theorem 5.10 that any optimal \( \pi \) is supported
in the $c$-subdifferential of any optimal function $\psi$ for the dual problem. If we only knew that any optimal $\pi$ is supported in the $c$-subdifferential of some $\psi$, we still could get uniqueness fairly easily, either by working out a variant of the statement in Theorem 5.10, or by noting that if any optimal measure is concentrated on a graph, then a strict convex combination of such measures has to be concentrated on a graph itself, and this is possible only if the two graphs coincide almost surely.

**Removing the conditions at infinity**

This section and the next one deal with extensions of Theorem 10.28. Here we shall learn how to cover situations in which no control at infinity is assumed, and in particular Assumption (iii) of Theorem 10.28 might not be satisfied. The short answer is that it is sufficient to replace the gradient in (10.20) by an approximate gradient. (Actually a little bit more will be lost, see Remarks 10.39 and 10.40 below.)

**Theorem 10.38 (Solution of the Monge problem without conditions at infinity).** Let $M$ be a Riemannian manifold and $Y$ an arbitrary Polish space. Let $c : M \times Y \to \mathbb{R}$ be a continuous cost function, bounded below, and let $\mu \in \mathcal{P}(M)$, $\nu \in \mathcal{P}(Y)$, such that the optimal cost $C(\mu, \nu)$ is finite. Assume that:

(i) $c$ is superdifferentiable everywhere (Assumption (Super));

(ii) $\nabla_x c(x, \cdot)$ is injective (Assumption (Twist));

(iii) for any closed ball $B = B_r(x_0)$ and any compact set $K \subset Y$, the function $c'$ defined on $B \times K$ by restriction of $c$ is such that any $c'$-convex function on $B \times K$ is differentiable $\mu$-almost surely;

(iv) $\mu$ is absolutely continuous with respect to the volume measure.

Then there exists a unique (in law) optimal coupling $(x, y)$ of $(\mu, \nu)$; it is deterministic, and satisfies the equation

$$\tilde{\nabla} \psi(x) + \nabla_x c(x, y) = 0 \quad \text{almost surely.} \quad (10.23)$$

In other words, there is a unique optimal transport $T$ and it satisfies the equation $\tilde{\nabla} \psi(x) + \nabla_x c(x, T(x)) = 0$ almost surely.

**Remark 10.39.** I don’t know if (10.23) is a characterization of the optimal transport.
Remark 10.40. If Assumption (iv) is weakened into (iv') \( \mu \) gives zero mass to sets of dimension at most \( n - 1 \), then there is still uniqueness of the optimal coupling, and there is a \( c \)-convex \( \psi \) such that \( y \in \partial_c \psi(x) \) almost surely; but it is not clear that equation (10.23) still holds. This uniqueness result is a bit more tricky than the previous one, and I shall postpone its proof to the next section (see Theorem 10.42).

Proof of Theorem 10.38. Let \( \psi \) be a \( c \)-convex function as in Theorem 5.10. Let \( \pi \) be an optimal transport; according to Theorem 5.10(ii), \( \pi[\partial_c \psi] = 1 \).

Let \( x_0 \) be any point in \( M \). For any \( \ell \in \mathbb{N} \), let \( B_\ell(x_0) \) stand for the closed ball \( B_\ell \). Let also \( (K_\ell)_{\ell \in \mathbb{N}} \) be an increasing sequence of compact sets in \( \mathcal{Y} \), such that \( \nu[\bigcup K_\ell] = 1 \). The sets \( B_\ell \times K_\ell \) fill up the whole of \( M \times \mathcal{Y} \), up to a \( \pi \)-negligible set. Let \( c_\ell \) be the restriction of \( c \) to \( B_\ell \times K_\ell \).

If \( \ell \) is large enough, then \( \pi[B_\ell \times K_\ell] > 0 \), so we can define

\[
\pi_\ell := \frac{1_{B_\ell \times K_\ell} \pi}{\pi[B_\ell \times K_\ell]},
\]

and then introduce the marginals \( \mu_\ell \) and \( \nu_\ell \) of \( \pi_\ell \). By Theorem 4.6, \( \pi_\ell \) is optimal in the transport problem from \( (B_\ell, \mu_\ell) \) to \( (K_\ell, \nu_\ell) \), with cost \( c_\ell \). By Theorem 5.19 we can find a \( c_\ell \)-convex function \( \psi_\ell \) which coincides with \( \psi \) \( \mu_\ell \)-almost surely, and actually on the whole of \( S_\ell := \text{proj}_M((\partial_c \psi) \cap (B_\ell \times K_\ell)) \).

The union of all sets \( S_\ell \) covers \( \text{proj}_M(\partial_c \psi) \), and therefore also \( \text{proj}_M(\text{Spt} \pi) \), apart from a \( \mu \)-negligible set. Let \( S_\ell \) be the set of points in \( S_\ell \) at which \( S_\ell \) has density 1; we know that \( S_\ell \setminus \tilde{S}_\ell \) has zero volume. So the union of all sets \( S_\ell \) still covers \( M \), apart from a \( \mu \)-negligible set. (Here I have used the absolute continuity of \( \mu \).)

By Assumption (iii), each function \( \psi_\ell \) is differentiable apart from a \( \mu \)-negligible set \( Z_\ell \). Moreover, by Theorem 10.28, the equation

\[
\nabla_x c(x, y) + \nabla \psi_\ell(x) = 0 \tag{10.24}
\]

determines the unique optimal coupling between \( \mu_\ell \) and \( \nu_\ell \), for the cost \( c_\ell \). (Note that \( \nabla_x c_\ell \) coincides with \( \nabla_x c \) when \( x \) is in the interior of \( B_\ell \), and \( \mu_\ell[\partial B_\ell] = 0 \), so equation (10.24) does hold true \( \pi_\ell \)-almost surely.)

Now we can define our Monge coupling. For each \( \ell \in \mathbb{N} \), and each \( x \in S_\ell \setminus Z_\ell \), \( \psi_\ell \) coincides with \( \psi \) on a set which has density 1 at \( x \), so \( \nabla \psi_\ell(x) = \nabla \psi(x) \), and (10.24) becomes

\[
\nabla_x c(x, y) + \nabla \psi(x) = 0. \tag{10.25}
\]
This equation is independent of \( \ell \), and holds \( \pi_\ell \)-almost surely since \( \tilde{S}_\ell \setminus Z_\ell \) has full \( \mu_\ell \)-measure. By letting \( \ell \to \infty \) we deduce that \( \pi \) is concentrated on the set of \( (x,y) \) satisfying (10.25). By assumption this equation determines \( y = \nabla_x c^{-1}(x, -\nabla \psi(x)) \) uniquely as a measurable function of \( x \). Uniqueness follows obviously since \( \pi \) was an arbitrary optimal plan.

As an illustration of the use of Theorems 10.28 and 10.38, let us see how we can solve the Monge problem for the square distance on a Riemannian manifold. In the next theorem, I shall say that \( M \) has asymptotically nonnegative curvature if all sectional curvatures \( \sigma_x \) at point \( x \) satisfy
\[
\sigma_x \geq -\frac{C}{d(x_0, x)^2}
\]
for some positive constant \( C \) and some \( x_0 \in M \).

**Theorem 10.41 (Solution of the Monge problem for the square distance).** Let \( M \) be a Riemannian manifold, and \( c(x, y) = d(x, y)^2 \). Let \( \mu, \nu \) be two probability measures on \( M \), such that the optimal cost between \( \mu \) and \( \nu \) is finite. If \( \mu \) is absolutely continuous, then there is a unique solution of the Monge problem between \( \mu \) and \( \nu \), and it can be written as
\[
y = T(x) = \exp_x(\tilde{\nabla} \psi(x)),
\]
where \( \psi \) is some \( d^2/2 \)-convex function. The approximate gradient can be replaced by a true gradient if any one of the following conditions is satisfied:

(a) \( \mu \) and \( \nu \) are compactly supported;

(b) \( M \) has nonnegative sectional curvature;

(c) \( \nu \) is compactly supported and \( M \) has asymptotically nonnegative curvature.

**Proof.** The general theorem is just a particular case of Theorem 10.38.

In case (a), we can apply Theorem 10.28 with \( X = B_{R}(x_0) = Y \), where \( R \) is large enough that \( B_R(x_0) \) contains all geodesics that go from \( \text{Spt} \mu \) to \( \text{Spt} \nu \). Then the conclusion holds with some \( c' \)-convex function \( \psi \), where \( c' \) is the restriction of \( c \) to \( X \times Y \):
\[
\psi(x) = \sup_{y \in B_{\tilde{c}'}(x_0)} \left[ \phi(y) - \frac{d(x, y)^2}{2} \right].
\]
To recover a true $d^2/2$-function, it suffices to set $\phi(y) = -\infty$ on $M \setminus Y$, and let $\psi(x) = \sup_{y \in M}[\phi(y) - d(x,y)^2/2]$ (as in the proof of Lemma 5.18).

In case (b), all functions $d(\cdot, y)^2/2$ are uniformly semiconcave (as recalled in the Third Appendix), so Theorem 10.28 applies.

In case (c), all functions $d(\cdot, y)^2/2$, where $y$ varies in the support of $\nu$, are uniformly semiconcave (as recalled in the Third Appendix), so we can choose $Y$ to be a large closed ball containing the support of $\nu$, and apply Theorem 10.28 again. $\square$

Removing the assumption of finite cost

In this last section, I shall investigate situations where the total transport cost might be infinite. Unless the reader is specifically interested in such a situation, he or she is advised to skip this section, which is quite tricky.

If $C(\mu, \nu) = +\infty$, there is no point in searching for an optimal transference plan. However, it does make sense to look for $c$-cyclically monotone plans, which will be called generalized optimal transference plans.

**Theorem 10.42 (Solution of the Monge problem with possibly infinite total cost).** Let $\mathcal{X}$ be a closed subset of a Riemannian manifold $M$ such that $\dim(\partial \mathcal{X}) \leq n - 1$, and let $Y$ be an arbitrary Polish space. Let $c : M \times Y \to \mathbb{R}$ be a continuous cost function, bounded below, and let $\mu \in P(M)$, $\nu \in P(Y)$. Assume that:

(i) $c$ is locally semiconcave (Assumption (locSC));

(ii) $\nabla_x c(x, \cdot)$ is injective (Assumption (Twist));

(iii) $\mu$ does not give mass to sets of dimension at most $n - 1$.

Then there exists a unique (in law) coupling $(x, y)$ of $(\mu, \nu)$ such that $\pi = \text{law}(x, y)$ is $c$-cyclically monotone; moreover this coupling is deterministic. The measure $\pi$ is called the generalized optimal transference plan between $\mu$ and $\nu$. Furthermore, there is a $c$-convex function $\psi : M \to \mathbb{R} \cup \{+\infty\}$ such that $\pi[\partial_c \psi] = 1$.

- If Assumption (iii) is reinforced into
  
  (iii') $\mu$ is absolutely continuous with respect to the volume measure,
Removing the assumption of finite cost

\[ \nabla \psi(x) + \nabla_x c(x, y) = 0 \quad \pi(dx dy)\text{-almost surely.} \quad (10.28) \]

- If Assumption (iii) is left as it is, but one adds
  (iv) the cost function satisfies \((H\infty)\) or \((SC)\),
then
\[ \nabla \psi(x) + \nabla_x c(x, y) = 0 \quad \pi(dx dy)\text{-almost surely,} \quad (10.29) \]
and this characterizes the generalized optimal transport. Moreover, one can define a continuous map \(x \rightarrow T(x)\) on the set of differentiability points of \(\psi\) by the equation \(T(x) \in \partial_c \psi(x)\), and then \(Spt \nu = T(Spt \mu)\).

**Remark 10.43.** Remark 10.39 applies also in this case.

**Proof of Theorem 10.42.** Let us first consider the existence problem. Let \((\mu_k)_{k \in \mathbb{N}}\) be a sequence of compactly supported probability measures converging weakly to \(\mu\); and similarly let \((\nu_k)_{k \in \mathbb{N}}\) be a sequence of compactly supported probability measures converging weakly to \(\nu\). For each \(k\), the total transport cost \(C(\mu_k, \nu_k)\) is finite. Then let \(\pi_k\) be an optimal transference plan between \(\mu_k\) and \(\nu_k\); by Theorem 5.10(ii), \(\pi_k\) is \(c\)-cyclically monotone. By Lemma 4.4, the sequence \((\pi_k)_{k \in \mathbb{N}}\) converges, up to extraction, to some transference plan \(\pi \in \Pi(\mu, \nu)\). By Theorem 5.20, \(\pi\) is \(c\)-cyclically monotone. By Step 3 of the proof of Theorem 5.10(i) (Rüschendorf’s theorem), there is a \(c\)-convex \(\psi\) such that \(Spt(\pi) \subset \partial_c \psi\), in particular \(\pi[\partial_c \psi] = 1\).

If \(\mu\) is absolutely continuous, then we can proceed as in the proof of Theorem 10.38 to show that the coupling is deterministic and that (10.28) holds true \(\pi\)-almost surely.

In the case when \((H\infty)\) or \((SC)\) is assumed, we know that \(\psi\) is \(c\)-subdifferentiable everywhere in the interior of its domain; then we can proceed as in Theorem 10.28 to show that the coupling is deterministic, that (10.29) holds true, and that this equation implies \(y \in \partial_c \psi(x)\). So if we prove the uniqueness of the generalized optimal transference plan this will show that (10.28) characterizes it.

Thus it all boils down to proving that under Assumptions (i)–(iii), the generalized optimal transport is unique. This will be much more technical, and the reader is advised to skip all the rest of the proof at first reading. The two main ingredients will be the Besicovich density theorem and the implicit function theorem.
Let π be a generalized optimal coupling of µ and ν, and let ψ be a c-convex function such that Spt(π) ⊂ ∂cψ. Let \( z_0 \in \mathcal{X} \), let \( B_\ell = B[z_0, \ell] \cup \mathcal{X} \), and let \((K_\ell)_{\ell \in \mathbb{N}}\) be an increasing sequence of compact subsets of \( \mathcal{Y} \), such that \( \nu[\cup K_\ell] = 1 \). Let \( Z_\ell := \pi_\ell[B_\ell \times K_\ell] \), \( c_\ell := c|_{B_\ell \times K_\ell} \), \( \pi_\ell := 1_{B_\ell \times K_\ell} \pi \), \( S_\ell := \text{proj}_M(\text{Spt} \pi_\ell) \); let also \( \mu_\ell \) and \( \nu_\ell \) be the two marginals of \( \pi_\ell \). It is easy to see that \( S_\ell \) is still an increasing family of compact subsets of \( M \), and that \( \mu[\cup S_\ell] = 1 \).

According to Theorem 5.19, there is a \( c_\ell \)-convex function \( \psi_\ell : B_\ell \to \mathbb{R} \cup \{+\infty\} \) which coincides with \( \psi \) on \( S_\ell \). Since \( c \) is locally semiconcave, the cost \( c_\ell \) is uniformly semiconcave, and \( \psi_\ell \) is differentiable on \( S_\ell \) apart from a set of dimension \( n - 1 \).

By Besicovich’s density theorem, the set \( S_\ell \) has \( \mu \)-density 1 at \( \mu \)-almost all \( x \in S_\ell \); that is
\[
\frac{\mu[S_\ell \cap B_r(x)]}{\mu[B_r(x)]} \xrightarrow{r \to 0} 1.
\]
(The proof of this uses the fact that we are working on a Riemannian manifold; see the bibliographical notes for more information.)

Moreover, the transport plan \( \pi_\ell \) induced by \( \pi \) on \( S_\ell \) coincides with the deterministic transport associated with the map
\[
T_\ell : x \mapsto (\nabla_x c_\ell)^{-1}(x, -\nabla \psi_\ell(x)).
\]
Since \( \pi \) is the nondecreasing limit of the measures \( Z_\ell \pi_\ell \), it follows that \( \pi \) itself is deterministic, and associated with the transport map \( T \) that sends \( x \) to \( T_\ell(x) \) if \( x \in S_\ell \). (This map is well-defined \( \mu \)-almost surely.)

Then let
\[
C_\ell := \left\{ x \in S_\ell; \text{ } x \text{ is interior to } \mathcal{X}; \text{ } S_\ell \text{ has } \mu \text{-density 1 at } x; \right. \\
\left. \forall k \geq \ell, \psi_k \text{ is differentiable at } x; \text{ } \nabla_x c(x, T(x)) + \nabla \psi_\ell(x) = 0 \right\}.
\]
(Note: There is no reason for \( \nabla \psi_\ell(x) \) to be an approximate gradient of \( \psi \) at \( x \), because \( \psi_\ell \) is assumed to coincide with \( \psi \) only on a set of \( \mu \)-density 1 at \( x \), not on a set of vol-density 1 at \( x \ldots \))

The sets \( C_\ell \) form a nondecreasing family of bounded Borel sets. Moreover, \( C_\ell \) has been obtained from \( S_\ell \) by deletion of a set of zero volume, and therefore of zero \( \mu \)-measure. In particular, \( \mu[\cup C_\ell] = 1 \).

Now let \( \tilde{\pi} \) be another generalized optimal transference plan, and let \( \tilde{\psi} \) be a \( c \)-convex function with Spt(\( \tilde{\pi} \)) ⊂ ∂c\( \tilde{\psi} \). We repeat the same
construction as above with \( \pi \) instead of \( \pi \), and get sequences \( (\tilde{Z}_\ell)_{\ell \in \mathbb{N}}, (\tilde{\pi}_\ell)_{\ell \in \mathbb{N}}, (\tilde{C}_\ell)_{\ell \in \mathbb{N}}, (\tilde{\psi}_\ell)_{\ell \in \mathbb{N}}, (\tilde{C}_\ell)_{\ell \in \mathbb{N}} \), such that the sets \( \tilde{C}_\ell \) form a nondecreasing family of bounded Borel sets with \( \mu[\cup \tilde{C}_\ell] = 1 \), \( \tilde{\psi}_\ell \) coincides with \( \tilde{\psi} \) on \( \tilde{C}_\ell \). Also we find that \( \tilde{\pi} \) is deterministic and determined by the transport map \( \tilde{T} \), where \( \tilde{T} \) coincides with \( \tilde{T}_\ell \) on \( S_\ell \).

Next, the sets \( C_\ell \cap \tilde{C}_\ell \) also form a nondecreasing family of Borel sets, and \( \mu[\cup(C_\ell \cap \tilde{C}_\ell)] = \mu[\cup C_\ell \cap (\cup \tilde{C}_\ell)] = 1 \) (the nondecreasing property was used in the first equality). Also \( C_\ell \cap \tilde{C}_\ell \) has \( \mu \)-density 1 at each of its points.

Assume that \( T \neq \tilde{T} \) on a set of positive \( \mu \)-measure; then there is some \( \ell \in \mathbb{N} \) such that \( \{T \neq \tilde{T}\} \cap (C_\ell \cap \tilde{C}_\ell) \) has positive \( \mu \)-measure. This implies that \( \{T_\ell \neq \tilde{T}_\ell\} \cap (C_\ell \cap \tilde{C}_\ell) \) has positive \( \mu \)-measure, and then

\[
\mu[\{\nabla \tilde{\psi}_\ell \neq \nabla \psi \} \cap (C_\ell \cap \tilde{C}_\ell)] > 0.
\]

In the sequel, I shall fix such an \( \ell \).

Let \( x \) be a \( \mu \)-Besicovich point of \( E_\ell := (C_\ell \cap \tilde{C}_\ell) \cap \{\nabla \tilde{\psi}_\ell \neq \nabla \psi_\ell\} \), i.e. a point at which \( E_\ell \) has \( \mu \)-density 1. (Such a point exists since \( E_\ell \) has positive \( \mu \)-measure.) By adding a suitable constant to \( \psi \), we may assume that \( \tilde{\psi}(x) = \psi(x) \). Since \( \psi_\ell \) and \( \tilde{\psi}_\ell \) are semiconvex, we can apply the implicit function theorem to deduce that there is a small neighborhood of \( x \) in which the set \( \{\psi_\ell = \tilde{\psi}_\ell\} \) has dimension \( n - 1 \). (See Corollary 10.52 in the Second Appendix of this chapter.) Then, for \( r \) small enough, Assumption (iii) implies

\[
\mu[\{\psi_\ell \neq \tilde{\psi}_\ell\} \cap B_r(x)] = 0.
\]

So at least one of the sets \( \{\psi_\ell < \tilde{\psi}_\ell\} \cap B_r(x) \) and \( \{\psi_\ell > \tilde{\psi}_\ell\} \cap B_r(x) \) has \( \mu \)-measure at least \( \mu[B_r(x)]/2 \). Without loss of generality, I shall assume that this is the set \( \{\psi_\ell > \tilde{\psi}_\ell\} \); so

\[
\mu[\{\psi_\ell > \tilde{\psi}_\ell\} \cap B_r(x)] \geq \frac{\mu[B_r(x)]}{2}. \tag{10.30}
\]

Next, \( \psi_\ell \) coincides with \( \psi \) on the set \( S_\ell \), which has \( \mu \)-density 1 at \( x \), and similarly \( \tilde{\psi}_\ell \) coincides with \( \tilde{\psi} \) on a set of \( \mu \)-density 1 at \( x \). It follows that

\[
\mu[\{\psi > \tilde{\psi}\} \cap \{\psi_\ell > \tilde{\psi}_\ell\} \cap B_r(x)] \geq \mu[B_r(x)] \left( \frac{1}{2} - o(1) \right) \quad \text{as } r \to 0.
\]

Then since \( x \) is a Besicovich point of \( \{\nabla \psi_\ell \neq \nabla \tilde{\psi}_\ell\} \cap C_\ell \cap \tilde{C}_\ell \),
On the one hand, since 

\[ \mu \left[ \{ \psi > \tilde{\psi} \} \cap \{ \psi > \tilde{\psi} \} \cap \{ \nabla \psi \neq \nabla \tilde{\psi} \} \cap (C_\ell \cap \tilde{C}_\ell) \cap B_r(x) \right] \]

\[ \geq \mu \left[ \{ \psi > \tilde{\psi} \} \cap \{ \psi > \tilde{\psi} \} \cap B_r(x) \right] - \mu [B_r(x) \setminus (C_\ell \cap \tilde{C}_\ell)] \]

\[ \geq \mu [B_r(x)] \left( \frac{1}{2} - o(1) - o(1) \right). \]

As a conclusion,

\[ \forall r > 0 \quad \mu \left[ \{ \psi > \tilde{\psi} \} \cap \{ \psi > \tilde{\psi} \} \cap \{ \nabla \psi \neq \nabla \tilde{\psi} \} \cap (C_\ell \cap \tilde{C}_\ell) \cap B_r(x) \right] > 0. \] (10.32)

Now let

\[ A := \{ \psi > \tilde{\psi} \}. \]

The proof will result from the next two claims:

**Claim 1:** \( \tilde{T}^{-1}(T(A)) \subset A; \)

**Claim 2:** The set \( \{ \psi > \tilde{\psi} \} \cap (C_\ell \cap \tilde{C}_\ell) \backslash \{ \nabla \psi \neq \nabla \tilde{\psi} \} \cap \tilde{T}^{-1}(T(A)) \) lies a positive distance away from \( x. \)

Let us postpone the proofs of these claims for a while, and see why they imply the theorem. Let \( S \subset A \) be defined by

\[ S := \{ \psi > \tilde{\psi} \} \cap \{ \psi > \tilde{\psi} \} \cap \{ \nabla \psi \neq \nabla \tilde{\psi} \} \cap (C_\ell \cap \tilde{C}_\ell), \]

and let

\[ r := d(x, S \cap \tilde{T}^{-1}(T(A))) / 2. \]

On the one hand, since \( S \cap \tilde{T}^{-1}(T(A)) = \emptyset \) by definition, \( \mu [S \cap B(x, r) \cap \tilde{T}^{-1}(T(A))] = \mu [\emptyset] = 0. \) On the other hand, \( r \) is positive by Claim 2, so \( \mu [S \cap B(x, r)] > 0 \) by (10.32). Then

\[ \mu [A \setminus \tilde{T}^{-1}(T(A))] \geq \mu [S \cap B(x, r) \setminus \tilde{T}^{-1}(T(A))] = \mu [S \cap B(x, r)] > 0. \]

Since \( \tilde{T}^{-1}(T(A)) \subset A \) by Claim 1, this implies

\[ \mu [\tilde{T}^{-1}(T(A))] < \mu [A]. \] (10.33)

But then, we can write

\[ \mu [A] \leq \mu [T^{-1}(T(A))] = \nu [T(A)] = \nu [\tilde{T}(A)] = \mu [\tilde{T}^{-1}(T(A))], \]

which contradicts (10.33). So it all boils down to establishing Claims 1 and 2 above.

**Proof of Claim 1:** Let \( x \in \tilde{T}^{-1}(T(A)). \) Then there exists \( y \in A \) such that \( T(y) = \tilde{T}(x). \) Recall that \( T(y) \in \partial_c \psi(y) \) and \( \tilde{T}(x) \in \partial_c \tilde{\psi}(x). \) By
using the definition of the \( c \)-subdifferential and the assumptions, we can write the following chain of identities and inequalities:

\[
\tilde{\psi}(x) + c(x, \tilde{T}(x)) \leq \tilde{\psi}(y) + c(y, \tilde{T}(x))
\]

\[
= \tilde{\psi}(y) + c(y, T(y))
\]

\[
< \tilde{\psi}(y) + c(y, T(y))
\]

\[
\leq \psi(x) + c(x, T(y))
\]

\[
= \psi(x) + c(x, \tilde{T}(x)).
\]

This implies that \( \tilde{\psi}(x) < \psi(x) \), i.e. \( x \in A \), and proves Claim 1.

**Proof of Claim 2:** Assume that this claim is false; then there is a sequence \((x_k)_{k \in \mathbb{N}}\), valued in \( \{ \psi > \tilde{\psi} \} \cap (C_\ell \cap \bar{C}_\ell) \cap \bar{T}^{-1}(T(A)) \), such that \( x_k \to x \). For each \( k \), there is \( y_k \in A \) such that \( \bar{T}(x_k) = T(y_k) \). On \( C_\ell \cap \bar{C}_\ell \), the transport \( T \) coincides with \( T_\ell \) and the transport \( \tilde{T} \) with \( \tilde{T}_\ell \), so \( \bar{T}(x_k) \in \partial_c \psi_{\ell}(x_k) \) and \( T(y_k) \in \partial_c \psi_{\ell}(y_k) \); then we can write, for any \( z \in M \),

\[
\psi_{\ell}(z) \geq \psi_{\ell}(y_k) + c(y_k, T(y_k)) - c(z, T(y_k))
\]

\[
= \psi_{\ell}(y_k) + c(y_k, \tilde{T}(x_k)) - c(z, \tilde{T}(x_k))
\]

\[
> \psi_{\ell}(y_k) + c(y_k, \tilde{T}(x_k)) - c(z, \tilde{T}(x_k))
\]

\[
\geq \tilde{\psi}(x_k) + c(x_k, \tilde{T}(x_k)) - c(z, \tilde{T}(x_k))
\]

Since \( \psi_{\ell} \) is differentiable at \( x \) and since \( c \) is locally semiconcave by assumption, we can expand the right-hand side and obtain

\[
\psi_{\ell}(z) \geq \tilde{\psi}_{\ell}(x_k) + c(x_k, \tilde{T}(x_k)) - c(z, \tilde{T}(x_k))
\]

\[
= \tilde{\psi}_{\ell}(x) + \nabla \tilde{\psi}_{\ell}(x) \cdot (x_k - x) + o(|x_k - x|)
\]

\[
- \nabla_x c(x_k, \tilde{T}(x_k)) \cdot (z - x_k) + o(|z - x_k|).
\]

(10.34)

where \( o(|z - x_k|) \) in the last line is uniform in \( k \). (Here I have cheated by pretending to work in \( \mathbb{R}^n \) rather than on a Riemannian manifold, but all this is purely local, and invariant under diffeomorphism; so it is really no problem to make sense of these formulas when \( z \) is close enough to \( x_k \).) Recall that \( \nabla_x c(x_k, \tilde{T}(x_k)) + \nabla \tilde{\psi}_{\ell}(x_k) = 0 \); so (10.34) can be rewritten as

\[
\psi_{\ell}(z) \geq \nabla \tilde{\psi}_{\ell}(x) + \nabla \tilde{\psi}_{\ell}(x) \cdot (x_k - x) + o(|x_k - x|)
\]

\[
+ \nabla \tilde{\psi}_{\ell}(x_k) \cdot (z - x_k) + o(|z - x_k|).
\]
Then we can pass to the limit as $k \to \infty$, remembering that $\nabla \tilde{\psi}_\ell$ is continuous (because $\psi_\ell$ is semiconvex, recall the proof of Proposition 10.12(i)), and get

$$\psi_\ell(z) \geq \tilde{\psi}_\ell(x) + \nabla \tilde{\psi}_\ell(x) \cdot (z - x) + o(|z - x|)$$

\begin{equation}
= \psi_\ell(x) + \nabla \tilde{\psi}_\ell(x) \cdot (z - x) + o(|z - x|). \tag{10.35}
\end{equation}

(Recall that $x$ is such that $\psi_\ell(x) = \tilde{\psi}(x) = \tilde{\psi}(x)$.) On the other hand, since $\psi_\ell$ is differentiable at $x$, we have

$$\psi_\ell(z) = \psi_\ell(x) + \nabla \psi_\ell(x) \cdot (z - x) + o(|z - x|).$$

Combining this with (10.35), we see that

$$(\nabla \tilde{\psi}_\ell(x) - \nabla \psi_\ell(x)) \cdot (z - x) \leq o(|z - x|),$$

which is possible only if $\nabla \tilde{\psi}_\ell(x) - \nabla \psi_\ell(x) = 0$. But this contradicts the definition of $x$. So Claim 2 holds true, and this concludes the proof of Theorem 10.42. \hfill \Box

The next corollary of Theorem 10.42 is the same as Theorem 10.41 except that the classical Monge problem (search of a transport of minimum cost) has been replaced by the generalized Monge problem (search of a $c$-monotone transport).

**Corollary 10.44 (Generalized Monge problem for the square distance).** Let $M$ be a smooth Riemannian manifold, and let $c(x, y) = d(x, y)^2$. Let $\mu, \nu$ be two probability measures on $M$.

- If $\mu$ gives zero mass to sets of dimension at most $n - 1$, then there is a unique transport map $T$ solving the generalized Monge problem between $\mu$ and $\nu$.
- If $\mu$ is absolutely continuous, then this solution can be written

$$y = T(x) = \exp_x(\nabla \psi(x)), \tag{10.36}$$

where $\psi$ is some $d^2/2$-convex function.
- If $M$ has nonnegative sectional curvature, or $\nu$ is compactly supported and $M$ satisfies (10.26), then equation (10.36) still holds, but in addition the approximate gradient can be replaced by a true gradient.
Particular Case 10.45. If $M = \mathbb{R}^n$, formula (10.36) becomes
\[ y = x + \nabla \psi(x) = \nabla \left( \frac{| \cdot |^2}{2} + \psi \right)(x), \]
where $\psi$ is $| \cdot |^2/2$-convex, or equivalently $| \cdot |^2/2 + \psi$ is convex lower semicontinuous. So (10.36) can be written $y = \nabla \Psi(x)$, where $\Psi$ is convex lower semicontinuous, and we are back to Theorem 9.4.

First Appendix: A little bit of geometric measure theory

The geometric counterpart of differentiability is of course the approximation of a set $S$ by a tangent plane, or hyperplane, or more generally by a tangent $d$-dimensional space, if $d$ is the dimension of $S.$

If $S$ is smooth, then there is no ambiguity on its dimension (a curve has dimension 1, a surface has dimension 2, etc.) and the tangent space always exists. But if $S$ is not smooth, this might not be the case, at least not in the usual sense. The notion of tangent cone (sometimes called contingent cone) often remedies this problem; it is naturally associated with the notion of countable $d$-rectifiability, which acts as a replacement for the notion of “being of dimension $d$”. I shall recall below some of the basic results about these concepts.

Definition 10.46 (Tangent cone). If $S$ is an arbitrary subset of $\mathbb{R}^n$, and $x \in \overline{S}$, then the tangent cone $T_xS$ to $S$ at $x$ is defined as
\[ T_xS := \left\{ \lim_{k \to \infty} \frac{x_k - x}{t_k}; \quad x_k \in S, \ x_k \to x, \ t_k > 0, \ t_k \to 0 \right\}. \]
The dimension of this cone is defined as the dimension of the vector space that it generates.

Definition 10.47 (Countable rectifiability). Let $S$ be a subset of $\mathbb{R}^n$, and let $d \in [0, n]$ be an integer. Then $S$ is said to be countably $d$-rectifiable if $S \subset \bigcup_{k \in \mathbb{N}} f_k(D_k)$, where each $f_k$ is Lipschitz on a measurable subset $D_k$ of $\mathbb{R}^d$. In particular, $S$ has Hausdorff dimension at most $d$.

The next theorem summarizes two results which were useful in the present chapter:
Theorem 10.48 (Sufficient conditions for countable rectifiability).

(i) Let $S$ be a measurable set in $\mathbb{R}^n$, such that $T_xS$ has dimension at most $d$ for all $x \in S$. Then $S$ is countably $d$-rectifiable.

(ii) Let $S$ be a measurable set in $\mathbb{R}^n$, such that $T_xS$ is included in a half-space, for each $x \in \partial S$. Then $\partial S$ is countably $(n-1)$-rectifiable.

Proof of Theorem 10.48. For each $x \in S$, let $\pi_x$ stand for the orthogonal projection on $T_xS$, and let $\pi^\perp_x = \text{Id} - \pi_x$ stand for the orthogonal projection on $(T_xS)^\perp$. I claim that

\[ \forall x \in S, \exists r > 0; \forall y \in S, |x-y| \leq r \implies |\pi^\perp_x (x-y)| \leq |\pi_x (x-y)|. \]  

(10.37)

Indeed, assume that (10.37) is false. Then there is $x \in S$, and there is a sequence $(y_k)_{k \in \mathbb{N}}$ such that $|x-y_k| \leq 1/k$ and yet $|\pi^\perp_x (x-y)| > |\pi_x (x-y)|$, or equivalently

\[ |\pi^\perp_x \left( \frac{x-y_k}{|x-y_k|} \right) | > |\pi_x \left( \frac{x-y_k}{|x-y_k|} \right) |. \]  

(10.38)

Up to extraction of a subsequence, $w_k := (x-y_k)/|x-y_k|$ converges to $\theta \in T_xS$ with $|\theta| = 1$. Then $|\pi_x w_k| \to 1$ and $|\pi^\perp_x w_k| \to 0$, which contradicts (10.38). So (10.37) is true.

Next, for each $k \in \mathbb{N}$, let

\[ S_k := \left\{ x \in S; \text{ property (10.37) holds true for } |x-y| \leq 1/k \right\}. \]

It is clear that the sets $S_k$ cover $S$, so it is sufficient to establish the $d$-rectifiability of $S_k$ for a given $k$.

Let $\delta > 0$ be small enough ($\delta < 1/2$ will do). Let $\Pi_d$ be the set of all orthogonal projections on $d$-dimensional linear spaces. Since $\Pi_d$ is compact, we can find a finite family $(\pi_1, \ldots, \pi_N)$ of such orthogonal projections, such that for any $\pi \in \Pi_d$ there is $j \in \{1, \ldots, N\}$ with $\|\pi - \pi_j\| \leq \delta$, where $\| \cdot \|$ stands for the operator norm. So the set $S_k$ is covered by the sets

\[ S_{k\ell} := \left\{ x \in S_k; \|\pi_x - \pi_{\ell}\| \leq \delta \right\}. \]

To prove (i), it suffices to prove that $S_{k\ell}$ is locally rectifiable. We shall show that for any two $x, x' \in S_{k\ell}$,
\[ |x - x'| \leq \frac{1}{k} \implies |\pi^\perp_{\ell}(x - x')| \leq L |\pi_{\ell}(x - x')|, \quad L = \frac{1 + 2\delta}{1 - 2\delta}; \quad (10.39) \]

this will imply that the intersection of \( S_{k\ell} \) with a ball of diameter \( 1/k \) is contained in an \( L \)-Lipschitz graph over \( \pi_{\ell}(\mathbb{R}^n) \), and the conclusion will follow immediately.

To prove (10.39), note that, if \( \pi, \pi' \) are any two orthogonal projections, then \(|(\pi^\perp - (\pi')^\perp)(z)| = |(\Id - \pi)(z) - (\Id - \pi')(z)| = |(\pi - \pi')(z)|\), therefore \( ||\pi^\perp - (\pi')^\perp|| = ||\pi - \pi'||\), and

\[
|\pi^\perp_{\ell}(x - x')| \leq |(\pi^\perp_{\ell} - (\pi'^\perp_{\ell}))(x - x')| + |\pi^\perp_{\ell}(x - x')| \\
\leq |(\pi_{\ell} - \pi_x)(x - x')| + |\pi_{\ell}(x - x')| \\
\leq |(\pi_{\ell} - \pi_x)(x - x')| + |\pi_{\ell}(x - x')| + |(\pi_{\ell} - \pi_x)(x - x')| \\
\leq |\pi_{\ell}(x - x')| + 2\delta|x - x'| \\
\leq (1 + 2\delta)|\pi_{\ell}(x - x')| + 2\delta|\pi^\perp_{\ell}(x - x')|. 
\]

This establishes (10.39), and Theorem 10.48(i).

Now let us turn to part (ii) of the theorem. Let \( F \) be a finite set in \( S^{n-1} \) such that the balls \((B_{1/8}(\nu))_{\nu \in F}\) cover \( S^{n-1} \). I claim that

\[
\forall x \in \partial S, \, \exists r > 0, \, \exists \nu \in F, \, \forall y \in \partial S \cap B_r(x), \quad \langle y - x, \nu \rangle \leq \frac{|y - x|}{2}. \quad (10.40)
\]

Indeed, otherwise there is \( x \in \partial S \) such that for all \( k \in \mathbb{N} \) and for all \( \nu \in F \) there is \( y_k \in \partial S \) such that \( |y_k - x| \leq 1/k \) and \( \langle y_k - x, \nu \rangle > |y_k - x|/2 \). By assumption there is \( \xi \in S^{n-1} \) such that

\[
\forall \zeta \in T_x S, \quad \langle \xi, \zeta \rangle \leq 0.
\]

Let \( \nu \in F \) be such that \( |\xi - \nu| < 1/8 \) and let \((y_k)_{k \in \mathbb{N}}\) be a sequence as above. Since \( y_k \in \partial S \) and \( y_k \neq x \), there is \( y_k' \in S \) such that \( |y_k - y_k'| < |y_k - x|/8 \). Then

\[
\langle y_k' - x, \xi \rangle \geq \langle y_k - x, \nu \rangle - |y_k - x||\xi - \nu| - |y - y_k'| \geq \frac{|y_k - x|}{4} \geq \frac{|y_k - x|}{8}.
\]

So

\[
\langle \frac{y_k' - x}{|y_k' - x|}, \xi \rangle \geq \frac{1}{8}. \quad (10.41)
\]

Up to extraction of a subsequence, \((y_k' - x)/|y_k' - x|\) converges to some \( \zeta \in T_x S \), and then by passing to the limit in (10.41) we have \( \langle \zeta, \xi \rangle \geq \frac{1}{8}. \)
But by definition, $\xi$ is such that $\langle \zeta, \xi \rangle \leq 0$ for all $\zeta \in T_x S$. This contradiction establishes (10.40).

As a consequence, $\partial S$ is included in the union of all sets $A_{1/k, \nu}$, where $k \in \mathbb{N}$, $\nu \in F$, and

$$A_{r, \nu} := \{ x \in \partial S; \ \forall y \in \partial S \cap B_r(x), \ \langle y - x, \nu \rangle \leq \frac{|y - x|}{2}\}.$$  

To conclude the proof of the theorem it is sufficient to show that each $A_{r, \nu}$ is locally the image of a Lipschitz function defined on a subset of an $(n - 1)$-dimensional space.

So let $r > 0$ and $\nu \in F$ be given, let $x_0 \in A_{r, \nu}$, and let $\pi$ be the orthogonal projection of $\mathbb{R}^n$ to $\nu^\perp$. (Explicitly, $\pi(x) = x - \langle x, \nu \rangle \nu$.) We shall show that on $D := A_{r, \nu} \cap B_{r/2}(x_0)$, $\pi$ is injective and its inverse (on $\pi(D)$) is Lipschitz. To see this, first note that for any two $x, x' \in D$, one has $x' \in B_r(x)$, so, by definition of $A_{r, \nu}$, $\langle x' - x, \nu \rangle \leq |x' - x|/2$. By symmetry, also $\langle x - x', \nu \rangle \leq |x - x'|/2$, so in fact

$$|\langle x - x', \nu \rangle| \leq \frac{|x - x'|}{2}.$$  

Then if $z = \pi(x)$ and $z' = \pi(x')$,

$$|x - x'| \leq |z - z'| + |\langle x, \nu \rangle - \langle x', \nu \rangle| \leq |z - z'| + \frac{|x - x'|}{2},$$

so $|x - x'| \leq 2|z - z'|$. This concludes the proof.

Second Appendix: Nonsmooth implicit function theorem

Let $M$ be an $n$-dimensional smooth Riemannian manifold, and $x_0 \in M$. I shall say that a set $M' \subset M$ is a $k$-dimensional $C^r$ graph (resp. $k$-dimensional Lipschitz graph) in a neighborhood of $x_0$ if there are

(i) a smooth system of coordinates around $x_0$, say

$$x = \zeta(x', y),$$

where $\zeta$ is a smooth diffeomorphism from an open subset of $\mathbb{R}^k \times \mathbb{R}^{n-k}$, into a neighborhood $O$ of $x_0$;
(ii) a $C^r$ (resp. Lipschitz) function $\varphi : O' \to \mathbb{R}^{n-k}$, where $O'$ is an open subset of $\mathbb{R}^k$; such that for all $x \in O$,

$$x \in M' \iff y = \varphi(x').$$

This definition is illustrated by Figure 10.2.

The following statement is a consequence of the classical implicit function theorem: If $f : M \to \mathbb{R}$ is of class $C^r$ ($r \geq 1$), $f(x_0) = 0$ and $\nabla f(x_0) \neq 0$, then the set $\{f = 0\} = f^{-1}(0)$ is an $(n-1)$-dimensional $C^r$ graph in a neighborhood of $x_0$.

In this Appendix I shall consider a nonsmooth version of this theorem. The following notion will be useful.

**Definition 10.49 (Clarke subdifferential).** Let $f$ be a continuous real-valued function defined on an open subset $U$ of a Riemannian manifold. For each $x \in U$, define $\partial f(x)$ as the convex hull of all limits of sequences $\nabla f(x_k)$, where all $x_k$ are differentiability points of $f$ and $x_k \to x$. In short:

$$\partial f(x) = \text{Conv} \left\{ \lim_{x_k \to x} \nabla f(x_k) \right\}.$$

Here comes the main result of this Appendix. If $(A_i)_{1 \leq i \leq m}$ are subsets of a vector space, I shall write $\sum A_i = \{\sum_i a_i; \ a_i \in A_i\}$. 
Theorem 10.50 (Nonsmooth implicit function theorem). Let \((f_i)_{1 \leq i \leq m}\) be real-valued Lipschitz functions defined in an open set \(U\) of an \(n\)-dimensional Riemannian manifold, and let \(x_0 \in U\) be such that:

(a) \(\sum f_i(x_0) = 0\);
(b) \(0 \notin \sum \partial f_i(x_0)\).

Then \(\{ \sum f_i = 0 \}\) is an \((n - 1)\)-dimensional Lipschitz graph around \(x_0\).

Remark 10.51. Let \(\psi\) be a convex continuous function defined around some point \(x_0 \in \mathbb{R}^n\), and let \(p \in \mathbb{R}^n\) such that \(p\) does not belong to the Clarke differential of \(\psi\) at \(x_0\); then 0 does not belong to the Clarke differential of \(\tilde{\psi} : x \mapsto \psi(x) - \psi(x_0) - p \cdot (x - x_0) + |x - x_0|^2\) at \(x_0\), and Theorem 10.50 obviously implies the existence of \(x \neq x_0\) such that \(\tilde{\psi}(x) = 0\), in particular \(\psi(x) < \psi(x_0) + p \cdot (x - x_0)\). So \(p\) does not belong to the subdifferential of \(\psi\) at \(x_0\). In other words, the subdifferential is included in the Clarke differential. The other inclusion is obvious, so both notions coincide. This justifies a posteriori the notation \(\partial \psi\) used in Definition 10.49. An easy localization argument shows that similarly, for any locally semiconvex function \(\psi\) defined in a neighborhood of \(x\), \(\partial \psi(x) = \nabla^c \psi(x)\).

Corollary 10.52 (Implicit function theorem for two subdifferentiable functions). Let \(\psi\) and \(\tilde{\psi}\) be two locally subdifferentiable functions defined in an open set \(U\) of an \(n\)-dimensional Riemannian manifold \(M\), and let \(x_0 \in U\) be such that \(\psi\), \(\tilde{\psi}\) are differentiable at \(x_0\), and

\[\psi(x_0) = \tilde{\psi}(x_0); \quad \nabla \psi(x_0) \neq \nabla \tilde{\psi}(x_0).\]

Then there is a neighborhood \(V\) of \(x_0\) such that \(\{ \psi = \tilde{\psi} \} \cap V\) is an \((n - 1)\)-dimensional Lipschitz graph; in particular, it has Hausdorff dimension exactly \(n - 1\).

Proof of Corollary 10.52. Let \(f_1 = \psi\), \(f_2 = -\tilde{\psi}\). Since \(f_1\) is locally subdifferentiable and \(f_2\) is locally superdifferentiable, both functions are Lipschitz in a neighborhood of \(x_0\) (Theorem 10.8(iii)). Moreover, \(\nabla f_1\) and \(\nabla f_2\) are continuous on their respective domain of definition; so \(\partial f_i(x_0) = \{ \nabla f_i(x_0) \}\) \((i = 1, 2)\). Then by assumption \(\sum \partial f_i(x_0) = \{ \sum \nabla f_i(x_0) \}\) does not contain 0. The conclusion follows from Theorem 10.50. \(\square\)

Proof of Theorem 10.50. The statement is purely local and invariant under \(C^1\) diffeomorphism, so we might pretend to be working in \(\mathbb{R}^n\).
For each $i$, $\partial f_i(x_0) \subset B(0, \|f_i\|_{\text{Lip}}) \subset \mathbb{R}^n$, so $\partial f_i(x_0)$ is a compact convex subset of $\mathbb{R}^n$; then also $\sum \partial f_i(x_0)$ is compact and convex, and by assumption does not contain 0. By the Hahn–Banach theorem, there are $v \in \mathbb{R}^n$ and $\alpha > 0$ such that

$$\langle p, v \rangle \geq \alpha$$

for all $p \in \sum \partial f_i(x_0)$. (10.42)

So there is a neighborhood $V$ of $x_0$ such that $\sum \langle \nabla f_i(x), v \rangle \geq \alpha/2$ at all points $x \in V$ where all functions $f_i$ are differentiable. (Otherwise there would be a sequence $(x_k)_{k \in \mathbb{N}}$, converging to $x_0$, such that $\sum \langle \nabla f_i(x_k), v \rangle < \alpha/2$, but then up to extraction of a subsequence we would have $\nabla f_i(x_k) \to p_i \in \partial f_i(x_0)$, so $\langle \sum p_i, v \rangle \leq \alpha/2 < \alpha$, which would contradict (10.42).)

Without loss of generality, we may assume that $x_0 = 0$, $v = (e_1, 0, \ldots, 0)$, $V = (-\beta, \beta) \times B(0, r_0)$, where the latter ball is a subset of $\mathbb{R}^{n-1}$ and $r_0 \leq (\alpha \beta)/(4 \sum \|f_i\|_{\text{Lip}})$. Further, let

$$Z' := \left\{ y \in B(0, r_0) \subset \mathbb{R}^{n-1}; \right.$$  

$$\lambda_1 \left[ \{t \in (-\beta, \beta); \exists i; \nabla f_i(t, y) \text{ does not exist} \} \right] > 0 \right\};$$

and

$$Z = (-\beta, \beta) \times Z'; \quad D = V \setminus Z.$$

I claim that $\lambda_n[Z] = 0$. To prove this it is sufficient to check that $\lambda_{n-1}[Z'] = 0$. But $Z'$ is the nonincreasing limit of $(Z'_\ell)_{\ell \in \mathbb{N}}$, where

$$Z'_\ell := \left\{ y \in B(0, r_0); \right.$$  

$$\lambda_1 \left[ \{t \in (-\beta, \beta); \exists i; \nabla f_i(t, y) \text{ does not exist} \} \right] \geq 1/\ell \right\};$$

By Fubini’s theorem,

$$\lambda_n \left[ \{ x \in O; \nabla f_i(x) \text{ does not exist for some } i \} \right] \geq (\lambda_{n-1}[Z'_\ell]) \times (1/\ell);$$

and the left-hand side is equal to 0 since all $f_i$ are differentiable almost everywhere. It follows that $\lambda_{n-1}[Z'_\ell] = 0$, and by taking the limit $\ell \to \infty$ we obtain $\lambda_{n-1}[Z'] = 0$.

Let $f = \sum f_i$, and let $\partial_1 f = \langle \nabla f, v \rangle$ stand for its partial derivative with respect to the first coordinate. The first step of the proof has shown that $\partial_1 f(x) \geq \alpha/2$ at each point $x$ where all functions $f_i$ are
differentiable. So, for each $y \in B(0, r_0) \setminus Z'$, the function $t \to f(t, y)$ is Lipschitz and differentiable $\lambda_1$-almost everywhere on $(-\beta, \beta)$, and it satisfies $f'(t, y) \geq \alpha/2$. Thus for all $t, t' \in (-\beta, \beta)$,

$$t < t' \implies f(t', y) - f(t, y) \geq (\alpha/2) (t' - t). \quad (10.43)$$

This holds true for all $((t, y), (t', y))$ in $D \times D$. Since $Z = V \setminus D$ has zero Lebesgue measure, $D$ is dense in $V$, so (10.43) extends to all $((t, y), (t', y)) \in V$.

For all $y \in B(0, r_0)$, inequality (10.43), combined with the estimate

$$|f(0, y)| = |f(0, y) - f(0, 0)| \leq \|f\|_{\text{Lip}} |y| \leq \frac{\alpha \beta}{4},$$

guarantees that the equation $f(t, y) = 0$ admits exactly one solution $t = \varphi(y)$ in $(-\beta, \beta)$.

It only remains to check that $\varphi$ is Lipschitz on $B(0, r_0)$. Let $y, z \in B(0, r_0)$, then $f(\varphi(y), y) = f(\varphi(z), z) = 0$, so

$$|f(\varphi(y), y) - f(\varphi(z), y)| = |f(\varphi(z), z) - f(\varphi(z), y)|. \quad (10.44)$$

Since the first partial derivative of $f$ is no less than $\alpha/2$, the left-hand side of (10.44) is bounded below by $(\alpha/2)|\varphi(y) - \varphi(z)|$, while the right-hand side is bounded above by $\|f\|_{\text{Lip}} |z - y|$. The conclusion is that

$$|\varphi(y) - \varphi(z)| \leq \frac{2 \|f\|_{\text{Lip}}}{\alpha} |z - y|,$$

so $\varphi$ is indeed Lipschitz. \qed

### Third Appendix: Curvature and the Hessian of the squared distance

The practical verification of the uniform semiconcavity of a given cost function $c(x, y)$ might be a very complicated task in general. In the particular case when $c(x, y) = d(x, y)^2$, this problem can be related to the sectional curvature of the Riemannian manifold. In this Appendix I shall recall some results about these links, some of them well-known, other ones more confidential. The reader who does not know about sectional curvature can skip this Appendix, or take a look at Chapter 14 first.
If \( M = \mathbb{R}^n \) is the Euclidean space, then \( d(x, y) = |x - y| \) and there is the very simple formula

\[
\nabla_x^2 \left( \frac{|x - y|^2}{2} \right) = I_n,
\]

where the right-hand side is just the identity operator on \( T_x \mathbb{R}^n = \mathbb{R}^n \).

If \( M \) is an arbitrary Riemannian manifold, there is no simple formula for the Hessian \( \nabla_x^2 d(x, y)^2 / 2 \), and this operator will in general not be defined in the sense that it can take eigenvalues \(-\infty\) if \( x \) and \( y \) are conjugate points. However, as we shall now see, there is still a recipe to estimate \( \nabla_x^2 d(x, y)^2 / 2 \) from above, and thus derive estimates of semiconcavity for \( d^2 / 2 \).

So let \( x \) and \( y \) be any two points in \( M \), and let \( \gamma \) be a minimizing geodesic joining \( y \) to \( x \), parametrized by arc length; so \( \gamma(0) = y, \gamma(d(x, y)) = x \). Let \( H(t) \) stand for the Hessian operator of \( x \rightarrow d(x, y)^2 / 2 \) at \( x = \gamma(t) \). (The definition of this operator is recalled and discussed in Chapter 14.) On \([0, d(x, y)]\) the operator \( H(t) \) is well-defined (since the geodesic is minimizing, it is only at \( t = d(x, y) \) that eigenvalues \(-\infty\) may appear). It starts at \( H(0) = \text{Id} \) and then its eigenvectors and eigenvalues vary smoothly as \( t \) varies in \((0, d(x, y))\).

The unit vector \( \dot{\gamma}(t) \) is an eigenvector of \( H(t) \), associated with the eigenvalue +1. The problem is to bound the eigenvalues in the orthogonal subspace \( S(t) = (\dot{\gamma})^\perp \subset T_{\gamma(t)} M \). So let \( (e_2, \ldots, e_n) \) be an orthonormal basis of \( S(0) \), and let \( (e_2(t), \ldots, e_n(t)) \) be obtained by parallel transport of \( (e_2, \ldots, e_n) \) along \( \gamma \); for any \( t \) this remains an orthonormal basis of \( S(t) \). To achieve our goal, it is sufficient to bound above the quantities \( h(t) = \langle H(t) \cdot e_i(t), e_i(t) \rangle_{\gamma(t)} \), where \( i \) is arbitrary in \( \{2, \ldots, n\} \).

Since \( H(0) \) is the identity, we have \( h(0) = 1 \). To get a differential equation on \( h(t) \), we can use a classical computation of Riemannian geometry, about the Hessian of the distance (not squared!): If \( k(t) = \langle \nabla_x^2 d(y, x) \cdot e_i(t), e_i(t) \rangle_{\gamma(t)} \), then

\[
\dot{k}(t) + k(t)^2 + \sigma(t) \leq 0,
\]

where \( \sigma(t) \) is the sectional curvature of the plane generated by \( \dot{\gamma}(t) \) and \( e_i(t) \) inside \( T_{\gamma(t)} M \). To relate \( k(t) \) and \( h(t) \), we note that

\[
\nabla_x \left( \frac{d(y, x)^2}{2} \right) = d(y, x) \nabla_x d(y, x);
\]
\[ \nabla_x^2 \left( \frac{d(y,x)^2}{2} \right) = d(y,x) \nabla_x^2 d(y,x) + \nabla_x d(x,y) \otimes \nabla_x d(x,y). \]

By applying this to the tangent vector \( e_i(t) \) and using the fact that \( \nabla_x d(x,y) \) at \( x = \gamma(t) \) is just \( \dot{\gamma}(t) \), we get

\[ h(t) = d(y,\gamma(t)) k(t) + \langle \dot{\gamma}(t), e_i(t) \rangle^2 = t k(t). \]

Plugging this into (10.45) results in

\[ t \dot{h}(t) - h(t) + h(t)^2 \leq -t^2 \sigma(t). \tag{10.46} \]

From (10.46) follow the two comparison results which were used in Theorem 10.41 and Corollary 10.44:

(a) Assume that the sectional curvatures of \( M \) are all nonnegative. Then (10.46) forces \( h \leq 0 \), so \( h \) remains bounded above by 1 for all times. In short:

nonnegative sectional curvature \( \implies \nabla_x^2 \left( \frac{d(x,y)^2}{2} \right) \leq \text{Id}_{T_x M}. \) \( \tag{10.47} \)

(If we think of the Hessian as a bilinear form, this is the same as \( \nabla_x^2 (d(x,y)^2/2) \leq g \), where \( g \) is the Riemannian metric.) Inequality (10.47) is rigorous if \( d(x,y)^2/2 \) is twice differentiable at \( x \); otherwise the conclusion should be reinterpreted as

\[ x \rightarrow \frac{d(x,y)^2}{2} \] is semiconcave with a modulus \( \omega(r) = \frac{r^2}{2}. \)

(b) Assume now that the sectional curvatures at point \( x \) are bounded below by \( -C/d(x_0,x)^2 \), where \( x_0 \) is an arbitrary point. In this case I shall say that \( M \) has asymptotically nonnegative curvature. Then if \( y \) varies in a compact subset, we have a lower bound like \( \sigma(t) \geq -C'/d(y,x)^2 = -C'/t^2 \), where \( C' \) is some positive constant. So (10.46) implies the differential inequality

\[ t \dot{h}(t) \leq C' + h(t) - h(t)^2. \]

If \( h(t) \) ever becomes greater than \( \overline{C} := (1 + \sqrt{1 + 4C'^2})/2 \), then the right-hand side becomes negative; so \( h \) can never go above \( \overline{C} \). The conclusion is that
M has asymptotically nonnegative curvature \[ \implies \]
\[ \forall y \in K, \quad \nabla^2_x \left( \frac{d(x,y)^2}{2} \right) \leq C(K) \text{Id}_{T_x M}, \]
where \( K \) is any compact subset of \( M \). Again, at points where \( d(x,y)^2/2 \) is not twice differentiable, the conclusion should be reinterpreted as

\[ x \to \frac{d(x,y)^2}{2} \]

is semiconcave with a modulus \( \omega(r) = C(K) \frac{r^2}{2} \).

**Examples 10.53.** The previous result applies to any compact manifold, or any manifold which has been obtained from \( \mathbb{R}^n \) by modification on a compact set. But it does not apply to the hyperbolic space \( \mathbb{H}^n \); in fact, if \( y \) is any given point in \( \mathbb{H}^n \), then the function \( x \to d(y,x)^2 \) is not uniformly semiconcave as \( x \to \infty \). (Take for instance the unit disk in \( \mathbb{R}^2 \), with polar coordinates \((r,\theta)\) as a model of \( \mathbb{H}^2 \), then the distance from the origin is \( d(r,\theta) = \log((1+r)/(1-r)) \); an explicit computation shows that the first (and only nonzero) coefficient of the matrix of the Hessian of \( d^2/2 \) is \( 1 + rd(r) \), which diverges logarithmically as \( r \to 1 \).)

**Remark 10.54.** The exponent 2 appearing in the definition of “asymptotic nonnegative curvature” above is optimal in the sense that for any \( p < 2 \) it is possible to construct manifolds satisfying \( \sigma_x \geq -C/d(x_0, x)^p \) and on which \( d(x_0, \cdot)^2 \) is not uniformly semiconcave.

**Bibliographical notes**

The key ideas in this chapter were first used in the case of the quadratic cost function in Euclidean space [154, 156, 722].

The existence of solutions to the Monge problem and the differentiability of \( c \)-convex functions, for strictly superlinear convex cost functions in \( \mathbb{R}^n \) (other than quadratic) was investigated by several authors, including in particular Rüschendorf [717] (formula (10.4) seems to appear there for the first time), Smith and Knott [754], Gangbo and McCann [398, 399]. In the latter reference, the authors get rid of all moment assumptions by avoiding the explicit use of Kantorovich duality. These results are reviewed in [814, Chapter 2]. Gangbo and McCann impose some assumptions of growth and superlinearity, such as the one
described in Example 10.19. Ekeland [323] applies similar tools to the optimal matching problem (in which both measures are transported to another topological space).

It is interesting to notice that the structure of the optimal map can be guessed heuristically from the old-fashioned method of Lagrange multipliers; see [328, Section 2.2] where this is done for the case of the quadratic cost function.

The terminology of the twist condition comes from dynamical systems, in particular the study of certain classes of diffeomorphisms in dimension 2 called twist diffeomorphisms [66]. Moser [641] showed that under certain conditions, these diffeomorphisms can be represented as the time-1 map of a strictly convex Lagrangian system. In this setting, the twist condition can be informally recast by saying that the dynamics “twists” vertical lines (different velocities, common position) into oblique curves (different positions).

There are cases of interest where the twist condition is satisfied even though the cost function does not have a Lagrangian structure. Examples are the so-called symmetrized Bregman cost function
\[ c(x, y) = \langle \nabla \phi(x) - \nabla \phi(y), x - y \rangle \]
where \( \phi \) is strictly convex [206], or the cost
\[ c(x, y) = |x - y|^2 + |f(x) - g(y)|^2, \]
where \( f \) and \( g \) are convex and \( k \)-Lipschitz, \( k < 1 \) [794]. For applications in meteorology, Cullen and Maroofi [268] considered cost functions of the form
\[ c(x, y) = [(x_1 - y_1)^2 + (x_2 - y_2)^2 + \varphi(x_3)]/y_3 \]
in a bounded region of \( \mathbb{R}^3 \).

Conversely, a good example of an interesting smooth cost function which does not satisfy the twist condition is provided by the restriction of the square Euclidean distance to the sphere, or to a product of convex boundaries [6, 400].

Gangbo and McCann [399] considered not only strictly convex, but also strictly concave cost functions in \( \mathbb{R}^n \) (more precisely, strictly concave functions of the distance), which are probably more realistic from an economic perspective, as explained in the introduction of their paper. The main results from [399] are briefly reviewed in [814, Section 2.4]. Further numerical and theoretical analysis for nonconvex cost functions in dimension 1 have been considered by McCann [615], Rüschendorf and Uckelmann [724, 796], and Plakhov [683]. Hsu and Sturm [484] worked on a very nice application of an optimal transport problem with a concave cost to a problem of maximal coupling of Brownian paths.
McCann [616] proved Theorem 10.41 when $M$ is a compact Riemannian manifold and $\mu$ is absolutely continuous. This was the first optimal transport theorem on a Riemannian manifold (save for the very particular case of the $n$-dimensional torus, which was treated before by Cordero-Erausquin [240]). In his paper McCann also mentioned the possibility of covering more general cost functions expressed in terms of the distance.

Later Bernard and Buffoni [105] extended McCann’s results to more general Lagrangian cost functions, and imported tools and techniques from the theory of Lagrangian systems (related in particular to Mather’s minimization problem). The proof of the basic result of this chapter (Theorem 10.28) is in some sense an extension of the Bernard–Buffoni theorem to its “natural generality”. It is clear from the proof that the Riemannian structure plays hardly any role, so it extends for instance to Finsler geometries, as was done in the work of Ohta [657].

Before the explicit link realized by Bernard and Buffoni, several researchers, in particular Evans, Fathi and Gangbo, had become gradually aware of the strong similarities between Monge’s theory on the one hand, and Mather’s theory on the other. De Pascale, Gelli and Granieri [278] contributed to this story; see also [839].

Fang and Shao rewrote McCann’s theorem in the formalism of Lie groups [339]. They used this reformulation as a starting point to derive theorems of unique existence of the optimal transport on the path space over a Lie group. Shao’s PhD Thesis [748] contains a synthetic view on these issues, and reminders about differential calculus in Lie groups.

Feyel and Üstünel [358, 359, 360, 362] derived theorems of unique solvability of the Monge problem in the Wiener space, when the cost is the square of the Cameron–Martin distance (or rather pseudo-distance, since it takes the value $+\infty$). Their tricky analysis goes via finite-dimensional approximations.

Ambrosio and Rigot [33] adapted the proof of Theorem 10.41 to cover degenerate (subriemannian) situations such as the Heisenberg group, equipped with either the squared Carnot–Carathéodory metric or the squared Korányi norm. The proofs required a delicate analysis of minimizing geodesics, differentiability properties of the squared distance, and fine properties of BV functions on the Heisenberg group. Then Rigot [702] generalized these results to certain classes of groups. Further work in this area (including the absolute continuity of Wasserstein geodesics at intermediate times, the differentiability of the optimal
maps, and the derivation of an equation of Monge–Ampère type) was achieved by Agrachev and Lee [3], Figalli and Juillet [366], and Figalli and Rifford [370].

Another nonsmooth generalization of Theorem 10.41 was obtained by Bertrand [114], who adapted McCann’s argument to the case of an Alexandrov space with finite (Hausdorff) dimension and (sectional) curvature bounded below. His analysis makes crucial use of fine regularity results on the structure of Alexandrov spaces, derived by Perelman, Otsu and Shioya [174, 175, 665].

Remark 10.30 about the uniqueness of the potential \( \psi \) is due to Loeper [570, Appendix]; it still holds if \( \mu \) is any singular measure, provided that \( d\mu/d\text{vol} > 0 \) almost everywhere (even though the transport map might not be unique then).

The use of approximate differentials as in Theorem 10.38 was initiated by Ambrosio and collaborators [30, Chapter 6], for strictly convex cost functions in \( \mathbb{R}^n \). The adaptation to Riemannian manifolds is due to Fathi and Figalli [348], with a slightly more complicated (but slightly more general) approach than the one used in this chapter.

The tricky proof of Theorem 10.42 takes its roots in Alexandrov’s uniqueness theorem for graphs of prescribed Gauss curvature [16]. (The method can be found in [53, Theorem 10.2].) McCann [613] understood that Alexandrov’s strategy could be revisited to yield the uniqueness of a cyclically monotone transport in \( \mathbb{R}^n \) without the assumption of finite total cost (Corollary 10.44 in the case when \( M = \mathbb{R}^n \)). The tricky extension to more general cost functions on Riemannian manifolds was performed later by Figalli [363]. The current proof of Theorem 10.42 is so complicated that the reader might prefer to have a look at [814, Section 2.3.3], where the core of McCann’s proof is explained in simpler terms in the particular case \( c(x,y) = |x - y|^2 \).

The case when the cost function is the distance (\( c(x,y) = d(x,y) \)) is not covered by Theorem 10.28, nor by any of the theorems appearing in the present chapter. This case is quite more tricky, be it in Euclidean space or on a manifold. The interested reader can consult [814, Section 2.4.6] for a brief review, as well as the research papers [20, 31, 32, 104, 190, 279, 280, 281, 354, 364, 380, 686, 765, 791]. The treatment by Bernard and Buffoni [104] is rather appealing, for its simplicity and links to dynamical system tools. An extreme case (maybe purely academic) is when the cost is the Cameron–Martin dis-
tance on the Wiener space; then usual strategies seem to fail, in the first place because of (non)measurability issues [23].

The optimal transport problem with a distance cost function is also related to the irrigation problem studied recently by various authors [109, 110, 111, 112, 152], the Bouchitté-Buttazzo variational problem [147, 148], and other problems as well. In this connection, see also Pratelli [689].

The partial optimal transport problem, where only a fixed fraction of the mass is transferred, was studied in [192, 365]. Under adequate assumptions on the cost function, one has the following results: whenever the transferred mass is at least equal to the shared mass between the measures $\mu$ and $\nu$, then (a) there is uniqueness of the partial transport map; (b) all the shared mass is at the same time both source and target; (c) the “active” region depends monotonically on the mass transferred, and is the union of the intersection of the supports and a semiconvex set.

To conclude, here are some remarks about the technical ingredients used in this chapter.

Rademacher [697] proved his theorem of almost everywhere differentiability in 1918, for Lipschitz functions of two variables; this was later generalized to an arbitrary number of variables. The simple argument presented in this section seems to be due to Christensen [233]; it can also be found, up to minor variants, in modern textbooks about real analysis such as the one by Evans and Gariepy [331, pp. 81–84]. Ambrosio showed me another simple argument which uses Lebesgue’s density theorem and the identification of a Lipschitz function with a function whose distributional derivative is essentially bounded.

The book by Cannarsa and Sinestrari [199] is an excellent reference for semiconvexity and subdifferentiability in $\mathbb{R}^n$, as well as the links with the theory of Hamilton–Jacobi equations. It is centered on semiconcavity rather than semiconvexity (and superdifferentiability rather than subdifferentiability), but this is just a question of convention. Many regularity results in this chapter have been adapted from that source (see in particular Theorem 2.1.7 and Corollary 4.1.13 there). Also the proof of Theorem 10.48(i) is adapted from [199, Theorem 4.1.6 and Corollary 4.1.9]. The core results in this circle of ideas and tools can be traced back to a pioneering paper by Alberti, Ambrosio and Cannarsa [12]. Following Ambrosio’s advice, I used the same methods to establish Theorem 10.48(ii) in the present notes.
One often says that $S \subset \mathbb{R}^n$ is $d$-rectifiable if it can be written as a countable union of $C^1$ manifolds (submanifolds of $\mathbb{R}^n$), apart from a set of zero $\mathcal{H}^d$ measure. This property seems stronger, but is actually equivalent to Definition 10.47 (see [753, Lemma 11.1]). Stronger notions are obtained by changing $C^1$ into $C^r$ for some $r \geq 2$. For instance Alberti [9] shows that the $(n-1)$-rectifiability of the nondifferentiability set of a convex function is achieved with $C^2$ manifolds, which is optimal.

Apart from plain subdifferentiability and Clarke subdifferentiability, other notions of differentiability for nonsmooth functions are discussed in [199], such as Dini derivatives or reachable gradients.

The theory of approximate differentiability (in Euclidean space) is developed in Federer [352, Section 3.1.8]; see also Ambrosio, Gigli and Savaré [30, Section 5.5]. A central result is the fact that any approximately differentiable function coincides, up to a set of arbitrarily small measure, with a Lipschitz function.

The proof of Besicovitch’s density theorem [331, p. 43] is based on Besicovitch’s covering lemma. This theorem is an alternative to the more classical Lebesgue density theorem (based on Vitali’s covering lemma), which requires the doubling property. The price to pay for Besicovitch’s theorem is that it only works in $\mathbb{R}^n$ (or a Riemannian manifold, by localization) rather than on a general metric space.

The nonsmooth implicit function theorem in the second Appendix (Theorem 10.50) seems to be folklore in nonsmooth real analysis; the core of its proof was explained to me by Fathi. Corollary 10.52 was discovered or rediscovered by McCann [613, Appendix], in the case where $\psi$ and $\tilde{\psi}$ are convex functions in $\mathbb{R}^n$.

Everything in the Third Appendix, in particular the key differential inequality (10.46), was explained to me by Gallot. The lower bound assumption on the sectional curvatures $\sigma_x \geq -C/d(x_0, x)^2$ is sufficient to get upper bounds on $\nabla^2_x d(x, y)^2$ as $y$ stays in a compact set, but it is not sufficient to get upper bounds that are uniform in both $x$ and $y$. A counterexample is developed in [393, pp. 213–214].

The exact computation about the hyperbolic space in Example 10.53 is the extremal situation for a comparison theorem about the Hessian of the squared distance [246, Lemma 3.12]: If $M$ is a Riemannian manifold with sectional curvature bounded below by $\kappa < 0$, then

$$
\nabla^2_x \left( \frac{d(x, y)^2}{2} \right) \leq \frac{\sqrt{|\kappa|} d(x, y)}{\tanh(\sqrt{|\kappa|} d(x, y))}.
$$
As pointed out to me by Ghys, the problem of finding a sufficient condition for the Hessian of \(d(x,y)^2\) to be bounded above is related to the problem of whether large spheres \(S_r(y)\) centered at \(y\) look flat at infinity, in the sense that their second fundamental form is bounded like \(O(1/r)\).
Transport is but a change of variables, and in many problems involving changes of variables, it is useful to write the Jacobian equation

\[ f(x) = g(T(x)) J_T(x), \]

where \( f \) and \( g \) are the respective densities of the probability measures \( \mu \) and \( \nu \) with respect to the volume measure (in \( \mathbb{R}^n \), the Lebesgue measure), and \( J_T(x) \) is the absolute value of the Jacobian determinant associated with \( T \):

\[ J_T(x) = |\det(\nabla T(x))| = \lim_{r \to 0} \frac{\text{vol}[T(B_r(x))]}{\text{vol}[B_r(x)]}. \]

There are two important things that one should check before writing the Jacobian equation: First, \( T \) should be injective on its domain of definition; secondly, it should possess some minimal regularity.

So how smooth should \( T \) be for the Jacobian equation to hold true? We learn in elementary school that it is sufficient for \( T \) to be continuously differentiable, and a bit later that it is actually enough to have \( T \) Lipschitz continuous. But that degree of regularity is not always available in optimal transport! As we shall see in Chapter 12, the transport map \( T \) might fail to be even continuous.

There are (at least) three ways out of this situation:

(i) Only use the Jacobian equation in situations where the optimal map is smooth. Such situations are rare; this will be discussed in Chapter 12.

(ii) Only use the Jacobian equation for the optimal map between \( \mu_{t_0} \) and \( \mu_t \), where \( (\mu_t)_{0 \leq t \leq 1} \) is a compactly supported displacement
interpolation, and \( t_0 \) is fixed in \((0,1)\). Then, according to Theorem 8.5, the transport map is essentially Lipschitz. This is the strategy that I shall use in most of this course.

(iii) Apply a more sophisticated theorem of change of variables, covering for instance changes of variables with bounded variation (possibly discontinuous). It is in fact sufficient that the map \( T \) be differentiable almost everywhere, or even just approximately differentiable almost everywhere, in the sense of Definition 10.2. Such a theorem is stated below without proof; I shall use it in Chapter 23. The volume measure on \( M \) will be denoted by \( \text{vol} \).

**Theorem 11.1 (Jacobian equation).** Let \( M \) be a Riemannian manifold, let \( f \in L^1(M) \) be a nonnegative integrable function on \( M \), and let \( T : M \to M \) be a Borel map. Define \( \mu(dx) = f(x) \text{vol}(dx) \) and \( \nu := T_# \mu \). Assume that:

(i) There exists a measurable set \( \Sigma \subset M \), such that \( f = 0 \) almost everywhere outside of \( \Sigma \), and \( T \) is injective on \( \Sigma \);

(ii) \( T \) is approximately differentiable almost everywhere on \( \Sigma \).

Let \( \nabla T \) be the approximate gradient of \( T \), and let \( J_T \) be defined almost everywhere on \( \Sigma \) by the equation \( J_T(x) := |\det(\nabla T(x))| \). Then \( \nu \) is absolutely continuous with respect to the volume measure if and only if \( J_T > 0 \) almost everywhere. In that case \( \nu \) is concentrated on \( T(\Sigma) \), and its density is determined by the equation

\[
f(x) = g(T(x)) J_T(x).
\] (11.1)

In an informal writing:

\[
\frac{d(T^{-1})_#(g \text{vol})}{d\text{vol}} = J_T(g \circ T) \text{vol}.
\]

Theorem 11.1 establishes the Jacobian equation as soon as, say, the optimal transport has locally bounded variation. Indeed, in this case the map \( T \) is almost everywhere differentiable, and its gradient coincides with the absolutely continuous part of the distributional gradient \( \nabla_{\mathcal{D}} T \). The property of bounded variation is obviously satisfied for the quadratic cost in Euclidean space, since the second derivative of a convex function is a nonnegative measure.

**Example 11.2.** Consider two probability measures \( \mu_0 \) and \( \mu_1 \) on \( \mathbb{R}^n \), with finite second moments; assume that \( \mu_0 \) and \( \mu_1 \) are absolutely continuous with respect to the Lebesgue measure, with respective densities
Under these assumptions there exists a unique optimal transport map between $\mu_0$ and $\mu_1$, and it takes the form $T(x) = \nabla \Psi(x)$ for some lower semicontinuous convex function $\Psi$. There is a unique displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$, and it is defined by

$$
\mu_t = (T_t)_\# \mu_0, \quad T_t(x) = (1-t)x + t \nabla \Psi(x).
$$

By Theorem 8.7, each $\mu_t$ is absolutely continuous, so let $f_t$ be its density. The map $\nabla T$ is of locally bounded variation, and it is differentiable almost everywhere, with Jacobian matrix $\nabla T = \nabla^2 \Psi$, where $\nabla^2 \Psi$ is the Alexandrov Hessian of $\Psi$ (see Theorem 14.25 later in this course). Then, it follows from Theorem 11.1 that, $\mu_0(dx)$-almost surely,

$$
f_0(x) = f_1(\nabla \Psi(x)) \det(\nabla^2 \Psi(x)).
$$

Also, for any $t \in [0, 1]$,

$$
f_0(x) = f_t(T_t(x)) \det(\nabla T_t(x))
= f_t((1-t)x + t \nabla \Psi(x)) \det((1-t)I_n + t \nabla^2 \Psi(x)).
$$

If $T_{t_0 \to t} = T_t \circ T_{t_0}^{-1}$ stands for the transport map between $\mu_{t_0}$ and $\mu_t$, then the equation

$$
f_{t_0}(x) = f_t(T_{t_0 \to t}(x)) \det(\nabla T_{t_0 \to t}(x))
$$

also holds true for $t_0 \in (0, 1)$; but now this is just the theorem of change of variables for Lipschitz maps.

In the sequel of this course, with the noticeable expression of Chapter 23, it will be sufficient to use the following theorem of change of variables.

**Theorem 11.3 (Change of variables).** Let $M$ be a Riemannian manifold, and $c(x, y)$ a cost function deriving from a $C^2$ Lagrangian $L(x, v, t)$ on $TM \times [0, 1]$, where $L$ satisfies the classical conditions of Definition 7.6, together with $\nabla^2_v L > 0$. Let $(\mu_t)_{0 \leq t \leq 1}$ be a displacement interpolation, such that each $\mu_t$ is absolutely continuous and has density $f_t$. Let $t_0 \in (0, 1)$, and $t \in [0, 1]$; further, let $T_{t_0 \to t}$ be the $(\mu_{t_0} -$-almost surely) unique optimal transport from $\mu_{t_0}$ to $\mu_t$, and let $J_{t_0 \to t}$ be the associated Jacobian determinant. Let $F$ be a nonnegative measurable function on $M \times \mathbb{R}_+$ such that
\[ f_t(y) = 0 \implies F(y, f_t(y)) = 0. \]

Then,
\[
\int_M F(y, f_t(y)) \, \text{vol}(dy) = \int_M F\left( T_{t_0-t}(x), \frac{f_{t_0}(x)}{J_{t_0-t}(x)} \right) J_{t_0-t}(x) \, \text{vol}(dx).
\]

Furthermore, \( \mu_{t_0}(dx) \)-almost surely, \( J_{t_0-t}(x) > 0 \) for all \( t \in [0, 1] \).

**Proof of Theorem 11.3.** For brevity I shall abbreviate \( \text{vol}(dx) \) into just \( dx \). Let us first consider the case when \( (\mu_t)_{0 \leq t \leq 1} \) is compactly supported. Let \( \Pi \) be a probability measure on the set of minimizing curves, such that \( \mu_t = (e_t)_{\#}\Pi \). Let \( K_t = e_t(\text{Spt} \Pi) \) and \( K_{t_0} = e_{t_0}(\text{Spt} \Pi) \). By Theorem 8.5, the map \( \gamma_{t_0} \rightarrow \gamma_t \) is well-defined and Lipschitz for all \( \gamma \in \text{Spt} \Pi \). So \( T_{t_0-t}(\gamma_{t_0}) = \gamma_t \) is a Lipschitz map \( K_{t_0} \rightarrow K_t \). By assumption \( \mu_t \) is absolutely continuous, so Theorem 10.28 (applied with the cost function \( c^{t_0,t}(x, y) \), or maybe \( c^{t,t_0}(x, y) \) if \( t < t_0 \)) guarantees that the coupling \( (\gamma_t, \gamma_{t_0}) \) is deterministic, which amounts to saying that \( \gamma_{t_0} \rightarrow \gamma_t \) is injective apart from a set of zero probability.

Then we can use the change of variables formula with \( g = 1_{K_t} \), \( T = T_{t_0-t} \), and we find \( f(x) = J_{t_0-t}(x) \). Therefore, for any nonnegative measurable function \( G \) on \( M \),
\[
\int_{K_t} G(y) \, dy = \int_{K_{t_0}} G(y) \, d((T_{t_0-t})_{\#}\mu)(y)
= \int_{K_{t_0}} (G \circ T_{t_0-t}(x)) \, f(x) \, dx
= \int_{K_{t_0}} G(T_{t_0-t}(x)) \, J_{t_0-t}(x) \, dx.
\]

We can apply this to \( G(y) = F(y, f_t(y)) \) and replace \( f_t(T_{t_0-t}(x)) \) by \( f_{t_0}(x)/J_{t_0-t}(x) \); this is allowed since in the right-hand side the contribution of those \( x \) with \( f_t(T_{t_0-t}(x)) = 0 \) is negligible, and \( J_{t_0-t}(x) = 0 \) implies (almost surely) \( f_{t_0}(x) = 0 \). So in the end
\[
\int_{K_t} F(y, f_t(y)) \, dy = \int_{K_{t_0}} F\left( T_{t_0-t}(x), \frac{f_{t_0}(x)}{J_{t_0-t}(x)} \right) J_{t_0-t}(x) \, dx.
\]

Since \( f_t(y) = 0 \) almost surely outside of \( K_t \) and \( f_{t_0}(x) = 0 \) almost surely outside of \( K_{t_0} \), these two integrals can be extended to the whole of \( M \).
Now it remains to generalize this to the case when $\Pi$ is not compactly supported. (Skip this bit at first reading.) Let $(K_\ell)_{\ell \in \mathbb{N}}$ be a nondecreasing sequence of compact sets, such that $\Pi[\cup K_\ell] = 1$. For $\ell$ large enough, $\Pi[K_\ell] > 0$, so we can consider the restriction $\Pi_\ell$ of $\Pi$ to $K_\ell$. Then let $K_{t,\ell}$ and $K_{t_0,\ell}$ be the images of $K_\ell$ by $e_t$ and $e_{t_0}$, and of course $\mu_{t,\ell} = (e_t)_#\Pi_\ell$, $\mu_{t_0,\ell} = (e_{t_0})_#\Pi_\ell$. Since $\mu_t$ and $\mu_{t_0}$ are absolutely continuous, so are $\mu_{t,\ell}$ and $\mu_{t_0,\ell}$; let $f_{t,\ell}$ and $f_{t_0,\ell}$ be their respective densities. The optimal map $T_{t_0 \to t,\ell}$ for the transport problem between $\mu_{t_0,\ell}$ and $\mu_{t,\ell}$ is obtained as before by the map $\gamma_{t_0 \to t}$, so this is actually the restriction of $T_{t_0 \to t}$ to $K_{t_0,\ell}$. Thus we have the Jacobian equation

$$f_{t_0,\ell}(x) = f_{t,\ell}(T_{t_0 \to t}(x)) J_{t_0 \to t}(x),$$

(11.2)

where the Jacobian determinant does not depend on $\ell$. This equation holds true almost surely for $x \in K_{\ell}'$, as soon as $\ell' \leq \ell$, so we may pass to the limit as $\ell \to \infty$ to get

$$f_{t_0}(x) = f_{t}(T_{t_0 \to t}(x)) J_{t_0 \to t}(x).$$

(11.3)

Since this is true almost surely on $K_{\ell}'$, for each $\ell'$, it is also true almost surely.

Next, for any nonnegative measurable function $G$, by monotone convergence and the first part of the proof one has

$$\int_{U K_{t,\ell}} G(y) \, dy = \lim_{\ell \to \infty} \int_{K_{t,\ell}} G(y) \, dy$$

$$= \lim_{\ell \to \infty} \int_{K_{t_0,\ell}} G(T_{t_0 \to t}(x)) J_{t_0 \to t}(x) \, dx$$

$$= \int_{U K_{t_0,\ell}} G(T_{t_0 \to t}(x)) J_{t_0 \to t}(x) \, dx.$$  

The conclusion follows as before by choosing $G(y) = F(y, f_t(x))$ and using the Jacobian equation (11.3), then extending the integrals to the whole of $M$.

It remains to prove the assertion about $J_{t_0 \to t}(x)$ being positive for all values of $t \in [0, 1]$, and not just for $t = 1$, or for almost all values of $t$. The transport map $T_{t_0 \to t}$ can be written $\gamma(t_0) \to \gamma(t)$, where $\gamma$ is a minimizing curve determined uniquely by $\gamma(t_0)$. Since $\gamma$ is minimizing, we know (recall Problem 8.8) that the map $(\gamma_0, \dot{\gamma}_0) \to (\gamma_0, \gamma(t_0))$ is locally invertible. So $T_{t_0 \to t}$ can be written as the composition of the
The Jacobian equation

maps $F_1 : \gamma(t_0) \rightarrow (\gamma(0), \gamma(t_0))$, $F_2 : (\gamma(0), \gamma(t_0)) \rightarrow (\gamma(0), \dot{\gamma}(t_0))$ and $F_3 : (\gamma(0), \dot{\gamma}(0)) \rightarrow \gamma(t)$. Both $F_2$ and $F_3$ have a positive Jacobian determinant, at least if $t < 1$; so if $x$ is chosen in such a way that $F_1$ has a positive Jacobian determinant at $x$, then also $T_{t_0 \rightarrow t} = F_3 \circ F_2 \circ F_1$ will have a positive Jacobian determinant at $x$ for $t \in [0, 1)$. $\square$

Bibliographical notes

Theorem 11.1 can be obtained (in $\mathbb{R}^n$) by combining Lemma 5.5.3 in [30] with Theorem 3.83 in [26].

In the context of optimal transport, the change of variables formula (11.1) was proven by McCann [614]. His argument is based on Lebesgue’s density theory, and takes advantage of Alexandrov’s theorem, alluded to in this chapter and proven later as Theorem 14.25: A convex function admits a Taylor expansion at order 2 at almost each $x$ in its domain of definition. Since the gradient of a convex function has locally bounded variation, Alexandrov’s theorem can be seen essentially as a particular case of the theorem of approximate differentiability of functions with bounded variation. McCann’s argument is reproduced in [814, Theorem 4.8].

Along with Cordero-Erausquin and Schmuckenschläger, McCann later generalized his result to the case of Riemannian manifolds [246]. Modulo certain complications, the proof basically follows the same pattern as in $\mathbb{R}^n$. Then Cordero-Erausquin [243] treated the case of strictly convex cost functions in $\mathbb{R}^n$ in a similar way.

Ambrosio pointed out that those results could be retrieved within the general framework of push-forward by approximately differentiable mappings. This point of view has the disadvantage of involving more subtle arguments, but the advantage of showing that it is not a special feature of optimal transport. It also applies to nonsmooth cost functions such as $|x-y|^p$. In fact it covers general strictly convex costs of the form $c(x-y)$ as soon as $c$ has superlinear growth, is $C^1$ everywhere and $C^2$ out of the origin. A more precise discussion of these subtle issues can be found in [30, Section 6.2.1].

It is a general feature of optimal transport with strictly convex cost in $\mathbb{R}^n$ that if $T$ stands for the optimal transport map, then the Jacobian matrix $\nabla T$, even if not necessarily nonnegative symmetric, is diagonalizable with nonnegative eigenvalues; see Cordero-Erausquin [243] and
Ambrosio, Gigli and Savaré [30, Section 6.2]. From an Eulerian perspective, that diagonalizability property was already noticed by Otto [666, Proposition A.4]. I don’t know if there is an analog on Riemannian manifolds.

Changes of variables of the form \( y = \exp_x(\nabla \psi(x)) \) (where \( \psi \) is not necessarily \( d^2/2 \)-convex) have been used in a remarkable paper by Cabré [181] to investigate qualitative properties of nondivergent elliptic equations (Liouville theorem, Alexandrov–Bakelman–Pucci estimates, Krylov–Safonov–Harnack inequality) on Riemannian manifolds with nonnegative sectional curvature. (See for instance [189, 416, 786] for classical proofs in \( \mathbb{R}^n \).) It is mentioned in [181] that the methods extend to sectional curvature bounded below. For the Harnack inequality, Cabré’s method was extended to nonnegative Ricci curvature by S. Kim [516].
Smoothness

The smoothness of the optimal transport map may give information about its qualitative behavior, as well as simplify computations. So it is natural to investigate the regularity of this map.

What characterizes the optimal transport map $T$ is the existence of a $c$-convex $\psi$ such that (10.20) (or (10.23)) holds true; so it is natural to search for a closed equation on $\psi$.

To guess the equation, let us work formally without being too demanding about regularity issues. We shall assume that $x$ and $y$ vary in $\mathbb{R}^n$, or in nice subsets of smooth $n$-dimensional Riemannian manifolds. Let $\mu(dx) = f(x)\text{vol}(dx)$ and $\nu(dy) = g(y)\text{vol}(dy)$ be two absolutely continuous probability measures, let $c(x, y)$ be a smooth cost function, and let $T$ be a Monge transport. The differentiation of (10.20) with respect to $x$ (once again) leads to

$$\nabla^2 \psi(x) + \nabla^2_{xx} c(x, T(x)) + \nabla^2_{xy} c(x, T(x)) \cdot \nabla T(x) = 0,$$

which can be rewritten

$$\nabla^2 \psi(x) + \nabla^2_{xx} c(x, T(x)) = -\nabla^2_{xy} c(x, T(x)) \cdot \nabla T(x). \quad (12.1)$$

The expression on the left-hand side is the Hessian of the function $c(x', T(x)) + \psi(x')$, considered as a function of $x'$ and then evaluated at $x$. Since this function has a minimum at $x' = x$, its Hessian is nonnegative, so the left-hand side of (12.1) is a nonnegative symmetric operator; in particular its determinant is nonnegative. Take absolute values of determinants on both sides of (12.1):

$$\det\left(\nabla^2 \psi(x) + \nabla^2_{xx} c(x, T(x))\right) = |\det \nabla^2_{xy} c(x, T(x))| \cdot |\det(\nabla T(x))|.$$
Then the Jacobian determinant in the right-hand side can be replaced by \( f(x)/g(T(x)) \), and we arrive at the basic **partial differential equation of optimal transport**:

\[
\det \left( \nabla^2 \psi(x) + \nabla^2_{xx} c(x, T(x)) \right) = \left| \det \nabla^2_{xy} c(x, T(x)) \right| \frac{f(x)}{g(T(x))}. \quad (12.2)
\]

This becomes a closed equation on \( \psi \) in terms of \( f \) and \( g \), if one recalls from (10.20) that

\[
T(x) = (\nabla x c)^{-1}(x, -\nabla \psi(x)), \quad (12.3)
\]

where the inverse is with respect to the \( y \) variable.

**Remark 12.1.** In a genuinely Riemannian context, equation (12.2) at first sight does not need to make sense: change the metric close to \( y = T(x) \) and not close to \( x \), then the left-hand side is invariant but the right-hand side seems to change! This is a subtle illusion: indeed, if the metric is changed close to \( y \), then the volume measure also, and the density \( g \) has to be modified too. All in all, the right-hand side in (12.2) is invariant.

Now what can be said of (12.2)? Unfortunately not much simplification can be expected, except in special cases. The most important of them is the quadratic cost function, or equivalently \( c(x, y) = -x \cdot y \) in \( \mathbb{R}^n \). Then (12.2)–(12.3) reduces to

\[
\det \nabla^2 \psi(x) = \frac{f(x)}{g(\nabla \psi(x))}. \quad (12.4)
\]

This is an instance of the **Monge–Ampère equation**, well-known in the theory of partial differential equations. By extension, the system (12.2)–(12.3) is also called a generalized Monge–Ampère equation.

At this point we may hope that the theory of partial differential equations will help our task quite a bit by providing regularity results for the optimal map in the Monge–Kantorovich problem, at least if we rule out cases where the map is trivially discontinuous (for instance if the support of the initial measure \( \mu \) is connected, while the support of the final measure \( \nu \) is not).

However, things are not so simple. As the next few sections will demonstrate, regularity can hold only under certain stringent assumptions on the geometry and the cost function. The identification of these
conditions will introduce us to a beautiful chapter of the theory of fully nonlinear partial differential equations; but one sad conclusion will be that optimal transport is in general not smooth — even worse, smoothness requires nonlocal conditions which are probably impossible to check effectively, say on a generic Riemannian manifolds. So if we still want to use optimal transport in rather general situations, we’d better find ways to do without smoothness. It is actually a striking feature of optimal transport that this theory can be pushed very far with so little regularity available.

In this chapter I shall first study various counterexamples to identify obstructions to the regularity of the optimal transport, and then discuss some positive results. The following elementary lemma will be useful:

**Lemma 12.2.** Let \((X, \mu)\) and \((Y, \nu)\) be any two Polish probability spaces, let \(T\) be a continuous map \(X \rightarrow Y\), and let \(\pi = (\Id, T)_# \mu\) be the associated transport map. Then, for each \(x \in \text{Spt}\, \mu\), the pair \((x, T(x))\) belongs to the support of \(\pi\).

**Proof of Lemma 12.2.** Let \(x\) and \(\varepsilon > 0\) be given. By continuity of \(T\), there is \(\delta > 0\) such that \(T(B_\delta(x)) \subset B_\varepsilon(T(x))\). Without loss of generality, \(\delta \leq \varepsilon\). Then

\[
\pi[B_\varepsilon(x) \times B_\varepsilon(T(x))] = \mu[\{z \in X; \ z \in B_\varepsilon(x) \text{ and } T(z) \in B_\varepsilon(T(x))\}] \\
\geq \mu[B_\varepsilon(x) \cap B_\delta(x)] = \mu[B_\delta(x)] > 0.
\]

Since \(\varepsilon\) is arbitrarily small, this shows that \(\pi\) attributes positive measure to any neighborhood of \((x, T(x))\), which proves the claim. \(\square\)

---

### Caffarelli’s counterexample

Caffarelli understood that regularity results for (12.2) in \(\mathbb{R}^n\) cannot be obtained unless one adds an assumption of convexity of the support of \(\nu\). Without such an assumption, the optimal transport may very well be discontinuous, as the next counterexample shows.

**Theorem 12.3 (An example of discontinuous optimal transport).** There are smooth compactly supported probability densities \(f\) and \(g\) on \(\mathbb{R}^n\), such that the supports of \(f\) and \(g\) are smooth and connected, \(f\) and \(g\) are (strictly) positive in the interior of their respective
supports, and yet the optimal transport between \( \mu(dx) = f(x) dx \) and 
\( \nu(dy) = g(y) dy \), for the cost 
\( c(x, y) = |x - y|^2 \), is discontinuous.

Proof of Theorem 12.3. Let \( f \) be the indicator function of the unit ball 
\( B \) in \( \mathbb{R}^2 \) (normalized to be a probability measure), and let \( g = g_\varepsilon \) be 
the (normalized) indicator function of a set \( C_\varepsilon \) obtained by first separating 
the ball into two halves \( B_1 \) and \( B_2 \) (say with distance 2), then building a thin bridge between those two halves, of width \( O(\varepsilon) \). (See 
Figure 12.1.) Let also \( g \) be the normalized indicator function of \( B_1 \cup B_2 \); 
this is the limit of \( g_\varepsilon \) as \( \varepsilon \downarrow 0 \). It is not difficult to see that \( g_\varepsilon \) (identified 
with a probability measure) can be obtained from \( f \) by a continuous deterministic transport 
(after all, one can deform \( B \) continuously into \( C_\varepsilon \); just think that you are playing with clay, 
then it is possible to massage the ball into \( C_\varepsilon \), without tearing off). However, we shall see here 
that for \( \varepsilon \) small enough, the optimal transport cannot be continuous.

![Fig. 12.1. Principle behind Caffarelli’s counterexample. The optimal transport from 
the ball to the “dumb-bells” has to be discontinuous, and in effect splits the upper 
region \( S \) into the upper left and upper right regions \( S_- \) and \( S_+ \). Otherwise, there 
should be some transport along the dashed lines, but for some lines this would 
contradict monotonicity.](image)

The proof will rest on the stability of optimal transport: If \( T \) is 
the unique optimal transport between \( \mu \) and \( \nu \), and \( T_\varepsilon \) is an optimal 
transport between \( \mu \) and \( \nu_\varepsilon \), then \( T_\varepsilon \) converges to \( T \) in \( \mu \)-probability as 
\( \varepsilon \downarrow 0 \) (Corollary 5.23).

In the present case, choosing \( \mu(dx) = f(x) dx \), \( \nu(dy) = g(y) dy \), 
\( c(x, y) = |x - y|^2 \), it is easy to figure out that the unique optimal
transport $T$ is the one that sends $(x, y)$ to $(x - 1, y)$ if $x < 0$, and to $(x + 1, y)$ if $x > 0$.

Let now $S, S_-$ and $S_+$ be the upper regions in the ball, the left half-ball and the right half-ball, respectively, as in Figure 12.1. As a consequence of the convergence in probability, for $\epsilon$ small enough, a large fraction (say 0.99) of the mass in $S$ has to go to $S_-$ (if it lies on the left) or to $S_+$ (if it lies on the right). Since the continuous image of a connected set is itself connected, there have to be some points in $T_\epsilon(S)$ that form a path going from $S_-$ to $S_+$; and so there is some $x \in S$ such that $T_\epsilon(x)$ is close to the left-end of the tube joining the half-balls, in particular $T_\epsilon(x) - x$ has a large downward component. From the convergence in probability again, many of the neighbors $\tilde{x}$ of $x$ have to be transported to, say, $S_-$, with nearly horizontal displacements $T(\tilde{x}) - \tilde{x}$. If such an $\tilde{x}$ is picked below $x$, we shall have $\langle x - \tilde{x}, T(x) - T(\tilde{x}) \rangle < 0$; or equivalently, $|x - T(x)|^2 + |\tilde{x} - T(\tilde{x})|^2 > |x - T(\tilde{x})|^2 + |\tilde{x} - T(x)|^2$. If $T$ is continuous, in view of Lemma 12.2 this contradicts the $c$-cyclical monotonicity of the optimal coupling. The conclusion is that when $\epsilon$ is small enough, the optimal map $T_\epsilon$ is discontinuous.

The maps $f$ and $g$ in this example are extremely smooth (in fact constant!) in the interior of their support, but they are not smooth as maps defined on $\mathbb{R}^n$. To produce a similar construction with functions that are smooth on $\mathbb{R}^n$, one just needs to regularize $f$ and $g_\epsilon$ a tiny bit, letting the regularization parameter vanish as $\epsilon \to 0$. $\square$

## Loeper’s counterexample

Loeper discovered that in a genuine Riemannian setting the smoothness of optimal transport can be prevented by some local geometric obstructions. The next counterexample will illustrate this phenomenon.

**Theorem 12.4 (A further example of discontinuous optimal transport).** There is a smooth compact Riemannian surface $S$, and there are smooth positive probability densities $f$ and $g$ on $S$, such that the optimal transport between $\mu(dx) = f(x)\text{vol}(dx)$ and $\nu(dy) = g(y)\text{vol}(dy)$, with a cost function equal to the square of the geodesic distance on $S$, is discontinuous.
**Remark 12.5.** The obstruction has nothing to do with the lack of smoothness of the squared distance. Counterexamples of the same type exist for very smooth cost functions.

**Remark 12.6.** As we shall see in Theorem 12.44, the surface $S$ in Theorem 12.4 could be replaced by any compact Riemannian manifold admitting a negative sectional curvature at some point. In that sense there is no hope for general regularity results outside the world of nonnegative sectional curvature.

![Fig. 12.2. Principle behind Loeper’s counterexample. This is the surface $S$, immersed in $\mathbb{R}^3$, “viewed from above”. By symmetry, $O$ has to stay in place. Because most of the initial mass is close to $A_+$ and $A_-$, and most of the final mass is close to $B_+$ and $B_-$, at least some mass has to move from one of the $A$-balls to one of the $B$-balls. But then, because of the modified (negative curvature) Pythagoras inequality, it is more efficient to replace the transport scheme $(A \rightarrow B, O \rightarrow O)$, by $(A \rightarrow O, O \rightarrow B)$.](image)

**Proof of Theorem 12.4.** Let $S$ be a compact surface in $\mathbb{R}^3$ with the following properties: (a) $S$ is invariant under the symmetries $x \rightarrow -x$, $y \rightarrow -y$; (b) $S$ crosses the axis $(x, y) = (0, 0)$ at exactly two points, namely $O = (0, 0, 0)$ and $O'$; (c) $S$ coincides in an open ball $B(O, r)$ with the “horse saddle” $(z = x^2 - y^2)$. (Think of $S$ as a small piece of the horse saddle which has been completed into a closed surface.)
Let $x_0, y_0 > 0$ to be determined later. Then let $A_+ = (x_0, 0, x_0^2)$, $A_- = (-x_0, 0, x_0^2)$, and similarly $B_+ = (0, y_0, -y_0^2)$, $B_- = (0, -y_0, -y_0^2)$; see Figure 12.2. In the sequel the symbol $A_{\pm}$ will stand for “either $A_+$ or $A_-$”, etc.

If $x_0$ and $y_0$ are small enough then the four points $A_+, A_-, B_+, B_-$ belong to a neighborhood of $O$ where $S$ has (strictly) negative curvature, and the unique geodesic joining $O$ to $A_{\pm}$ (resp. $B_{\pm}$) satisfies the equation $(y = 0)$ (resp. $x = 0$); then the lines $(O, A_{\pm})$ and $(O, B_{\pm})$ are orthogonal at $O$. Since we are on a negatively curved surface, Pythagoras’s identity in a triangle with a square angle is modified in favor of the diagonal, so

$$d(O, A_{\pm})^2 + d(O, B_{\pm})^2 < d(A_{\pm}, B_{\pm})^2.$$  

By continuity, there is $\varepsilon_0 > 0$ small enough that the balls $B(A_+, \varepsilon_0)$, $B(A_-, \varepsilon_0)$, $B(B_+, \varepsilon_0)$ and $B(B_-, \varepsilon_0)$ are all disjoint and satisfy

$$[x \in B(A_+, \varepsilon_0) \cup B(A_-, \varepsilon_0), \ y \in B(B_+, \varepsilon_0) \cup B(B_-, \varepsilon_0)] \implies d(O, x)^2 + d(O, y)^2 < d(x, y)^2. \tag{12.5}$$

Next let $f$ and $g$ be smooth probability densities on $M$, even in $x$ and $y$, such that

$$\int_{B(A_+, \varepsilon_0) \cup B(A_-, \varepsilon_0)} f(x) \, dx > \frac{1}{2}, \quad \int_{B(B_+, \varepsilon_0) \cup B(B_-, \varepsilon_0)} g(y) \, dy > \frac{1}{2} \tag{12.6}$$

Let $\mu(dx) = f(x) \, dx$, $\nu(dy) = g(y) \, dy$, let $T$ be the unique optimal transport between the measures $\mu$ and $\nu$ (for the cost function $c(x, y) = d(x, y)^2$), and let $\tilde{T}$ be the optimal transport between $\nu$ and $\mu$. ($T$ and $\tilde{T}$ are inverses of each other, at least in a measure-theoretical sense.) I claim that either $T$ or $\tilde{T}$ is discontinuous.

Indeed, suppose to the contrary that both $T$ and $\tilde{T}$ are continuous. We shall first see that necessarily $T(O) = O$. Since the problem is symmetric with respect to $x \to -x$ and $y \to -y$, and since there is uniqueness of the optimal transport, $T$ maps $O$ into a point that is invariant under these two transforms, that is, either $O$ or $O’$. Similarly, $T(O’) \in \{O, O’\}$. So we have two cases to dismiss:

**Case 1:** $T(O) = O’$, $T(O’) = O$. Then by Lemma 12.2 the two pairs $(O, O’)$ and $(O’, O)$ belong to the support of the optimal plan associated to $T$, which trivially contradicts the cyclical monotonicity since $d(O, O’)^2 + d(O’, O)^2 > d(O, O)^2 + d(O’, O’)^2 = 0.$
Case 2: $T(O) = O'$, $T(O') = O'$. Then both $(O', O)$ and $(O', O')$ belong to the support of the optimal plan. Let $U$ and $U'$ be two disjoint neighborhoods of $O$ and $O'$ respectively. By swapping variables $x$ and $y$ we see that $(O', O)$ and $(O', O')$ belong to the support of the optimal plan $(\text{Id}, \tilde{T}) \# \nu$; so for any $\varepsilon > 0$ the map $\tilde{T}$ has to send a set of positive measure in $B_{\varepsilon}(O')$ into $U$, and also a set of positive measure in $B_{\varepsilon}(O')$ into $U'$. This contradicts the continuity of $\tilde{T}$.

So we may assume that $T(O) = O$. By Lemma 12.2 again, $(O, O)$ belongs to the support of the optimal plan $\pi$. Then (12.6) implies that there is some transfer of mass from either $B(A_+, \varepsilon_0) \cup B(A_-, \varepsilon_0)$ to $B(B_+, \varepsilon_0) \cup B(B_-, \varepsilon_0)$; in other words, we can find, in the support of the optimal transport, some $(x, y)$ with $x \in B(A_+, \varepsilon_0) \cup B(A_-, \varepsilon_0)$ and $y \in B(B_+, \varepsilon_0) \cup B(B_-, \varepsilon_0)$. From the previous step we know that $(O, O)$ also lies in that support; then by $c$-cyclical monotonicity,

$$d(x, y)^2 + d(O, O)^2 \leq d(x, O)^2 + d(y, O)^2;$$

but this contradicts (12.5). The proof is complete. \hfill $\Box$

Smoothness and Assumption (C)

Here as in Chapter 9, I shall say that a cost function $c$ on $X \times Y$ satisfies Assumption (C) if for any $c$-convex function $\psi$ and for any $x \in X$, the $c$-subdifferential (or contact set) of $\psi$ at $x$, $\partial_c \psi(x)$, is connected. Some interesting consequences of this assumption were discussed in Chapter 9, and it was shown that even the simple cost function $c(x, y) = |x - y|^p$ on $\mathbb{R}^n \times \mathbb{R}^n$, $p > 2$, does not satisfy it. Now we shall see that this assumption is more or less necessary for the regularity of optimal transport. For simplicity I shall work in a compact setting; it would be easy to extend the proof to more general situations by imposing suitable conditions at infinity.

**Theorem 12.7 (Smoothness needs Assumption (C)).** Let $X$ (resp. $Y$) be the closure of a bounded open set in a smooth Riemannian manifold $M$ (resp. $N$), equipped with its volume measure. Let $c : X \times Y \to \mathbb{R}$ be a continuous cost function. Assume that there are a $c$-convex function $\psi : X \to \mathbb{R}$, and a point $\overline{x} \in X$, such that $\partial_c \psi(\overline{x})$ is disconnected. Then there exist $C^\infty$ positive probability densities $f$ on
\( \mathcal{X} \) and \( g \) on \( \mathcal{Y} \) such that any optimal transport map from \( f \ vol \ to \ g \ vol \) is discontinuous.

**Remark 12.8.** Assumption (C) involves both the geometry of \( \mathcal{Y} \) and the local properties of \( c \); in some sense the obstruction described in this theorem underlies both Caffarelli’s and Loeper’s counterexamples.

**Remark 12.9.** The volume measure in Theorem 12.7 can be replaced by any finite measure giving positive mass to all open sets. (In that sense the Riemannian structure plays no real role.) Moreover, with simple modifications of the proof one can weaken the assumption “\( \partial c \psi(\bar{x}) \) is disconnected” into “\( \partial c \psi(\bar{x}) \) is not simply connected”.

**Proof of Theorem 12.7.** Note first that the continuity of the cost function and the compactness of \( \mathcal{X} \times \mathcal{Y} \) implies the continuity of \( \psi \). In the proof, the notation \( d \) will be used interchangeably for the distances on \( \mathcal{X} \) and \( \mathcal{Y} \).

Let \( C_1 \) and \( C_2 \) be two disjoint connected components of \( \partial c \psi(\bar{x}) \). Since \( \partial c \psi(\bar{x}) \) is closed, \( C_1 \) and \( C_2 \) lie a positive distance apart. Let \( r = d(C_1, C_2)/5 \), and let \( C = \{ y \in \mathcal{Y}; \ d(y, \partial c \psi(\bar{x})) \geq 2r \} \). Further, let \( \bar{y}_1 \in C_1, \bar{y}_2 \in C_2, B_1 = B_r(\bar{y}_1), B_2 = B_r(\bar{y}_2) \). Obviously, \( C \) is compact, and any path going from \( B_1 \) to \( B_2 \) has to go through \( C \).

Then let \( K = \{ z \in \mathcal{X}; \ \exists y \in C; \ y \in \partial c \psi(z) \} \). It is clear that \( K \) is compact: Indeed, if \( z_k \in K \) converges to \( z \in \mathcal{X} \), and \( y_k \in \partial c \psi(z_k) \), then without loss of generality \( y_k \) converges to some \( y \in C \) and one can pass to the limit in the inequality \( \psi(z_k) + c(z_k, y_k) \leq \psi(t) + c(t, y_k) \), where \( t \in \mathcal{X} \) is arbitrary. Also \( K \) is not empty since \( \mathcal{X} \) and \( \mathcal{Y} \) are compact.

Next I claim that for any \( y \in C \), for any \( x \) such that \( y \in \partial c \psi(x) \), and for any \( i \in \{1, 2\} \),

\[
c(\bar{x}, \bar{y}_i) + c(x, y) < c(\bar{x}, y) + c(x, \bar{y}_i). \tag{12.7}
\]

Indeed, \( y \notin \partial c \psi(\bar{x}) \), so

\[
\psi(x) + c(x, y) = \inf_{\bar{x} \in \mathcal{X}} [\psi(\bar{x}) + c(\bar{x}, y)] < \psi(\bar{x}) + c(\bar{x}, y). \tag{12.8}
\]

On the other hand, \( y_i \in \partial c \psi(\bar{x}) \), so

\[
\psi(\bar{x}) + c(\bar{x}, \bar{y}_i) \leq \psi(x) + c(x, \bar{y}_i). \tag{12.9}
\]

The combination of (12.8) and (12.9) implies (12.7).

Next, one can reinforce (12.7) into
for some $\varepsilon > 0$. This follows easily from a contradiction argument based on the compactness of $C$ and $K$, and once again the continuity of $\partial_c \psi$.

Then let $\delta \in (0, r)$ be small enough that for any $(x, y) \in K \times C$, for any $i \in \{1, 2\}$, the inequalities

$$d(x, x') \leq 2\delta, \quad d(\overline{x}, \overline{x'}) \leq 2\delta, \quad d(y_i, y_i') \leq 2\delta, \quad d(y, y') \leq 2\delta$$

imply

$$\left| c(x', y) - c(x, y) \right| \leq \frac{\varepsilon}{10}, \quad \left| c(x', y) - c(x, y) \right| \leq \frac{\varepsilon}{10}, \quad (12.11)$$

$$\left| c(x', y_i) - c(x, y_i) \right| \leq \frac{\varepsilon}{10}, \quad \left| c(x', y_i') - c(x, y_i) \right| \leq \frac{\varepsilon}{10}. \quad (12.12)$$

Let $K^\delta = \{ x \in X; \ d(x, K) \leq \delta \}$. From the assumptions on $X$ and $Y$, $B_\delta(\overline{x})$ has positive volume, so we can fix a smooth positive probability density $f$ on $X$ such that the measure $\mu = f \text{ vol}$ satisfies

$$\mu[B_\delta(\overline{x})] \geq \frac{3}{4}; \quad f \geq \varepsilon_0 > 0 \text{ on } K^\delta.$$  

Also we can construct a sequence of smooth positive probability densities $(g_k)_{k \in \mathbb{N}}$ on $Y$ such that the measures $\nu_k = g_k \text{ vol}$ satisfy

$$\nu_k \xrightarrow[k \to \infty]{} \frac{1}{2} (\delta_1 + \delta_2) \quad \text{weakly}. \quad (12.13)$$

Let us assume the existence of a continuous optimal transport $T_k$ sending $\mu_k$ to $\nu_k$, for any $k$. We shall reach a contradiction, and this will prove the theorem.

From (12.13), $\nu_k[B_\delta(\overline{y}_1)] \geq 1/3$ for $k$ large enough. Then by (12.12) the transport $T_k$ has to send some mass from $B_\delta(\overline{x})$ to $B_\delta(\overline{y}_1)$, and similarly from $B_\delta(\overline{x})$ to $B_\delta(\overline{y}_2)$. Since $T_k(B_\delta(\overline{x}))$ is connected, it has to meet $C$. So there are $y_k \in C$ and $x_k' \in B_\delta(\overline{x})$ such that $T_k(x_k') = y_k$.

Let $x_k \in K$ be such that $y_k \in \partial_c \psi(x_k)$. Without loss of generality we may assume that $x_k \to x_\infty \in K$ as $k \to \infty$. By the second part of (12.12), $m := \mu[B_\delta(x_\infty)] \geq \varepsilon_0 \text{ vol }[B_\delta(x_\infty)] > 0$. When $k$ is large enough, $\nu_k[B_\delta(\overline{y}_1) \cup B_\delta(\overline{y}_2)] > 1 - m$ (by (12.13) again), so $T_k$ has to send some mass from $B_\delta(x_\infty)$ to either $B_\delta(\overline{y}_1)$ or $B_\delta(\overline{y}_2)$; say $B_\delta(\overline{y}_1)$.

In other words, there is some $x_k' \in B_\delta(x_\infty)$ such that $T(x_k') \in B_\delta(\overline{y}_1)$.

Let us recapitulate: for $k$ large enough,
\[ d(\overline{x}, \overline{x}_k') \leq \delta; \quad T_k(\overline{x}_k') = y_k \in C; \quad y_k \in \partial_c \psi(x_k); \quad (12.14) \]
\[ d(x_k, x_k') \leq 2\delta; \quad d(T_k(x_k'), \overline{y}_1) \leq \delta. \]

By \( c \)-cyclical monotonicity of optimal transport and Lemma 12.2,
\[
c(\overline{x}_k, T_k(\overline{x}_k')) + c(x_k', T_k(x_k')) \leq c(\overline{x}_k', T_k(\overline{x}_k)) + c(x_k, T_k(x_k')).
\]

From the inequalities in (12.14) and (12.11), we deduce
\[
c(\overline{x}, y_k) + c(x_k, \overline{y}_1) \leq c(\overline{x}, \overline{y}_1) + c(x_k, y_k) + \frac{4\epsilon}{10}.
\]

Since \( y_k \in C \cap \partial_c \psi(x_k) \) and \( x_k \in K \), this contradicts (12.10). The proof is complete. \( \square \)

Regular cost functions

In the previous section we dealt with plainly continuous cost functions; now we shall come back to the differentiable setting used in Chapter 10 for the solution of the Monge problem. Throughout this section, \( \mathcal{X} \) will be a closed subset of a Riemannian manifold \( M \) and \( \text{Dom} (\nabla_x c) \) will stand for the set of points \((x, y) \in \mathcal{X} \times \mathcal{Y}\) such that \( \nabla_x c(x, y) \) is well-defined. (A priori \( x \) should belong to the interior of \( \mathcal{X} \) in \( M \).) It will be assumed that \( \nabla_x c(x, \cdot) \) is one-to-one on its domain of definition (Assumption (Twist) in Chapter 10).

**Definition 12.10 (\( c \)-segment).** A continuous curve \((y_t)_{t \in [0,1]}\) in \( \mathcal{Y} \) is said to be a \( c \)-segment with base \( \overline{x} \) if (a) \((\overline{x}, y_t) \in \text{Dom} (\nabla_x c)\) for all \( t \); (b) there are \( p_0, p_1 \in T_{\overline{x}} M \) such that \( \nabla_x c(\overline{x}, y_t) + p_t = 0 \), where \( p_t = (1-t)p_0 + tp_1 \).

In other words a \( c \)-segment is the image of a usual segment by a map \((\nabla_x c(\overline{x}, \cdot))^{-1}\). Since \((\overline{x}, y_t)\) in the definition always lies in \( \text{Dom} (\nabla_x c) \), a \( c \)-segment is uniquely determined by its base point \( \overline{x} \) and its endpoints \( y_0, y_1 \); I shall denote it by \([y_0, y_1]_{\overline{x}}\).

**Definition 12.11 (\( c \)-convexity).** A set \( C \subset \mathcal{Y} \) is said to be \( c \)-convex with respect to \( \overline{x} \in \mathcal{X} \) if for any two points \( y_0, y_1 \in C \) there is a \( c \)-segment \((y_t)_{0 \leq t \leq 1} = [y_0, y_1]_{\overline{x}} \) (necessarily unique) which is entirely contained in \( C \).
More generally, a set $C \subset Y$ is said to be $c$-convex with respect to a subset $\tilde{X}$ of $X$ if $C$ is $c$-convex with respect to any $x \in \tilde{X}$.

A set $D \subset \text{Dom}(\nabla_x c)$ is said to be totally $c$-convex if for any two points $(\overline{x}, y_0)$ and $(\overline{x}, y_1)$ in $D$, there is a $c$-segment $(y_t)_{0 \leq t \leq 1}$ with base $\overline{x}$, such that $(\overline{x}, y_t) \in D$ for all $t$.

Similar notions of strict $c$-convexity are defined by imposing that $y_t$ belong to the interior of $C$ if $y_0 \neq y_1$ and $t \in (0,1)$.

**Example 12.12.** When $X = Y = \mathbb{R}^n$ and $c(x,y) = -x \cdot y$ (or $x \cdot y$), $c$-convexity is just plain convexity in $\mathbb{R}^n$. If $X = Y = S^{n-1}$ and $c(x,y) = d(x,y)^2/2$ then $\text{Dom}(\nabla_x c(\overline{x}, \cdot)) = S^{n-1} \setminus \{-\overline{x}\}$ (the cut locus is the antipodal point), and $\nabla_x c(\overline{x}, S^{n-1} \setminus \{-\overline{x}\}) = B(0, \pi) \subset T_{\overline{x}}M$ is a convex set. So for any point $\overline{x}$, $S^{n-1}$ minus the cut locus of $\overline{x}$ is convex with respect to $\overline{x}$. An equivalent statement is that $S^{n-1} \times S^{n-1} \setminus \{(x,-x)\}$ (which is the whole of $\text{Dom}(\nabla_x c)$) is totally $d^2/2$-convex. By abuse of language, one may say that $S^{n-1}$ is $d^2/2$-convex with respect to itself. The same is true of a flat torus with arbitrary sidelengths.

**Example 12.13.** To construct a Riemannian manifold which is not $(d^2/2)$-convex with respect to itself, start with the Euclidean plane (embedded in $\mathbb{R}^3$), and from the origin draw three lines $L_-$, $L_0$ and $L_+$ directed respectively by the vectors $(1, -1)$, $(1, 0)$ and $(1, 1)$. Put a high enough mountain on the pathway of $L_0$, without affecting $L_+$ or $L_-$, so that $L_0$ is minimizing only for a finite time, while $L_\pm$ are still minimizing at all times. The resulting surface is not $d^2/2$-convex with respect to the origin.

Before stating the main definition of this section, I shall now introduce some more notation. If $X$ is a closed subset of a Riemannian manifold $M$ and $c : X \to Y \to \mathbb{R}$ is a continuous cost function, for any $x$ in the interior of $X$ I shall denote by $\text{Dom}'(\nabla_x c(x, \cdot))$ the interior of $\text{Dom}(\nabla_x c(x, \cdot))$. Moreover I shall write $\text{Dom}'(\nabla_x c)$ for the union of all sets $\{x\} \times \text{Dom}'(\nabla_x c(x, \cdot))$, where $x$ varies in the interior of $X$. For instance, if $X = Y = M$ is a complete Riemannian manifold and $c(x,y) = d(x,y)^2$ is the square of the geodesic distance, then $\text{Dom}'(\nabla_x c)$ is obtained from $M \times M$ by removing the cut locus, while $\text{Dom}(\nabla_x c)$ might be slightly bigger (these facts are recalled in the Appendix).

**Definition 12.14 (regular cost function).** A cost $c : X \times Y \to \mathbb{R}$ is said to be regular if for any $\overline{x}$ in the interior of $X$ and for any $c$-convex
function $\psi : X \to \mathbb{R}$, the set $\partial_c \psi(\overline{x}) \cap \text{Dom}'(\nabla_x c(\overline{x}, \cdot))$ is $c$-convex with respect to $\overline{x}$.

The cost $c$ is said to be strictly regular if moreover, for any nontrivial $c$-segment $(y_t)_{0 \leq t \leq 1} = [y_0, y_1]_{\overline{x}}$ in $\partial_c \psi(\overline{x})$ and for any $t \in (0, 1)$, $\overline{x}$ is the only contact point of $\psi^c$ at $y_t$, i.e. the only $x \in X$ such that $y_t \in \partial_c \psi(x)$.

More generally, if $D$ is a subset of $\text{Dom}'(\nabla_x c)$, I shall say that $c$ is regular in $D$ if for any $x$ in $\text{proj}_X D$ and any $c$-convex function $\psi : X \to \mathbb{R}$, the set $\partial_c \psi(x) \cap \{y; (x, y) \in D\}$ is $c$-convex. Equivalently, the intersection of $D$ and the graph of $\partial_c \psi$ should be totally $c$-convex. The notion of strict regularity in $D$ is obtained by modifying this definition in an obvious way.

What does regularity mean? Let $\psi$ be a $c$-convex function and let $-c(\cdot, y_0) + a_0$ and $-c(\cdot, y_1) + a_1$ touch the graph of $\psi$ from below at $\overline{x}$, take any $y_t \in [y_0, y_1]_{\overline{x}}$, $0 < t < 1$, and increase $a$ from $-\infty$ until the function $-c(\cdot, y_t) + a$ touches the graph of $\psi$: the regularity property means that $\overline{x}$ should be a contact point (and the only one if the cost is strictly regular).

Before going further I shall discuss several convenient reformulations of the regularity property, in terms of (i) elementary $c$-convex functions; (ii) subgradients; (iii) connectedness of $c$-subdifferentials.

Assumptions (Twist) (twist condition), (locSC) (local semiconcavity) and (H$_\infty$) (adequate behavior at infinity) will be the same as in Chapter 10 (cf. p. 246).

**Proposition 12.15 (Reformulation of regularity).** Let $X$ be a closed subset of a Riemannian manifold $M$ and let $Y$ be a Polish space. Let $c : X \times Y \to \mathbb{R}$ be a continuous cost function satisfying (Twist). Then:

(i) $c$ is regular if and only if for any $(\overline{x}, y_0), (\overline{x}, y_1) \in \text{Dom}'(\nabla_x c)$, the $c$-segment $(y_t)_{0 \leq t \leq 1} = [y_0, y_1]_{\overline{x}}$ is well-defined, and for any $t \in [0, 1],$

$$-c(x, y_t) + c(\overline{x}, y_t) \leq \max \left( -c(x, y_0) + c(\overline{x}, y_0), -c(x, y_1) + c(\overline{x}, y_1) \right)$$

(12.15)

(with strict inequality if $c$ is strictly regular, $y_0 \neq y_1$, $t \in (0, 1)$ and $\overline{x} \neq x$).

(ii) If $c$ is a regular cost function satisfying (locSC) and (H$_\infty$), then for any $c$-convex $\psi : X \to \mathbb{R}$ and any $\overline{x}$ in the interior of $X$ such that $\partial_c \psi(\overline{x}) \subset \text{Dom}'(\nabla_x c(\overline{x}, \cdot))$, one has
\[ \nabla^{-c} \psi(x) = \nabla^{-\psi}(x), \]
where the \( c \)-subgradient \( \nabla^{-c} \psi(x) \) is defined by
\[ \nabla^{-c} \psi(x) := -\nabla_{x} c(x, \partial_{x} \psi(x)). \]

(iii) If \( c \) satisfies (locSC) and \( \text{Dom}'(\nabla_{x} c) \) is totally \( c \)-convex, then \( c \) is regular if and only if for any \( c \)-convex \( \psi : X \to \mathbb{R} \) and any \( x \) in the interior of \( X \),
\[ \partial_{c} \psi(x) \cap \text{Dom}'(\nabla_{x} c(\bar{x}, \cdot)) \text{ is connected.} \quad (12.16) \]

Remark 12.16. Statement (i) in Proposition 12.15 means that it is sufficient to test Definition 12.14 on the particular functions
\[ \psi_{x,y_{0},y_{1}}(x) := \max\{-c(x, y_{0}) + c(\bar{x}, y_{0}), -c(x, y_{1}) + c(\bar{x}, y_{1})\}, \quad (12.17) \]
where \((\bar{x}, y_{0})\) and \((\bar{x}, y_{1})\) belong to \( \text{Dom}'(\nabla_{x} c) \). (The functions \( \psi_{x,y_{0},y_{1}} \) play in some sense the role of \( x \to |x_{1}| \) in usual convexity theory.) See Figure 12.3 for an illustration of the resulting “recipe”.

Example 12.17. Obviously \( c(x, y) = -x \cdot y \), or equivalently \( |x - y|^{2} \), is a regular cost function, but it is not strictly regular. The same is true of \( c(x, y) = -|x - y|^{2} \), although the qualitative properties of optimal transport are quite different in this case. We shall consider other examples later.

Remark 12.18. It follows from the definition of \( c \)-subgradient and Theorem 10.24 that for any \( \bar{x} \) in the interior of \( X \) and any \( c \)-convex \( \psi : X \to \mathbb{R} \),
\[ \nabla^{-c} \psi(\bar{x}) \subset \nabla^{-\psi}(\bar{x}). \]
So Proposition 12.15(ii) means that, modulo issues about the domain of differentiability of \( c \), it is equivalent to require that \( c \) satisfies the regularity property, or that \( \nabla^{-c} \psi(\bar{x}) \) fills the whole of the convex set \( \nabla^{-\psi}(\bar{x}) \).

Remark 12.19. Proposition 12.15(iii) shows that, again modulo issues about the differentiability of \( c \), the regularity property is morally equivalent to Assumption (C) in Chapter 9. See Theorem 12.42 for more.
Proof of Proposition 12.15. Let us start with (i). The necessity of the condition is obvious since \( y_0, y_1 \) both belong to \( \partial_c \psi_{\pi, y_0, y_1}(\pi) \). Conversely, if the condition is satisfied, let \( \psi \) be any \( c \)-convex function \( \mathcal{X} \to \mathbb{R} \), let \( \pi \) belong to the interior of \( \mathcal{X} \) and let \( y_0, y_1 \in \partial_c \psi(\pi) \). By adding a suitable constant to \( \psi \) (which will not change the subdifferential), we may assume that \( \psi(\pi) = 0 \). Since \( \psi \) is \( c \)-convex, \( \psi \geq \psi_{\pi, y_0, y_1} \), so for any \( t \in [0, 1] \) and \( x \in \mathcal{X} \),

\[
c(x, y_t) + \psi(x) \geq c(x, y_t) + \psi_{\pi, y_0, y_1}(x) \\
\geq c(\pi, y_t) + \psi_{\pi, y_0, y_1}(\pi) = c(\pi, y_t) + \psi(\pi),
\]

which shows that \( y_t \in \partial_c \psi(\pi) \), as desired.

Now let \( c, \psi \) and \( \pi \) be as in Statement (ii). By Theorem 10.25, \(-\nabla_c c(\pi, \partial_c \psi(\pi))\) is included in the convex set \( \nabla^- \psi(\pi) \). Moreover, \( \psi \) is locally semiconvex (Theorem 10.26), so \( \nabla^- \psi(\pi) \) is the convex hull of cluster points of \( \nabla \psi(x) \), as \( x \to \pi \). (This comes from a localization argument and a similar result for convex functions, recall Remark 10.51.)
It follows that any extremal point $p$ of $\nabla^c\psi(\tau)$ is the limit of $\nabla^c\psi(x_k)$ for some sequence $x_k \to \tau$. Then let $y_k \in \partial^c\psi(x_k)$ (these $y_k$ exist by Theorem 10.24 and form a compact set). By Theorem 10.25, $\nabla^c c$ is well-defined at $(x_k, y_k)$ and $-\nabla c(x_k, y_k) = \nabla^c\psi(x_k)$. Up to extraction of a subsequence, we have $y_k \to y \in \partial^c\psi(\tau)$, in particular $(\tau, y)$ lies in the domain of $\nabla^c c$ and $-\nabla^c c(\tau, y) = p$. The conclusion is that

$$E(\nabla^c\psi(\tau)) \subset \nabla^c\psi(\tau) \subset \nabla^c\psi(\tau),$$

where $E$ stands for “extremal points”. In particular, $\nabla^c\psi(\tau)$ is convex if and only if it coincides with $\nabla^c\psi(\tau)$. Part (ii) of the Proposition follows easily.

It remains to prove (iii). Whenever $(\tau, y_0)$ and $(\tau, y_1)$ belong to $\text{Dom}(\nabla^c c)$, let $\psi_{\tau, y_0, y_1}$ be defined by (12.17). Both $y_0$ and $y_1$ belong to $\partial^c\psi_{\tau, y_0, y_1}(\tau)$. If $c$ is regular, then $y_0$ and $y_1$ can be connected by a $c$-segment with base $\tau$, which lies inside $\text{Dom}(\nabla^c c) \cap \partial^c\psi(\tau)$. This proves (12.16).

Conversely, let us assume that (12.16) holds true, and prove that $c$ is regular. If $\tau, y_0, y_1$ are as above, the $c$-segment $[y_0, y_1]_\tau$ is well-defined by (a), so by part (i) of the Proposition we just have to prove the $c$-convexity of $\partial^c\psi_{\tau, y_0, y_1}$.

Then let $h_0(x) = -c(x, y_0) + c(\tau, y_0), h_1(x) = -c(x, y_1) + c(\tau, y_1)$. By the twist condition, $\nabla h_0(\tau) \neq \nabla h_1(\tau)$. Since $h_0$ and $h_1$ are semiconvex, we can apply the nonsmooth implicit function theorem (Corollary 10.52) to conclude that the equation $(h_0 = h_1)$ defines an $(n - 1)$-dimensional Lipschitz graph $G$ in the neighborhood of $\tau$. This graph is a level set of $\psi = \psi_{\tau, y_0, y_1}$, so $\nabla^c\psi(\tau)$ is included in the orthogonal of $G$, which is the line directed by $\nabla h_0(\tau) - \nabla h_1(\tau)$. In particular, $\nabla^c\psi(\tau)$ is a one-dimensional set.

Let $S = \partial^c\psi(\tau) \cap \text{Dom}(\nabla^c c(\tau, \cdot))$. By (b), $S$ is connected, so $S' = \nabla^c c(\tau, S)$ is connected too, and by Theorem 10.25, $S'$ is included in the line $\nabla^c\psi(\tau)$. Thus $S'$ is a convex line segment (closed or not) containing $-\nabla^c c(\tau, y_0)$ and $-\nabla^c c(\tau, y_1)$. This finishes the proof of the regularity of $c$.

The next result will show that the regularity property of the cost function is a necessary condition for a general theory of regularity of optimal transport. In view of Remark 12.19 it is close in spirit to Theorem 12.7.
Theorem 12.20 (Nonregularity implies nondensity of differentiable $c$-convex functions). Let $c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ satisfy (Twist), $(\text{locSC})$ and $(\text{H}\infty)$. Let $C$ be a totally $c$-convex set contained in $\text{Dom}'(\nabla_x c)$, such that (a) $c$ is not regular in $C$; and (b) for any $(x,y_0),(\bar{x},y_1)$ in $C$, $\partial_c \psi_{x,y_0,y_1}(x) \subset \text{Dom}'(\nabla_x c(\bar{x}, \cdot))$. Then for some $(x,y_0), (\bar{x},y_1)$ in $C$ the $c$-convex function $\psi = \psi_{x,y_0,y_1}$ cannot be the locally uniform limit of differentiable $c$-convex functions $\psi_k$.

The short version of Theorem 12.20 is that if $c$ is not regular, then differentiable $c$-convex functions are not dense, for the topology of local uniform convergence, in the set of all $c$-convex functions. What is happening here can be explained informally as follows. Take a function such as the one pictured in Figure 12.3, and try to tame up the singularity at the “saddle” by letting mountains grow from below and gently surelevate the pass. To do this without creating a new singularity you would like to be able to touch only the pass. Without the regularity assumption, you might not be able to do so.

Before proving Theorem 12.20, let us see how it can be used to prove a nonsmoothness result of the same kind as Theorem 12.7. Let $x,y_0,y_1$ be as in the conclusion of Theorem 12.20. We may partition $\mathcal{X}$ in two sets $\mathcal{X}_0$ and $\mathcal{X}_1$ such that $y_i \in \partial_c \psi(x)$ for each $x \in \mathcal{X}_i$ ($i = 0, 1$). Fix an arbitrary smooth positive probability density $f$ on $\mathcal{X}$, let $\alpha_i = \mu[\mathcal{X}_i]$ and $\nu = \alpha_0 \delta_{y_0} + \alpha_1 \delta_{y_1}$. Let $T$ be the transport map defined by $T(\mathcal{X}_i) = y_i$; by construction the associated transport plan has its support included in $\partial_c \psi$, so $\pi$ is an optimal transport plan and $(\psi, \psi^\mu)$ is optimal in the dual Kantorovich problem associated with $(\mu, \nu)$. By Remark 10.30, $\psi$ is the unique optimal map, up to an additive constant, which can be fixed by requiring $\psi(x_0) = 0$ for some $x_0 \in \mathcal{X}$. Then let $(f_k)_{k \in \mathbb{N}}$ be a sequence of smooth probability densities, such that $\nu_k := f_k \text{vol}$ converges weakly to $\nu$. For any $k$ let $\psi_k$ be a $c$-convex function, optimal in the dual Kantorovich problem. Without loss of generality we can assume $\psi_k(x_0) = 0$. Since the functions $\psi_k$ are uniformly continuous, we can extract a subsequence converging to some function $\tilde{\psi}$. By passing to the limit in both sides of the Kantorovich problem, we deduce that $\tilde{\psi}$ is optimal in the dual Kantorovich problem, so $\tilde{\psi} = \psi$. By Theorem 12.20, the $\psi_k$ cannot all be differentiable. So we have proven the following corollary:

Corollary 12.21 (Nonsmoothness of the Kantorovich potential). With the same assumptions as in Theorem 12.20, if $\mathcal{Y}$ is a
closed subset of a Riemannian manifold, then there are smooth positive probability densities \( f \) on \( \mathcal{X} \) and \( g \) on \( \mathcal{Y} \), such that the associated Kantorovich potential \( \psi \) is not differentiable.

Now let us prove Theorem 12.20. The following lemma will be useful.

**Lemma 12.22.** Let \( U \) be an open set of a Riemannian manifold, and let \( (\psi_k)_{k \in \mathbb{N}} \) be a sequence of semi-convex functions converging uniformly to \( \psi \) on \( U \). Let \( \overline{x} \in U \) and \( p \in \nabla^-\psi(\overline{x}) \). Then there exist sequences \( x_k \to \overline{x} \), and \( p_k \in \nabla^-\psi_k(x_k) \), such that \( p_k \to p \).

**Proof of Lemma 12.22.** Since this statement is local, we may pretend that \( U \) is a small open ball in \( \mathbb{R}^n \), centered at \( \overline{x} \). By adding a well-chosen quadratic function we may also pretend that \( \psi \) is convex. Let \( \delta > 0 \) and \( \psi_k(x) = \psi_k(x) - \psi(\overline{x}) + \frac{1}{2}\delta|x - \overline{x}|^2/2 - p \cdot (x - \overline{x}) \). Clearly \( \psi_k \) converges uniformly to \( \psi(x) = \psi(x) - \psi(\overline{x}) + \frac{1}{2}\delta|x - \overline{x}|^2/2 - p \cdot (x - \overline{x}) \). Let \( x_k \in \overline{U} \) be a point where \( \psi_k \) achieves its minimum. Since \( \psi \) has a unique minimum at \( \overline{x} \), by uniform convergence \( x_k \) approaches \( \overline{x} \), in particular \( x_k \) belongs to \( U \) for \( k \) large enough. Since \( \psi_k \) has a minimum at \( x_k \), necessarily \( 0 \in \nabla^-\psi(x_k) \), or equivalently \( p_k := p - \delta(x_k - \overline{x}) \in \nabla^-\psi_k(x_k) \), so \( p_k \to p \), which proves the result. \( \square \)

**Proof of Theorem 12.20.** Since \( c \) is not regular in \( C \), there are \( (\overline{x}, y_0) \) and \( (\overline{x}, y_1) \) in \( C \) such that \( \partial_c\psi(\overline{x}) \cap C \) is not \( c \)-convex, where \( \psi = \psi_{x,y_0,y_1} \). Assume that \( \psi \) is the limit of differentiable \( c \)-convex functions \( \psi_k \). Let \( p \in \nabla^-\psi(\overline{x}) \). By Lemma 12.22 there are sequences \( x_k \to \overline{x} \) and \( p_k \to p \) such that \( p_k \in \nabla^-\psi_k(x_k) \). Since \( \partial_c\psi_k(x_k) \) is nonempty (Proposition 10.24), in fact \( -\nabla c(x_k, \partial_c\psi_k(x_k)) = \{p_k\} \), in particular \( \partial_c\psi_k(x_k) \) contains a single point, say \( y_k \). By Proposition 10.24 again, \( y_k \) stays in a compact set, so we may assume \( y_k \to y \). The pointwise convergence of \( \psi_k \) to \( \psi \) implies \( y \in \partial_c\psi(\overline{x}) \). Since \( c \) is semiconcave, \( \nabla x c \) is continuous on its domain of definition, so \( -\nabla x c(\overline{x}, y) = \lim p_k = p \).

So \( -\nabla x c(\overline{x}, \partial_c\psi(\overline{x})) \) contains the whole of \( \nabla^-\psi(\overline{x}) \); combining this with Remark 12.18 we conclude that \( \partial_c\psi(\overline{x}) \) is \( c \)-convex, in contradiction with our assumption. \( \square \)

Now that we are convinced of the importance of the regularity condition, the question naturally arises whether it is possible to translate it in analytical terms, and to check it in practice. The next section will bring a partial answer.
The Ma–Trudinger–Wang condition

Ma, Trudinger and X.-J. Wang discovered a differential condition on the cost function, which plays a key role in smoothness estimates, but in the end turns out to be a local version of the regularity property. Before explaining this condition, I shall introduce a new key assumption which will be called the “strong twist” condition. (Recall that the “plain” twist condition is the injectivity of $\nabla_x c(x, \cdot)$ on its domain of definition.)

Let $\mathcal{X}, \mathcal{Y}$ be closed sets in Riemannian manifolds $M, N$ respectively, and as before let $\text{Dom}'(\nabla_x c)$ stand for the set of all $(x, y) \in \mathcal{X} \times \mathcal{Y}$ such that $x$ lies in the interior of $\mathcal{X}$ and $y$ in the interior of $\text{Dom}(\nabla_x c(x, \cdot))$. It will be said that $c$ satisfies the strong twist condition if

$$\text{(STwist) } \text{Dom}'(\nabla_x c) \text{ is an open set on which } c \text{ is smooth, } \nabla_x c \text{ is one-to-one, and the mixed Hessian } \nabla^2_{x,y} c \text{ is nonsingular.}$$

Remark 12.23. The invertibility of $\nabla^2_{x,y} c$ implies the local injectivity of $\nabla_x c(x, \cdot)$, by the implicit function theorem; but alone it does not a priori guarantee the global injectivity.

Remark 12.24. One can refine Proposition 10.15 to show that cost functions deriving from a well-behaved Lagrangian do satisfy the strong twist condition. In the Appendix I shall give more details for the important particular case of the squared geodesic distance.

Remark 12.25. One should think of $\nabla^2_{x,y} c$ as a bilinear form on $T_x M \times T_y N$: It takes a pair of tangent vectors $(\xi, \eta) \in T_x M \times T_y N$, and gives back a number, $(\nabla^2 c(x, y)) \cdot (\xi, \eta) = (\nabla^2_{x,y} c(x, y) \cdot \xi, \eta)$. It will play the role of a Riemannian metric (or rather the negative of a Riemannian metric), except that $\xi$ and $\eta$ do not necessarily belong to the same tangent space!

The Ma–Trudinger–Wang condition is not so simple and involves fourth-order derivatives of the cost. To write it in an unambiguous way, it will be convenient to use coordinates, with some care. If $x$ and $y$ are given points, let us introduce geodesic coordinates $x_1, \ldots, x_n$ and $y_1, \ldots, y_n$ in the neighborhood of $x$ and $y$ respectively. (This means that one chooses Euclidean coordinates in, say, $T_x M$ and then parameterizes a point $\tilde{x}$ in the neighborhood of $x$ by the coordinates of the vector $\xi$ such that $\tilde{x} = \exp_x(\xi)$.) The technical advantage of using geodesic coordinates is that geodesic paths starting from $x$ or $y$ will be straight.
curves, in particular the Hessian can be computed by just differentiating twice with respect to the coordinate variables. (This advantage is nonessential, as we shall see.)

If \( u \) is a function of \( x \), then \( u_j = \partial_j u = \partial u / \partial x_j \) will stand for the partial derivative of \( u \) with respect to \( x_j \). Indices corresponding to the derivation in \( y \) will be written after a comma; so if \( a(x,y) \) is a function of \( x \) and \( y \), then \( a_{i,j} \) stands for \( \partial^2 a / \partial x_i \partial y_j \). Sometimes I shall use the convention of summation over repeated indices (\( a_k b^k = \sum_k a_k b^k \), etc.), and often the arguments \( x \) and \( y \) will be implicit.

As noted before, the matrix \( (-c_{i,j}) \) defined by

\[
-c_{i,j} \xi^i \eta^j = \langle \nabla^2_{x,y} c \cdot \xi, \eta \rangle
\]

will play the role of a Riemannian metric; in agreement with classical conventions of Riemannian geometry, I shall denote by \( (c_{i,j}) \) the coordinates of the inverse of \( (-c_{i,j}) \), and sometimes raise and lower indices according to the rules

\[
-\xi^i c_{i,j} = \eta^j, \quad -c_{i,j} \xi^i = \eta^j,
\]

etc. In this case \( (\xi^i) \) are the coordinates of a 1-form (an element of \( (T_x M)^* \)), while \( (\eta^j) \) are the coordinates of a tangent vector in \( T_y M \). (I shall try to be clear enough to avoid devastating confusions with the operation of the metric \( g \).)

**Definition 12.26 (c-second fundamental form).** Let \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) satisfy (ST\text{w}ist). Let \( \Omega \subset \mathcal{Y} \) be open (in the ambient manifold) with \( C^2 \) boundary \( \partial \Omega \) contained in the interior of \( \mathcal{Y} \). Let \( (x, y) \in \text{Dom}'(\nabla_{x,y} c) \), with \( y \in \partial \Omega \), and let \( n \) be the outward unit normal vector to \( \partial \Omega \), defined close to \( y \). Let \( (n_i) \) be defined by \( \langle n, \xi \rangle_y = \sum n_i \xi^i \) \( (\forall \xi \in T_y M) \). Define the quadratic form \( \mathbb{I}_c(x, y) \) on \( T_y \Omega \) by the formula

\[
\mathbb{I}_c(x, y)(\xi) = \sum_{ijkl} (\partial_j n_i - c^k_{i,j} c_{j,k} n_\ell) \xi^i \xi^j \eta^k \eta^\ell.
\]

**Definition 12.27 (Ma–Trudinger–Wang tensor, or c-curvature operator).** Let \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) satisfy (ST\text{w}ist). For any \( (x, y) \in \text{Dom}'(\nabla_{x,y} c) \), define a quadrilinear form \( \mathfrak{S}_c(x, y) \) on the space of bivectors \( (\xi, \eta) \in T_x M \times T_y N \) satisfying

\[
\langle \nabla^2_{x,y} c(x, y) : \xi, \eta \rangle = 0
\]

by the formula

\[
\mathfrak{S}_c(x, y)(\xi, \eta) = \frac{3}{2} \sum_{ijklrs} (c_{ij,r} c^{r,s} c_{s,k} - c_{ij,k}) \xi^i \xi^j \eta^k \eta^\ell.
\]
Remark 12.28. Both for practical and technical purposes, it is often better to use another equivalent definition of $S_c$, see formula (12.21) below.

To understand where $S_c$ comes from, and to compute it in practice, the key is the change of variables $p = -\nabla_x c(x, y)$. This leads to the following natural definition.

Definition 12.29 ($c$-exponential). Let $c$ be a cost function satisfying (Twist), define the $c$-exponential map on the image of $-\nabla_x c$ by the formula $c\text{-exp}_x(p) = (\nabla_x c)^{-1}(x, -p)$.

In other words, $c\text{-exp}_x(p)$ is the unique $y$ such that $\nabla_x c(x, y) + p = 0$. When $c(x, y) = d(x, y)^2/2$ on $X = Y = M$, a complete Riemannian manifold, one recovers the usual exponential of Riemannian geometry, whose domain of definition can be extended to the whole of $TM$. More generally, if $c$ comes from a time-independent Lagrangian, under suitable assumptions the $c$-exponential can be defined as the solution at time 1 of the Lagrangian system starting at $x$ with initial velocity $v$, in such a way that $\nabla_v L(x, v) = p$.

Then, with the notation $p = -\nabla_x c(x, y)$, we have the following reformulation of the $c$-curvature operator:

$$S_c(x, y)(\xi, \eta) = -\frac{3}{2} \frac{d^2}{ds^2} \frac{d^2}{dt^2} \left( c(\exp_x(t\xi), (c\text{-exp})_x(p + s\eta)) \right), \quad (12.21)$$

where $\eta$ in the right-hand side is an abuse of notation for the tangent vector at $x$ obtained from $\eta$ by the operation of $-\nabla^2_y c(x, y)$ (viewed as an operator $T_y M \to T_x M$). In other words, $S_c$ is obtained by differentiating the cost function $c(x, y)$ twice with respect to $x$ and twice with respect to $p$, not with respect to $y$. Getting formula (12.20) from (12.21) is just an exercise, albeit complicated, in classical differential calculus; it involves the differentiation formula for the matrix inverse: $d(M^{-1}) \cdot H = -M^{-1}HM^{-1}$.

Particular Case 12.30 (Loeper’s identity). If $X = Y = M$ is a smooth complete Riemannian manifold, $c(x, y) = d(x, y)^2/2$, and $\xi, \eta$ are two unit orthogonal vectors in $T_x M$, then

$$S_c(x, x)(\xi, \eta) = \sigma_x(P) \quad (12.22)$$

is the sectional curvature of $M$ at $x$ along the plane $P$ generated by $\xi$ and $\eta$. (See Chapter 14 for basic reminders about sectional curvature.)
To establish (12.22), first note that for any fixed small \( t \), the geodesic curve joining \( x \) to \( \exp_x(t \xi) \) is orthogonal to \( s \to \exp_x(s \eta) \) at \( s = 0 \), so \((d/ds)_{s=0} F(t, s) = 0\). Similarly \((d/dt)_{t=0} F(t, s) = 0\) for any fixed \( s \), so the Taylor expansion of \( F \) at \((0, 0)\) takes the form

\[
\frac{d(\exp_x(t \xi), \exp_x(s \eta))^2}{2} = At^2 + Bs^2 + Ct^4 + Dt^2s^2 + Es^4 + O(t^6 + s^6).
\]

Since \( F(t, 0) \) and \( F(0, s) \) are quadratic functions of \( t \) and \( s \) respectively, necessarily \( C = E = 0 \), so \( \mathcal{S}_c(x, x) = -6D \) is \(-6\) times the coefficient of \( t^4 \) in the expansion of \( d(\exp_x(t \xi), \exp_x(t \eta))^2/2 \). Then the result follows from formula (14.1) in Chapter 14.

**Remark 12.31.** Formula (12.21) shows that \( \mathcal{S}_c(x, y) \) is intrinsic, in the sense that it is independent of any choice of geodesic coordinates (this was not obvious from Definition 12.20). However, the geometric interpretation of \( \mathcal{S}_c \) is related to the regularity property, which is independent of the choice of Riemannian structure; so we may suspect that the choice to work in geodesic coordinates is nonessential. It turns out indeed that Definition 12.20 is independent of any choice of coordinates, geodesic or not: We may apply Formula (12.20) by just letting \( c_{i,j} = \partial^2 c(x, y) / \partial x_i \partial y_j, \ p_i = -c_i \) (partial derivative of \( c(x, y) \) with respect to \( x_i \)), and replace (12.21) by

\[
\mathcal{S}_c(\tau, y)(\xi, \eta) = -\frac{3}{2} \frac{\partial^2}{\partial p_0^2} \frac{\partial^2}{\partial \tau^2} c(x, \exp_{\tau}(p)) \bigg|_{x=\tau, p=-d_x \exp_{\tau}(y)}, \tag{12.23}
\]

where the \( c \)-exponential is defined in an obvious way in terms of 1-forms (differentials) rather than tangent vectors. This requires some justification since the second differential is not an intrisical concept (except when the first differential vanishes) and might a priori depend on the choice of coordinates. When we differentiate (12.23) twice with respect to \( x_\xi \), there might be an additional term which will be a combination of \( \Gamma^k_{ij}(\tau) \partial_k c(\tau, (\exp_{\tau}(p)) = -\Gamma^k_{ij}(\tau) p_k \), where the \( \Gamma^k_{ij} \) are the Christoffel symbols. But this additional term is linear in \( p \), so anyway it disappears when we differentiate twice with respect to \( p_\eta \). (This argument does not need the “orthogonality” condition \( \nabla^2 c(x, y) \cdot (\xi, \eta) = 0 \).)

**Remark 12.32.** Even if it is intrinsically defined, from the point of view of Riemannian geometry \( \mathcal{S}_c \) is not a standard curvature-type operator, for at least two reasons. First it involves derivatives of order
greater than 2; and secondly it is nonlocal, in a strong sense. Take for instance \( c(x, y) = d(x, y)^2/2 \) on a Riemannian manifold \((M, g)\), fix \( x \) and \( y \), compute \( \mathcal{G}_c(x, y) \), then a change of the Riemannian metric \( g \) can affect the value of \( \mathcal{G}_c(x, y) \), even if the metric \( g \) is left unchanged in a neighborhood of \( x \) and \( y \), and even if it is unchanged in a neighborhood of the geodesics joining \( x \) to \( y \). Here we are facing the fact that geodesic distance is a highly nonlocal notion.

Remark 12.33. The operator \( \mathcal{G} \) is symmetric under the exchange of \( x \) and \( y \), in the sense that if \( \tilde{c}(x, y) = c(y, x) \), then \( \mathcal{G}_c(y, x)(\eta, \xi) = \mathcal{G}_c(x, y)(\xi, \eta) \). (Here I am assuming implicitly that also \( \tilde{c} \) satisfies the strong twist condition.) This symmetry can be seen from (12.20) by just rearranging indices. To see it directly from (12.21), we may apply Remark 12.31 to change the geodesic coordinate system around \( x \) and parameterize \( x \) by \( q = -\nabla_y c(x, y) \). Then we obtain the nicely symmetric expression for \( \mathcal{G}_c(x, y)(\xi, \eta) \):

\[
-\frac{3}{2} \frac{\partial^2}{\partial p^2} \frac{\partial^2}{\partial q^2} c(\exp_y(q), \exp_y(p)) \bigg|_{p = -d_x c(x, y), q = -d_y c(x, y)},
\]

(Caution: \( \xi \) is tangent at \( x \) and \( q \) at \( y \), so differentiating with respect to \( q \) in direction \( \xi \) means in fact differentiating in the direction \( -\nabla^2_{xy} c \cdot \xi \); recall (12.21). The same for \( p \).)

In the sequel, I shall stick to the same conventions as in the beginning of the chapter, so I shall use a fixed Riemannian metric and use Hessians and gradients with respect to this metric, rather than differentials of order 1 and 2.

Theorems 12.35 and 12.36 will provide necessary and sufficient differential conditions for \( c \)-convexity and regularity; one should note carefully that these conditions are valid only inside \( \text{Dom}'(\nabla_x c) \). I shall use the notation \( \tilde{c}(y, x) = c(x, y) \), \( \tilde{D} = \{(y, x); \ (x, y) \in D\} \). I shall also be led to introduce an additional assumption:

(Cut\(^{n-1}\)) For any \( x \) in the interior of \( \text{proj}_X(D) \), the “cut locus” \( \text{cut}_D(x) = \text{proj}_Y(D) \setminus \text{Dom}'(\nabla_x c(x, \cdot)) \) locally has finite \((n - 1)\)-dimensional Hausdorff measure.

Example 12.34. Condition (Cut\(^{n-1}\)) trivially holds when \( c \) satisfies the strong twist condition, \( D \) is totally \( c \)-convex and product. It also holds when \( c \) \( c \) is the squared distance on a Riemannian manifold \( M \), and \( D = M \setminus \text{cut}(M) \) is the domain of smoothness of \( c \) (see the Appendix).
Now come the main results of this section:

**Theorem 12.35 (Differential formulation of $c$-convexity).** Let \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) be a cost function satisfying \((\text{STwist})\). Let \( x \in \mathcal{X} \) and let \( C \) be a connected open subset of \( \mathcal{Y} \) with \( C^2 \) boundary. Let \( x \in \mathcal{X} \) and let \( \{x\} \times C \subset \text{Dom}'(\nabla_x c) \). Then \( C \) is \( c \)-convex with respect to \( x \) if and only if \( I_c(x, y) \geq 0 \) for all \( y \in \partial C \).

If moreover \( I_c(x, y) > 0 \) for all \( y \in \partial \Omega \), then \( \Omega \) is strictly \( c \)-convex with respect to \( x \).

**Theorem 12.36 (Differential formulation of regularity).** Let \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) be a cost function satisfying \((\text{STwist})\), and let \( D \) be a totally \( c \)-convex open subset of \( \text{Dom}'(\nabla_x c) \). Then:

(i) If \( c \) is regular in \( D \), then \( \mathcal{S}_c(x, y) \geq 0 \) for all \( (x, y) \in D \).

(ii) Conversely, if \( \mathcal{S}_c(x, y) \geq 0 \) (resp. \( > 0 \)) for all \( (x, y) \in D \), \( \hat{c} \) satisfies \((\text{STwist})\), \( \hat{D} \) is totally \( \hat{c} \)-convex, and \( c \) satisfies \((\text{Cut}^n-1)\) on \( D \), then \( c \) is regular (resp. strictly regular) in \( D \).

**Remark 12.37.** For Theorem 12.36 to hold true, it is important that no condition be imposed on the sign of \( \mathcal{S}_c(x, y) \cdot (\xi, \eta) \) (or more rigorously, the expression in \((12.20)\)) when \( \xi \) and \( \eta \) are not “orthogonal” to each other. For instance, \( c(x, y) = \sqrt{1 + |x - y|^2} \) is regular, still \( \mathcal{S}_c(x, y) \cdot (\xi, \xi) < 0 \) for \( \xi = x - y \) and \( |x - y| \) large enough.

**Remark 12.38.** A corollary of Theorem 12.36 and Remark 12.33 is that the regularity of \( c \) is more or less equivalent to the regularity of \( \hat{c} \).

**Proof of Theorem 12.35.** Let us start with some reminders about classical convexity in Euclidean space. If \( \Omega \) is an open set in \( \mathbb{R}^n \) with \( C^2 \) boundary and \( x \in \partial \Omega \), let \( T_x \Omega \) stand for the tangent space to \( \partial \Omega \) at \( x \), and \( n \) for the outward normal on \( \partial \Omega \) (extended smoothly in a neighborhood of \( x \)). The second fundamental form of \( \Omega \), evaluated at \( x \), is defined on \( T_x \Omega \) by \( I(x) = \sum_{ij} \partial_i n_j \xi^i \xi^j \). A defining function for \( \Omega \) at \( x \) is a function \( \Phi \) defined in a neighborhood of \( x \), such that \( \Phi < 0 \) in \( \Omega \), \( \Phi > 0 \) outside \( \overline{\Omega} \), and \( |\nabla \Phi| > 0 \) on \( \partial \Omega \). Such a function always exists (locally), for instance one can choose \( \Phi(x) = \pm d(x, \partial \Omega) \), with + sign when \( x \) is outside \( \Omega \) and − when \( x \) is in \( \Omega \). (In that case \( \nabla \Phi \) is the outward normal on \( \partial \Omega \).) If \( \Phi \) is a defining function, then \( n = \nabla \Phi / |\nabla \Phi| \) on \( \partial \Omega \), and for all \( \xi \perp n \),

\[
\partial_i n_j \xi^i \xi^j = \left( \frac{\Phi_{ij}}{\nabla \Phi} - \frac{\Phi_j \Phi_i}{|\nabla \Phi|^2} \right) \xi^i \xi^j = \frac{\Phi_{ij}}{\nabla \Phi} \xi^i \xi^j.
\]
So the condition \( \mathbb{I}(x) \geq 0 \) on \( \partial \Omega \) is equivalent to the condition that \( \nabla^2 \Phi(x) \) is always nonnegative when evaluated on tangent vectors. In that case, we can always choose a defining function of the form \( g(\pm d(x, \Omega)) \), with \( g(0) = g'(0) = 1 \), \( g \) strictly convex, so that \( \nabla^2 \Phi(x) \) is nonnegative in all directions. With a bit more work, one can show that \( \Omega \) is convex if and only if it is connected and its second fundamental form is nonnegative on the whole of \( \partial \Omega \). Moreover, if the second fundamental form is positive then \( \Omega \) is strictly convex.

Now let \( C \) be as in the assumptions of Theorem 12.35 and let \( \Omega = -\nabla_x c(x, C) \subset T_x M \). Since \( \nabla_x c(x, \cdot) \) is smooth, one-to-one with nonsingular differential, \( \partial \Omega \) is smooth and coincides with \( -\nabla_x c(x, \partial C) \).

Since \( C \) is connected, so is \( \Omega \), so to prove the convexity of \( \Omega \) we just have to worry about the sign of its second fundamental form. Let \( y \in \partial C \) be fixed, and let \( \Phi = \Phi(y) \) be a defining function for \( C \) in a neighborhood of \( y \). Then \( \Psi = \Phi \circ (-\nabla_x c(x, \cdot))^{-1} \) is a defining function for \( \Omega \). By direct computation,

\[
\Psi^{ij} = (\Phi_{rs} - c_{rs,k} c_{k,\ell} \Phi_{\ell}) c^{ri} c^{sj}.
\]

(The derivation indices are raised because these are derivatives with respect to the \( p \) variables.) Let \( \xi = (\xi^i) \in T_y M \) be tangent to \( C \); the bilinear form \( \nabla^2 c \) identifies \( \xi \) with an element in \( (T_x M)^* \) whose coordinates are denoted by \( (\xi_i) = (-c_{ij} \xi^j) \). Then

\[
\Psi^{ij} \xi_i \xi_j = (\Phi_{rs} - c_{rs,k} c_{k,\ell} \Phi_{\ell}) \xi^r \xi^s.
\]

Since \( \xi^s n_s = 0 \), the nonnegativity of this expression is equivalent to the nonnegativity of \( (\partial_r n_s - c^{k,\ell} c_{rs,k} n_{\ell}) \xi^r \xi^s \), for all tangent vectors \( \xi \). This establishes the first part of Theorem 12.35, and at the same time justifies formula (12.18). (To prove the equivalence between the two expressions in (12.18), use the temporary notation \( n^{k} = -c^{k,\ell} n_{\ell} \) and note that \( \partial_j n_i - c^{k,\ell} c_{ij,k} n_{\ell} = -\partial_j (c_{ij,k} n^{k}) + c_{ij,k} n^{k} = -c_{ij,k} \partial_j n^{k} \).) The statement about strict convexity follows the same lines.

In the proof of Theorem 12.36 I shall use the following technical lemma:

**Lemma 12.39.** If \( c \) satisfies (STwist) and (Cut\(^{n-1}\)) then it satisfies the following property of “transversal approximation”:

**TA** For any \( \overline{r}, x \) in the interior of \( \text{proj}_x(D) \), any \( C^2 \) path \( (\overline{y}_t)_{0 \leq t \leq 1} \) drawn in \( \text{Dom}'((\nabla_x c(\overline{r}, \cdot)) \cap \text{proj}_y(D) \) can be approximated in \( C^2 \) topology by a path \( (\tilde{y}_t)_{0 \leq t \leq 1} \) such that \( \{t \in (0,1); \tilde{y}_t \notin \text{Dom}'((\nabla_x c(x, \cdot)) \} \) is discrete.
Lemma 12.39 applies for instance to the squared geodesic distance on a Riemannian manifold. The detailed proof of Lemma 12.39 is a bit tedious, so I shall be slightly sketchy:

\textit{Sketch of proof of Lemma 12.39.} As in the statement of \((\text{Cut}^{n-1})\), let \(\text{cut}_D(x) = \text{proj}_Y(D) \setminus \text{Dom}(\nabla_x c(x, \cdot))\). Since \(\text{cut}_D(x)\) has empty interior, for any fixed \(t_0 \in [0, 1]\) we can perturb the path \(y\) in \(C^2\) topology into a path \(\hat{y}\), such that \(\hat{y}(t_0) \notin \text{cut}_D(x)\). Repeating this operation finitely many times, we can ensure that \(\hat{y}(t_j)\) lies outside \(\text{cut}_D(x)\) for each \(t_j = j/2^k\), where \(k \in \mathbb{N}\) and \(j \in \{0, \ldots, 2^k\}\). If \(k\) is large enough, then for each \(j\) the path \(\hat{y}\) can be written, on the time-interval \([t_j, t_{j+1}]\), in some well-chosen local chart, as a straight line. Moreover, since \(\text{cut}_D(x)\) is closed, there will be a small ball \(B_j = B(\hat{y}(t_j), r_j)\), \(r_j > 0\), such that on the interval \([t_j - \varepsilon_j, t_j + \varepsilon_j]\) the path \(\hat{y}\) is entirely contained in \(B_j\), and the larger ball \(2B_j = B(\hat{y}(t_j), 2r_j)\) does not meet \(\text{cut}_D(x)\). If we prove the approximation property on each interval \([t_{j-1} + \varepsilon_{j-1}, t_j - \varepsilon_j]\), we shall get suitable paths \((\hat{y}_i)\) on \([t_j - \varepsilon_j, t_j + \varepsilon_j]\), approximating \((y_t)\) in \(C^2\); in particular \(\hat{y}_i \in B_i\), and we can easily “patch together” these pieces of \((\hat{y}_i)\) in the intervals \([t_j - \varepsilon_j, t_j + \varepsilon_j]\) while staying within \(2B_j\).

All this shows that we just have to treat the case when \((y_t)\) takes values in a small open subset \(U\) of \(\mathbb{R}^n\) and is a straight line. In these coordinates, \(\Sigma := \text{cut}_D(x) \cap U\) will have finite \(H^{n-1}\) measure, with \(H^k\) standing for the \(k\)-dimensional Hausdorff measure. Without loss of generality, \(y_t = t e_n\), where \((e_1, \ldots, e_n)\) is an orthonormal basis of \(\mathbb{R}^n\) and \(-\tau < t < \tau\); and \(U\) is the cylinder \(B(0, \sigma) \times (-\tau, \tau)\), for some \(\sigma > 0\).

For any \(z \in B(0, \sigma) \subset \mathbb{R}^{n-1}\), let \(y_t^z = (z, t)\). The goal is to show that \(H^{n-1}(dz)\)-almost surely, \(y_t^z\) intersects \(\Sigma\) in at most finitely many points. To do this one can apply the co-area formula (see the bibliographical notes) in the following form: let \(f : (z, t) \mapsto z\) (defined on \(U\), then

\[
\mathcal{H}^{n-1}[\Sigma] \geq \int_{f(\Sigma)} \mathcal{H}^0(\Sigma \cap f^{-1}(z)) \mathcal{H}^{n-1}(dz).
\]

By assumption the left-hand side is finite, and the right-hand side is exactly \(\int \#\{t; y_t^z \in \Sigma\} \mathcal{H}^{n-1}(dz)\); so the integrand is finite for almost all \(z\), and in particular there is a sequence \(z_k \to 0\) such that each \((y_t^{z_k})\) intersects \(\Sigma\) finitely many often.

\(\square\)

\textit{Proof of Theorem 12.36.} Let us first assume that the cost \(c\) is regular on \(D\), and prove the nonnegativity of \(\mathcal{S}_c\).
Let \((\mathbf{x}, y) \in D\) be given, and let \(p \in T_{\mathbf{x}}M\) be such that \(\nabla_x c(\mathbf{x}, y) + p = 0\). Let \(\nu\) be a unit vector in \(T_{\mathbf{x}}M\). For \(\varepsilon \in [-\varepsilon_0, \varepsilon_0]\) one can define a \(c\)-segment by the formula \(y(\varepsilon) = (\nabla_x c)^{-1}(\mathbf{x}, -p(\varepsilon))\), \(p(\varepsilon) = p + \varepsilon \nu\); let \(y_0 = y(-\varepsilon_0)\) and \(y_1 = y(\varepsilon_0)\). Further, let \(h_0(x) = -c(x, y_0) + c(\mathbf{x}, y_0)\) and \(h_1(x) = -c(x, y_1) + c(\mathbf{x}, y_1)\). By construction, \(\nabla_x c(\mathbf{x}, y_0) - \nabla_x c(\mathbf{x}, y_1)\) is colinear to \(\nu\) and nonzero, and \(h_0(\mathbf{x}) = h_1(\mathbf{x})\).

By the implicit function theorem, the equation \((h_0(x) = h_1(x))\) defines close to \(\mathbf{x}\) an \((n - 1)\)-dimensional submanifold \(\widetilde{M}\), orthogonal to \(\nu\) at \(\mathbf{x}\). For any \(\xi \in T_{\mathbf{x}}\widetilde{M} = \nu^\perp\) one can define in the neighborhood of \(\mathbf{x}\) a smooth curve \((\gamma(t))_{-\tau \leq t \leq \tau}\), valued in \(\widetilde{M}\), such that \(\gamma(0) = \mathbf{x}\) and \(\dot{\gamma}(0) = \xi\).

Let \(\psi(x) = \max(h_0(x), h_1(x))\). By construction \(\psi\) is \(c\)-convex and \(y_0, y_1\) both belong to \(\partial_c \psi(\mathbf{x})\). So

\[
\psi(\mathbf{x}) + c(\mathbf{x}, y) \leq \psi(\gamma(t)) + c(\gamma(t), y)
= \frac{1}{2} (h_0(\gamma(t)) + h_1(\gamma(t))) + c(\gamma(t), y)
= \frac{1}{2} [ -c(\gamma(t), y_0) + c(\mathbf{x}, y_0) - c(\gamma(t), y_1) + c(\mathbf{x}, y_1) ] + c(\gamma(t), y).
\]

Since \(\psi(\mathbf{x}) = 0\), this can be recast as

\[
0 \geq \frac{1}{2} (c(\gamma(t), y_0) + c(\gamma(t), y_1)) - \frac{1}{2} (c(\mathbf{x}, y_0) + c(\mathbf{x}, y_1)) - c(\gamma(t), y) + c(\mathbf{x}, y).
\]

At \(t = 0\) the expression on the right-hand side achieves its maximum value 0, so the second \(t\)-derivative is nonnegative. In other words,

\[
\left. \frac{d^2}{dt^2} \right|_{t=0} \frac{1}{2} [ c(\gamma(t), y_0) + c(\gamma(t), y_1) ] - c(\gamma(t), y) \leq 0.
\]

This is equivalent to saying that

\[
\langle \nabla_x^2 c(\mathbf{x}, y) \cdot \xi, \xi \rangle \geq \frac{1}{2} \left( \langle \nabla_x^2 c(\mathbf{x}, y_0) \cdot \xi, \xi \rangle + \langle \nabla_x^2 c(\mathbf{x}, y_1) \cdot \xi, \xi \rangle \right).
\]

(Note: The path \(\gamma(t)\) is not geodesic, but this does not matter because the first derivative of the right-hand side in (12.25) vanishes at \(t = 0\).)

Since \(p = (p_0 + p_1)/2\) and \(p_0 - p_1\) was along an arbitrary direction (orthogonal to \(\xi\)), this shows precisely that \(\langle \nabla_x^2 c(\mathbf{x}, y) \cdot \xi, \xi \rangle\) is concave as a function of \(p\), after the change of variables \(y = y(x, p)\). In particular, the expression in (12.21) is \(\geq 0\). To see that the expressions in (12.21)
and (12.20) are the same, one performs a direct (tedious) computation to check that if \( \eta \) is a tangent vector in the \( p \)-space and \( \xi \) is a tangent vector in the \( x \)-space, then

\[
\frac{\partial^3 c(x, y(x, p))}{\partial p_k \partial p_t \partial x_i \partial x_j} \xi^i \xi^j \eta_k \eta_t = \left( c_{ij,r} c^{r,\xi} c_{s,k \ell} - c_{ij,k \ell} \right) c^{k,m} e^{(\eta) \xi^i \xi^j \eta_m \eta_n} \eta^m \eta^n = \left( c_{ij,r} c^{r,\xi} c_{s,k \ell} - c_{ij,k \ell} \right) \xi^i \xi^j \eta^k \eta^\ell.
\]

(Here \( \eta^k = -c^{k,m} \eta_m \) stand for the coordinates of a tangent vector at \( y \), obtained from \( \eta \) after changing variables \( p \to y \), and still denoted \( \eta \) by abuse of notation.) To conclude, one should note that the condition \( \xi \perp \eta \), i.e. \( \xi^i \eta_i = 0 \), is equivalent to \( c_{i,j} \xi^i \eta^j = 0 \).

Next let us consider the converse implication. Let \((\overline{x}, y_0)\) and \((\overline{x}, y_1)\) belong to \( D \); \( p = p_0 = -\nabla_x c(\overline{x}, y_0), p_1 = -\nabla_x c(\overline{x}, y_1), \zeta = p_1 - p_0 \in T_{\overline{x}} M, p_t = p + t \zeta, \) and \( y_t = (\nabla_x c)^{-1}(\overline{x}, -p_t) \). By assumption \((\overline{x}, y_t)\) belongs to \( D \) for all \( t \in [0, 1] \).

For \( t \in [0, 1] \), let \( h(t) = -c(x, y_t) + c(\overline{x}, y_t) \). Let us first assume that \( x \in \text{Dom} (\nabla_y c(\cdot, y_t)) \) for all \( t \); then \( h \) is a smooth function of \( t \in (0, 1) \), and we can compute its first and second derivatives. First, \( (y)^i = -c^{i,r}(\overline{x}, y_t) \zeta_r =: \zeta^i \).

Similarly, since \((y_t)\) defines a straight curve in \( p \)-space, \( (\overline{y})^i = -c^{i,k} c_{k,\ell} \zeta_s c^{\ell,s} \zeta_s = -c^{i,k} c_{k,\ell} \zeta^\ell \zeta^\ell \).

So \( \dot{h}(t) = -c_{ij}(x, y_t) - c_{ij}(\overline{x}, y_t) \) \( \zeta^i \zeta^j \), where \( \eta_j = -c_{ij}(x, y_t) + c_{ij}(\overline{x}, y_t) \) and \( \eta^i = -c^{i,j} \eta_j \).

Next, \( \ddot{h}(t) = -[c_{ij}(x, y_t) - c_{ij}(\overline{x}, y_t)] \zeta^i \zeta^j + [c_{ij}(x, y_t) - c_{ij}(\overline{x}, y_t)] c^{i,k} c_{k,\ell} \zeta^\ell \zeta^i \)

\[
= -\left( [c_{ij}(x, y_t) - c_{ij}(\overline{x}, y_t)] - \eta_t c^{i,k} c_{k,ij} \right) \zeta^i \zeta^j \]

\[
= -\left( [c_{ij}(x, y_t) - c_{ij}(\overline{x}, y_t)] - \eta_t c_{k,ij} \right) \zeta^i \zeta^j.
\]

Now freeze \( t, y_t, \zeta, \) and let \( \Phi(x) = c_{ij}(x, y_t) \zeta^i \zeta^j = (\nabla_y c(x, y_t) \cdot \zeta, \zeta) \). This can be seen either as a function of \( x \) or as a function of \( q =\)
−\nabla_y c(x, y_t), viewed as a 1-form on \( T_{y_t} M \). Computations to go back and forth between the \( q \)-space and the \( x \)-space are the same as those between the \( p \)-space and the \( y \)-space. If \( q \) and \( \overline{q} \) are associated to \( x \) and \( \overline{x} \) respectively, then \( \eta = q - \overline{q} \), and

\[
\left( \left[ c,_{ij}(x, y_t) - c,_{ij}(\overline{x}, y_t) \right] - \eta^k c,_{k,ij} \right) \zeta^i \zeta^j = \Phi(q) - \Phi(\overline{q}) - d\overline{q} \cdot (q - \overline{q})
\]

\[
= \int_0^1 \left( \nabla^2_q \Phi \right) ((1 - s)q + s\overline{q}) \cdot (q - \overline{q}, q - \overline{q}) (1 - s) ds.
\]

Computing \( \nabla^2_q \Phi \) means differentiating \( c(x, y) \) twice with respect to \( y \) and then twice with respect to \( q \), with \( \nabla_y c(x, y) + q = 0 \). According to Remark 12.33, the result is the same as when we first differentiate with respect to \( x \) and then with respect to \( p \), so this gives \((-2/3)\mathcal{S}_c\). Since \( q - \overline{q} = -\eta \), we end up with

\[
\begin{cases}
\dot{h}(t) = (\nabla^2_{x,y} c(x, y_t)) \cdot (\eta, \zeta); \\
\ddot{h}(t) = \frac{2}{3} \int_0^1 \mathcal{S}_c \left( (\nabla_y c)^{-1}((1 - s)q + s\overline{q}, y_t), y_t \right) \cdot (\eta, \zeta) (1 - s) ds,
\end{cases}
\]

(12.26)

where now \( \nabla_y c \) is inverted with respect to the \( x \) variable. Here I have slightly abused notation since the vectors \( \eta \) and \( \zeta \) do not necessarily satisfy \( \nabla^2_{x,y} c \cdot (\eta, \zeta) = 0 \); but \( \mathcal{S}_c \) stands for the same analytic expression as in (12.20). Note that the argument of \( \mathcal{S}_c \) in (12.26) is always well-defined because \( \tilde{D} \) was assumed to be \( \tilde{\mathcal{C}} \)-convex and \( x \in \text{Dom}'(\nabla_y c(\cdot, y_t)) \). (So \([\tilde{x}, x]_{y_t} \) is contained in \( \text{Dom}'(\nabla_y c(\cdot, y_t)) \).)

The goal is to show that \( h \) achieves its maximum value at \( t = 0 \) or \( t = 1 \). Indeed, the inequality \( h(t) \leq \max(h(0), h(1)) \) is precisely (12.15).

Let us first consider the simpler case when \( \mathcal{S}_c > 0 \). If \( h \) achieves its maximum at \( t_0 \in (0, 1) \), then \( \dot{h}(t_0) = 0 \), so \( \nabla^2_{x,y} c \cdot (\eta, \zeta) = 0 \), \( \mathcal{S}_c(\ldots)(\eta, \zeta) > 0 \), and by (12.26) we have \( \ddot{h}(t_0) > 0 \) (unless \( x = \overline{x} \)), which contradicts the fact that \( t_0 \) is a maximum. So \( h \) has a maximum at \( t = 0 \) or \( t = 1 \), which proves (12.15), and this inequality is strict unless \( t = 0 \) or \( t = 1 \) or \( x = \overline{x} \).

To work out the borderline case where \( \mathcal{S}_c \) is only assumed to be nonnegative we shall have to refine the analysis just a bit. By the same density argument as above, we can assume that \( h \) is smooth.

Freeze \( \zeta \) and let \( \eta \) vary in a ball. Since \( \mathcal{S}_c(x, y) \cdot (\eta, \zeta) \) is a quadratic function of \( \eta \), nonnegative on the hyperplane \( \{\zeta \cdot \eta^t = 0\} \), there is a
constant $C$ such that $\mathcal{G}_c(x, y) \cdot (\eta, \zeta) \geq -C |\zeta \ell \eta^\ell| = -C |\nabla_{x,y}^2 c \cdot (\zeta, \eta)|$. This constant only depends on an upper bound on the functions of $x, y$ appearing in $\mathcal{G}_c(x, y)$, and on upper bounds on the norm of $\nabla_{x,y}^2 c$ and its inverse. By homogeneity, $\mathcal{G}_c(x, y) \cdot (\eta, \zeta) \geq -C |\nabla_{x,y}^2 c \cdot (\zeta, \eta)| |\zeta| |\eta|$, where the constant $C$ is uniform when $x, \bar{x}, y_0, y_1$ vary in compact domains. The norms $|\zeta|$ and $|\eta|$ remain bounded as $t$ varies in $[0, 1]$, so (12.26) implies

$$\tilde{h}(t) \geq -C |\tilde{h}(t)|.$$ (12.27)

Now let $h_\varepsilon(t) = h(t) + \varepsilon (t - 1/2)^k$, where $\varepsilon > 0$ and $k \in 2\mathbb{N}$ will be chosen later. Let $t_0$ be such that $h_\varepsilon$ admits a maximum at $t_0$. If $t_0 \in (0, 1)$, then $h_\varepsilon(t_0) = 0, h_\varepsilon(t_0) \leq 0$, so

$$\tilde{h}(t_0) = \tilde{h}_\varepsilon(t_0) - \varepsilon k (k - 1) (t_0 - 1/2)^{k-2} \leq -\varepsilon k (k - 1) (t_0 - 1/2)^{k-2};$$

$$\tilde{h}(t_0) = -\varepsilon k (t_0 - 1/2)^{k-1}.$$ Plugging these formulas back in (12.27) we deduce $C |t_0 - 1/2| \geq k - 1$, which is impossible if $k$ has been chosen greater than $1 + C/2$. Thus $h_\varepsilon$ has to reach its maximum either at $t = 0$ or $t = 1$, i.e.

$$h(t) + \varepsilon (t - 1/2)^k \leq \max(h(0), h(1)) + \varepsilon 2^{-k}.$$ Letting $\varepsilon \to 0$, we conclude again to (12.15).

To conclude the proof of the theorem, it only remains to treat the case when $x$ does not belong to $\text{Dom}'(\nabla_y c(\cdot, y_t))$ for all $t$, or equivalently when the path $(y_t)$ is not contained in $\text{Dom}'(\nabla_x c(x, \cdot))$. Let us consider for instance the case $\mathcal{G}_c > 0$. Thanks to Lemma 12.39, we can approximate $(y_t)$ by a very close path $(\tilde{y}_t)$, in such a way that $(\tilde{y}_t)$ leaves $\text{Dom}'(\nabla_x c(x, \cdot))$ only on a discrete set of times $t_j$.

Outside of these times, the same computations as before can be repeated with $\tilde{y}_t$ in place of $y_t$ (here I am cheating a bit since $(\tilde{y}_t)$ is not a $c$-segment any longer, but it is no big deal to handle correction terms). So $h$ cannot achieve a maximum in $(0, 1)$ except maybe at some time $t_j$, and it all amounts to proving that $t_j$ cannot be a maximum of $h$ either. This is obvious if $\tilde{h}$ is continuous at $t_j$ and $\tilde{h}(t_j) \neq 0$. This is also obvious if $\tilde{h}$ is discontinuous at $t_j$, because by semiconvexity of $t \to -c(x, y_t)$, necessarily $\tilde{h}(t_j^+) > \tilde{h}(t_j^-)$. Finally, if $\tilde{h}$ is continuous at $t_j$ and $\tilde{h}(t_j) = 0$, the same computations as before show that $\tilde{h}(t)$ is strictly positive when $t$ is close to $t_j$ (but different from) $t_j$, then the continuity of $\tilde{h}$ implies that $h$ is strictly convex around $t_j$, so it cannot have a maximum at $t_j$. \qed
With Theorems 12.35 and 12.36 at hand it becomes possible to prove or disprove the regularity of certain simple cost functions. Typically, one first tries to exhaust Dom′(∇c(x,·)) by smooth open sets compactly included in its interior, and one checks the c-convexity of these sets by use of the c-second fundamental form; and similarly for the x variable. Then one checks the sign condition on Sc. In simple enough situations, this strategy can be worked out successfully.

Example 12.40. If f and g are C^2 convex functions \( \mathbb{R}^n \to \mathbb{R} \) with \( |\nabla f| < 1, |\nabla g| < 1 \), then \( c(x,y) = |x-y|^2 + |f(x) - g(y)|^2 \) satisfies \( S_c \geq 0 \) on \( \mathbb{R}^n \times \mathbb{R}^n \), so it is regular on \( \mathbb{R}^n \times \mathbb{R}^n \). If \( \nabla^2 f \) and \( \nabla^2 g \) are positive everywhere, then \( S_c > 0 \), so \( c \) is strictly regular on \( \mathbb{R}^n \times \mathbb{R}^n \).

Examples 12.41. The cost functions \( c(x,y) = \sqrt{1 + |x-y|^2} \) in \( \mathbb{R}^n \times \mathbb{R}^n \), \( \sqrt{1 - |x-y|^2} \) in \( B(0,1) \times B(0,1) \setminus \{|x-y| \geq 1\} \), \( |x-y|^p \) on \( \mathbb{R}^n \times \mathbb{R}^n \setminus \{y = x\} \) for \( 0 < p < 1 \), \( d(x,y)^2 \) on \( S^{n-1} \times S^{n-1} \setminus \{y = -x\} \), all satisfy \( S_c > 0 \), and are therefore strictly regular on any totally c-convex subdomain (for instance, \( B(0,1/2) \times B(0,1/2) \) for \( |x-y|^p \)). The same is true of the singular cost functions \( |x-y|^p (-2 < p < 0) \), \( -\log |x-y| \) on \( \mathbb{R}^n \times \mathbb{R}^n \setminus \{y = x\} \), or \( -\log |x-y| \) on \( S^{n-1} \times S^{n-1} \setminus \{y = \pm x\} \). Also the limit case \( c(x,y) = |x-y|^{-2} \) satisfies \( S_c \geq 0 \) on \( \mathbb{R}^n \times \mathbb{R}^n \setminus \{x = y\} \).

Theorem 12.42 (Equivalence of regularity conditions). Let \( M, N \) be Riemannian manifolds and let \( c : M \times N \to \mathbb{R} \) be a locally semiconcave cost function such that \( c \) and \( \dot{c} \) satisfy \( (\text{STwist}) \), \( c \) satisfies \( (\text{Cut}^{n-1}) \), and the c-exponential map extends into a continuous map \( TM \to N \). Further, assume that \( \text{Dom}'(\nabla c) \) is totally c-convex and \( \text{Dom}'(\nabla \dot{c}) \) is totally \( \dot{c} \)-convex. Then the following three properties are equivalent:

(i) \( c \) satisfies Assumption \( (C) \);

(ii) \( c \) is regular;

(iii) \( c \) satisfies the Ma–Trudinger–Wang condition \( S_c \geq 0 \).

Remark 12.43. The implications (i) \( \Rightarrow \) (ii) and (ii) \( \Rightarrow \) (iii) remain true without the convexity assumptions. It is a natural open problem whether these assumptions can be completely dispensed with in Theorem 12.42. A bold conjecture would be that (i), (ii) and (iii) are always equivalent and automatically imply the total c-convexity of \( \text{Dom}'(\nabla c) \).
Proof of Theorem 12.42. Theorem 12.36 ensures the equivalence of (ii) and (iii). We shall now see that (i) and (ii) are also equivalent.

Assume (ii) is satisfied. Let \( \psi : M \to \mathbb{R} \) be a \( c \)-convex function, and let \( \bar{\mathbf{x}} \in M \); the goal is to show that \( \partial_c \psi(\bar{\mathbf{x}}) \) is connected. Without loss of generality we may assume \( \psi(\bar{\mathbf{x}}) = 0 \). Let \( \psi_{\bar{\mathbf{x}}, y_0, y_1} \) be defined as in (12.17). The same reasoning as in the proof of Proposition 12.15(i) shows that \( \partial_c \psi_{\bar{\mathbf{x}}, y_0, y_1} \subset \partial_c \psi(\bar{\mathbf{x}}) \); so it is sufficient to show that \( \partial_c \psi_{\bar{\mathbf{x}}, y_0, y_1} \) is connected. Even if \( y_0, y_1 \) do not belong to \( \text{Dom}'(\nabla_x c(\bar{\mathbf{x}}, \cdot)) \), the latter set has an empty interior as a consequence of \( \text{Cut}^{n-1} \), so we can find sequences \( (y_0^{(k)})_{k \in \mathbb{N}} \) and \( (y_1^{(k)})_{k \in \mathbb{N}} \) such that \( (\bar{\mathbf{x}}, y_i^{(k)}) \in \text{Dom}'(\nabla_x c) \) and \( y_i^{(k)} \to y_i \) \( (i = 0, 1) \). In particular, there are \( p_i^{(k)} \in T_{\bar{x}} M \), uniquely determined, such that \( \nabla_x c(\bar{\mathbf{x}}, y_i^{(k)}) + p_i^{(k)} = 0 \).

Then let \( \psi^{(k)} = \psi_{\bar{\mathbf{x}}, y_0^{(k)}, y_1^{(k)}} \). The \( c \)-segment \( [y_0^{(k)}, y_1^{(k)}]_{\bar{\mathbf{x}}} \) is well-defined and included in \( \partial_c \psi^{(k)}(\bar{\mathbf{x}}) \) (because \( c \) is regular). In other words, \( \exp_{\bar{x}}(1 - t) p_0^{(k)} + t p_1^{(k)} \in \partial_c \psi^{(k)}(\bar{\mathbf{x}}) \). Passing to the limit as \( k \to \infty \), after extraction of a subsequence if necessary, we find vectors \( p_0, p_1 \) (not necessarily uniquely determined) such that \( \exp_{\bar{x}}(p_0) = y_0 \), \( \exp_{\bar{x}}(p_1) = y_1 \), and \( \exp_{\bar{x}}(1 - t) p_0 + t p_1 \in \partial_c \psi(\bar{\mathbf{x}}) \). This proves the desired connectedness property.

Conversely, assume that (i) holds true. Let \( \bar{x}, y \) be such that \( (\bar{x}, y) \in \text{Dom}'(\nabla_x c) \), and let \( p = -\nabla_x c(\bar{x}, y) \). Let \( \nu \) be a unit vector in \( T_{y} M \); for \( \varepsilon > 0 \) small enough, \( y_0^{(\varepsilon)} = \exp_{y}(p + \varepsilon \nu) \) and \( y_1^{(\varepsilon)} = \exp_{y}(p - \varepsilon \nu) \) belong to \( \text{Dom}'(\nabla_x c(\bar{x}, \cdot)) \). Let \( \psi^{(\varepsilon)} = \psi_{\bar{x}, y_0^{(\varepsilon)}, y_1^{(\varepsilon)}} \). As \( \varepsilon \to 0 \), \( \partial_c \psi^{(\varepsilon)}(\bar{x}) \) shrinks to \( \partial_c \psi_{\bar{x}, y,y}(\bar{x}) = \{y\} \) (because \( (\bar{x}, y) \in \text{Dom}'(\nabla_x c) \)). Since \( \text{Dom}'(\nabla_x c) \) is open, for \( \varepsilon \) small enough the whole set \( \partial_c \psi^{(\varepsilon)}(\bar{x}) \) is included in \( \text{Dom}'(\nabla_x c) \). By the same reasoning as in the proof of Proposition 12.15(iii), the connectedness of \( \partial_c \psi(\bar{x}) \) implies its \( c \)-convexity. Then the proof of Theorem 12.36(i) can be repeated to show that \( \mathcal{G}_c(\bar{x}, y) \geq 0 \) along pairs of vectors satisfying the correct orthogonality condition.

I shall conclude this section with a negative result displaying the power of the differential reformulation of regularity.

Theorem 12.44 (Smoothness of the optimal transport needs nonnegative curvature). Let \( M \) be a compact Riemannian manifold such that the sectional curvature \( \sigma_{\bar{x}}(P) \) is negative for some \( \bar{x} \in M \) and some plane \( P \subset T_{\bar{x}} M \). Then there exist smooth positive probability
Differential formulation of c-convexity

Densities \( f \) and \( g \) on \( M \) such that the optimal transport map \( T \) from \( f \ vol \) to \( g \ vol \), with cost \( c(x,y) = d(x,y)^2 \), is discontinuous.

The same conclusion holds true under the weaker assumption that \( \mathcal{S}_c(\bar{x},\bar{y}) \cdot (\xi, \eta) < 0 \) for some \( (\bar{x}, \bar{y}) \in M \times M \) such that \( \bar{y} \) does not belong to the cut locus of \( \bar{x} \) and \( \nabla^2_{xy} c(\bar{x}, \bar{y}) \cdot (\xi, \eta) = 0 \).

Remark 12.45. A counterexample by Y.-H. Kim shows that the second assumption is strictly weaker than the first one.

Proof of Theorem 12.44. Let \( \xi, \eta \) be orthogonal tangent vectors at \( x \) generating \( P \). By Particular Case 12.30, \( \mathcal{S}_c(\bar{x}, \bar{y})(\xi, \eta) < 0 \). If we fix a neighborhood \( V \) of \( x \) we can find \( r > 0 \) such that for any \( x \) the set \( C_x = (\nabla_x c)^{-1}(x, B_r(0)) \) is well-defined. If we take a small enough subdomain of \( U \), containing \( x \) and define \( C = \cap_{x \in U} C_x \), then \( U \times C \) is totally c-convex and open. By Theorem 12.36, \( c \) is not regular in \( U \times C \).

For any \( y_0, y_1 \) in \( C \), define \( \psi_{\bar{x}, y_0, y_1} \) as in (12.17). If we let \( U \times C \) shrink to \( \{\bar{x}\} \times \{\bar{y}\} \), \( \partial_c \psi_{\bar{x}, y_0, y_1}(\bar{y}) \) will converge to \( \partial_c \psi_{\bar{x}, \bar{y}, \bar{y}}(\bar{y}) = \{\bar{y}\} \). So if \( U \) and \( C \) are small enough, \( \partial_c \psi_{\bar{x}, y_0, y_1}(\bar{y}) \) will be contained in an arbitrarily small ball around \( \bar{x} \), a fortiori in \( \text{Dom}'(\nabla x c(\bar{x}, \cdot)) \). Then we can apply Theorem 12.20 and Corollary 12.21.

A similar reasoning works for the more general case when \( \mathcal{S}_c(\bar{x}, \bar{y}) \cdot (\xi, \eta) < 0 \), since \( \partial_c \psi_{\bar{x}, \bar{y}, \bar{y}} = \{\bar{y}\} \) (as long as \( \bar{y} \) is not a cut point of \( \bar{x} \)). \( \Box \)

Differential formulation of c-convexity

Its definition makes the c-convexity property quite difficult to check in general. In contrast, to establish the plain convexity of a smooth function \( \mathbb{R}^n \rightarrow \mathbb{R} \) it is sufficient to just prove the nonnegativity of its Hessian. If \( c \) is an arbitrary cost function, there does not seem to be such a simple differential characterization for c-convexity; but if \( c \) is a regular cost function there is one, as the next result will demonstrate. The notation is the same as in the previous section.

Theorem 12.46 (Differential criterion for c-convexity). Let \( c : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \) be a cost function such that \( c \) and \( \tilde{c} \) satisfy (STwist), and let \( D \) be a totally c-convex closed subset of \( \text{Dom}'(\nabla x c) \) such that \( \tilde{D} \) is totally \( \tilde{c} \)-convex and \( \mathcal{S}_c \geq 0 \) on \( D \). Let \( \mathcal{X}' = \text{proj}_\mathcal{X}(D) \) and let \( \psi \in C^2(\mathcal{X}'; \mathbb{R}) \) (meaning that \( \psi \) is twice continuously differentiable on
\( \mathcal{X}', \text{ up to the boundary}. \) If for any \( x \in \mathcal{X}' \) there is \( y \in \mathcal{Y} \) such that \( (x, y) \in D \) and
\[
\begin{align*}
\nabla \psi(x) + \nabla_x c(x, y) &= 0 \\
\nabla^2 \psi(x) + \nabla_x^2 c(x, y) &\geq 0,
\end{align*}
\]
then \( \psi \) is \( c \)-convex on \( \mathcal{X}' \) (or more rigorously, \( c' \)-convex, where \( c' \) is the restriction of \( c \) to \( D \)).

**Remark 12.47.** In view of the discussion at the beginning of this chapter, (12.28) is a necessary and sufficient condition for \( c \)-convexity, up to issues about the smoothness of \( \psi \) and the domain of differentiability of \( c \). Note that the set of \( y \)'s appearing in (12.28) is not required to be the whole of \( \text{proj}_Y(D) \), so in practice one may often enlarge \( D \) in the \( y \) variable before applying Theorem 12.46.

**Remark 12.48.** Theorem 12.46 shows that if \( c \) is a regular cost, then (up to issues about the domain of definition) \( c \)-convexity is a local notion.

**Proof of Theorem 12.46.** Let \( \psi \) satisfy the assumptions of the theorem, and let \( (\overline{\pi}, \overline{\eta}) \in D \) such that \( \nabla \psi(\overline{\pi}) + \nabla_x c(\overline{\pi}, \overline{\eta}) = 0 \). The goal is
\[
\forall x \in \mathcal{X}', \quad \psi(x) + c(x, \overline{\eta}) \geq \psi(\overline{\pi}) + c(\overline{\pi}, \overline{\eta}). \tag{12.29}
\]
If this is true then \( \psi'_{cc}(\overline{\eta}) = \psi(\overline{\pi}) + c(\overline{\pi}, \overline{\eta}) \), in particular \( \psi'_{cc}(\overline{\pi}) = \sup_y (\psi(y) - c(\overline{\pi}, y)) = \psi(\overline{\pi}) \), and since this is true for any \( \overline{\pi} \in \mathcal{X}' \) we will have \( \psi'_{cc} \geq \psi \), therefore \( \psi'_{cc} = \psi \), so \( \psi \) will be \( c \)-convex.

The proof of (12.29) is in the same spirit as the proof of the converse implication in Theorem 12.36. Let \( x \in \mathcal{X}' \), and let \( (x_t)_{0 \leq t \leq 1} = [\overline{x}, x]_\mathcal{Y} \) be the \( \hat{c} \)-segment with base \( \overline{\eta} \) and endpoints \( x_0 = \overline{\pi} \) and \( x_1 = x \). Let
\[
h(t) = \psi(x_t) + c(x_t, \overline{\eta}).
\]
To prove (12.29) it is sufficient to show that \( h(t) \geq h(0) \) for all \( t \in [0, 1] \).

The \( \hat{c} \)-convexity of \( \hat{D} \) implies that \( (x_t, \overline{\eta}) \) always lies in \( D \). Let \( q = -\nabla_y c(x, \overline{\eta}) = -\nabla \psi(x, \overline{\eta}), \overline{\eta} = q - \overline{\eta} \), then as in the proof of Theorem 12.36 we have \( \dot{x}_i = -c^{i,j} \eta_k = \eta^i \),
\[
\dot{h}(t) = [\psi_i(x_t) + c_i(x_t, \overline{\eta})] \eta^i = -c_{i,j}(x_t, \overline{\eta}) \eta^i \zeta^j
\]
where \( \zeta_i = \psi_i(x_t) + c_i(x_t, \overline{\eta}) \) and \( \zeta^j = -c^{j,i} \zeta_i \); similarly,
\[
\tilde{h}(t) = \left( [\psi_{ij}(x_t) + c_{ij}(x_t, \overline{y})] + c_{ij,k}(x_t, \overline{y}) \zeta^k \right) \eta^i \eta^j.
\] (12.30)

By assumption there is \( y_t \) such that \( \nabla \psi(x_t) + \nabla_x c(x_t, y_t) = 0 \), in particular \( \zeta_i = c_i(x_t, \overline{y}) - c_i(x_t, y_t) \). Then (12.30) can be rewritten as

\[
\Phi(\overline{p}_t) + d_p \Phi(\overline{p}_t) \cdot (p_t - \overline{p}_t),
\]

where

\[
\Phi(y) := [\psi_{ij}(x_t) + c_{ij}(x_t, y)] \eta^i \eta^j
\]

is seen as a function of \( p = -\nabla_x c(x_t, y) \), and of course \( p_t = -\nabla_x c(x_t, y_t), \overline{p}_t = -\nabla_x c(x_t, \overline{y}) \). (Note that \( \psi \) does not contribute to \( d_p \Phi \).) After using the \( c \)-convexity of \( D \) and a Taylor formula, we end up with formulas that are quite similar to (12.26):

\[
\begin{aligned}
\dot{\tilde{h}}(t) &= \nabla_{x,y}^2 c(x_t, \overline{y}) \cdot (\eta, \zeta) \\
\ddot{\tilde{h}}(t) &= \left[ \nabla^2 \psi(x_t) + \nabla_x^2 c(x_t, y_t) \right] \cdot (\zeta, \zeta) \\
&\quad + \frac{2}{3} \int_0^1 \mathcal{G}_c \left( x_t, (\nabla_x c)^{-1}(x_t, (1-s)p_t + sp_t) \right) \cdot (\eta, \zeta) (1-s) \, ds.
\end{aligned}
\] (12.31)

By assumption the first term in the right-hand side of \( \ddot{\tilde{h}} \) is nonnegative, so, reasoning as in the proof of Theorem 12.36 we arrive at

\[
\dot{\tilde{h}} \geq -C |\ddot{\tilde{h}}(t)|,
\] (12.32)

where \( C \) is a positive constant depending on \( c, \psi, \overline{p}, \overline{y}, x \). We shall see that (12.32), combined with \( \dot{h}(0) = 0 \), implies that \( h \) is nondecreasing on \([0, 1]\), and therefore \( h(t) \geq h(0) \), which was our goal.

Assume indeed that \( \dot{h}(t_0) < 0 \) for some \( t_0 \in (0, 1] \), and let \( t_0 = \sup \{ t \leq t_0; \dot{h}(t) = 0 \} \geq 0 \). For \( t \in (t_0, t_0) \) we have \( \dot{h}(t) < 0 \) and \((d/dt) \log |h(t)| = \dot{h}/h \leq C \), so \( \log |h(t)| \geq \log |h(t_0)| - C (t_0 - t) \), and as \( t \to t_0 \) we obtain a contradiction since \( \log |\dot{h}(t_0)| = -\infty \). The conclusion is that \( \dot{h}(t) \geq 0 \) for all \( t \in [0, 1] \), and we are done.

\[
\square
\]

Control of the gradient via \( c \)-convexity

The property of \( c \)-convexity of the target is the key to get good control of the localization of the gradient of the solution to (12.2). This assertion might seem awkward: After all, we already know that under general assumptions, \( \overline{T}(\text{Spt } \mu) = \text{Spt } \nu \) (recall the end of Theorem 10.28),
where the transport $T$ is related to the gradient of $\psi$ by $T(x) = (\nabla_x c)^{-1}(x, -\nabla \psi(x))$; so $\nabla \psi(x)$ always belongs to $-\nabla_x c(\text{Spt } \mu, \text{Spt } \nu)$ when $x$ varies in $\text{Spt } \mu$.

To understand why this is not enough, assume that you are approximating $\psi$ by smooth approximate solutions $\psi_k$. Then $\nabla \psi_k \rightarrow \nabla \psi$ at all points of differentiability of $\psi$, but you have no control of the behavior of $\nabla \psi_k(x)$ if $\psi$ is not differentiable at $x$! In particular, in the approximation process the point $y$ might very well get beyond the support of $\nu$, putting you in trouble. To guarantee good control of smooth approximations of $\psi$, you need an information on the whole $c$-subdifferential $\partial c \psi(x)$. The next theorem says that such control is available as soon as the target is $c$-convex.

**Theorem 12.49 (Control of $c$-subdifferential by $c$-convexity of target).** Let $\mathcal{X}, \mathcal{Y}, c : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$, $\mu \in P(\mathcal{X})$, $\nu \in P(\mathcal{Y})$ and $\psi : \mathcal{X} \rightarrow \mathbb{R} \cup \{+\infty\}$ satisfy the same assumptions as in Theorem 10.28 (including $(H_\infty)$). Let $\Omega \subset \mathcal{X}$ be an open set such that $\text{Spt } \mu = \Omega$, and let $C \subset \mathcal{Y}$ be a closed set such that $\text{Spt } \nu \subset C$. Assume that:

(a) $\Omega \times C \subset \text{Dom}'(\nabla_x c)$;

(b) $C$ is $c$-convex with respect to $\Omega$.

Then $\partial_c \psi(\Omega) \subset C$.

**Proof of Theorem 12.49.** We already know from Theorem 10.28 that $T(\overline{\Omega}) \subset C$, where $T(x) = (\nabla_x c)^{-1}(x, -\nabla \psi(x))$ stands for the optimal transport. In particular, $\partial_c \psi(\Omega \cap \text{Dom}(\nabla \psi)) \subset C$. The problem is to control $\partial_c \psi(x)$ when $\psi$ is not differentiable at $x$.

Let $x \in \Omega$ be such a point, and let $y \in \partial_c \psi(x)$. By Theorem 10.25, $-\nabla_x c(x, y) \in \nabla^- \psi(x)$. Since $\psi$ is locally semiconvex, we can apply Remark 10.51 to deduce that $\nabla^- \psi(x)$ is the convex hull of limits of $\nabla \psi(x_k)$ when $x_k \rightarrow x$. Then by Proposition 12.15(ii), there are $L \in \mathbb{N}$ ($L = n + 1$ would do), $\alpha_\ell \geq 0$ and $(x_{k,\ell})_{k \in \mathbb{N}}$ ($1 \leq \ell \leq L$) such that $\sum_\ell \alpha_\ell = 1$, $x_{k,\ell} \rightarrow x$ as $k \rightarrow \infty$, and

$$\sum_{\ell=1}^L \alpha_\ell \nabla \psi(x_{k,\ell}) \xrightarrow{k \rightarrow \infty} -\nabla_x c(x, y). \quad (12.33)$$

From the observation at the beginning of the proof, $\nabla \psi(x_{k,\ell}) \in -\nabla_x c(x_{k,\ell}, C)$, and as $k \rightarrow \infty$ this set converges uniformly (say in the sense of Hausdorff distance) to $-\nabla_x c(x, C)$ which is convex. By passing to the limit in (12.33) we get $-\nabla_x c(x, y) \in -\nabla_x c(x, C)$, so $y \in C$. \qed
Smoothness results

After a long string of counterexamples (Theorems 12.3, 12.4, 12.7, Corollary 12.21, Theorem 12.44), we can at last turn to positive results about the smoothness of the transport map $T$. It is indeed absolutely remarkable that a good regularity theory can be developed once all the previously discussed obstructions are avoided, by:

- suitable assumptions of convexity of the domains;
- suitable assumptions of regularity of the cost function.

These results constitute a chapter in the theory of Monge–Ampère-type equations, more precisely for the “second boundary value problem”, which means that the boundary condition is not of Dirichlet type; instead, what plays the role of boundary condition is that the image of the source domain by the transport map should be the target domain.

Typically a convexity-type assumption on the target will be needed for local regularity results, while global regularity (up to the boundary) will request convexity of both domains. Throughout this theory the main problem is to get $C^2$ estimates on the unknown $\psi$; once these estimates are secured, the equation becomes “uniformly elliptic”, and higher regularity follows from the well-developed machinery of uniformly elliptic fully nonlinear second-order partial differential equations combined with the linear theory (Schauder estimates).

It would take much more space than I can afford here to give a fair account of the methods used, so I shall only list some of the main results proven so far, and refer to the bibliographical notes for more information. I shall distinguish three settings which roughly speaking are respectively the quadratic cost function in Euclidean space; regular cost functions; and strictly regular cost functions. The day may come when these results will all be unified in just two categories (regular and strictly regular), but we are not there yet.

In the sequel, I shall denote by $C^{k,\alpha}(\Omega)$ (resp. $C^{k,\alpha}(\overline{\Omega})$) the space of functions whose derivatives up to order $k$ are locally $\alpha$-Hölder (resp. globally $\alpha$-Hölder in $\Omega$) for some $\alpha \in (0,1]$, $\alpha = 1$ meaning Lipschitz continuity. I shall say that a $C^2$-smooth open set $C \subset \mathbb{R}^n$ is uniformly convex if its second fundamental form is uniformly positive on the whole of $\partial C$. A similar notion of uniform c-convexity can be defined by use of the c-second fundamental form in Definition 12.26. I shall say that a cost function $c$ is uniformly regular if it satisfies $\mathcal{S}_c(x,y) \geq \lambda |\xi|^2 |\eta|^2$ for some $\lambda > 0$, where $\mathcal{S}_c$ is defined by (12.20) and $\langle \nabla_{xy}^2 c \cdot \xi, \eta \rangle = 0$;
I shall abbreviate this inequality into $\mathcal{S}_c(x, y) \geq \lambda \text{Id}$. When I say that a density is bounded from above and below, this means bounded by positive constants.

**Theorem 12.50 (Caffarelli's regularity theory).** Let $c(x, y) = |x - y|^2$ in $\mathbb{R}^n \times \mathbb{R}^n$, and let $\Omega$, $\Lambda$ be connected bounded open subsets of $\mathbb{R}^n$. Let $f, g$ be probability densities on $\Omega$ and $\Lambda$ respectively, with $f$ and $g$ bounded from above and below. Let $\psi : \Omega \to \mathbb{R}$ be the unique (up to an additive constant) Kantorovich potential associated with the probability measures $\mu(dx) = f(x)dx$ and $\nu(dy) = g(y)dy$, and the cost $c$. Then:

(i) If $\Lambda$ is convex, then $\psi \in C^{1,\beta}(\Omega)$ for some $\beta \in (0, 1)$.

(ii) If $\Lambda$ is convex, $f \in C^{0,\alpha}(\Omega)$, $g \in C^{0,\alpha}(\Lambda)$ for some $\alpha \in (0, 1)$, then $\psi \in C^{2,\alpha}(\Omega)$; moreover, for any $k \in \mathbb{N}$ and $\alpha \in (0, 1)$,

$$f \in C^{k,\alpha}(\Omega), \ g \in C^{k,\alpha}(\Lambda) \implies \psi \in C^{k+2,\alpha}(\Omega).$$

(iii) If $\Lambda$ and $\Omega$ are $C^2$ and uniformly convex, $f \in C^{0,\alpha}(\overline{\Omega})$ and $g \in C^{0,\alpha}(\overline{\Lambda})$ for some $\alpha \in (0, 1)$, then $\psi \in C^{2,\alpha}(\overline{\Omega})$; more generally, for any $k \in \mathbb{N}$ and $\alpha \in (0, 1)$,

$$f \in C^{k,\alpha}(\overline{\Omega}), \ g \in C^{k,\alpha}(\overline{\Lambda}), \ \Omega, \Lambda \in C^{k+2} \implies \psi \in C^{k+2,\alpha}(\overline{\Omega}).$$

**Theorem 12.51 (Urbas–Trudinger–Wang regularity theory).**

Let $\mathcal{X}$ and $\mathcal{Y}$ be the closures of bounded open sets in $\mathbb{R}^n$, and let $c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ be a smooth cost function satisfying (STwist) and $\mathcal{S}_c \geq 0$ in the interior of $\mathcal{X} \times \mathcal{Y}$. Let $\Omega \subset \mathcal{X}$ and $\Lambda \subset \mathcal{Y}$ be $C^2$-smooth connected open sets and let $f \in C(\overline{\Omega})$, $g \in C(\overline{\Lambda})$ be positive probability densities. Let $\psi$ be the unique (up to an additive constant) Kantorovich potential associated with the probability measures $\mu(dx) = f(x)dx$ and $\nu(dy) = g(y)dy$, and the cost $c$. If (a) $\Lambda$ is uniformly $c$-convex with respect to $\Omega$, and $\Omega$ uniformly $c$-convex with respect to $\Lambda$, (b) $f \in C^{1,1}(\overline{\Omega})$, $g \in C^{1,1}(\overline{\Lambda})$, and (c) $\Lambda$ and $\Omega$ are of class $C^{3,1}$, then $\psi \in C^{3,\beta}(\overline{\Omega})$ for all $\beta \in (0, 1)$.

If moreover for some $k \in \mathbb{N}$ and $\alpha \in (0, 1)$ we have $f \in C^{k,\alpha}(\overline{\Omega})$, $g \in C^{k,\alpha}(\overline{\Lambda})$ and $\Omega$, $\Lambda$ are of class $C^{k+2,\alpha}$, then $\psi \in C^{k+2,\alpha}(\overline{\Omega})$.

**Theorem 12.52 (Loeper–Ma–Trudinger–Wang regularity theory).** Let $\mathcal{X}$ and $\mathcal{Y}$ be the closures of bounded connected open sets in $\mathbb{R}^n$, and let $c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ be a smooth cost function satisfying (STwist) and $\mathcal{S}_c \geq \lambda \text{Id}$, $\lambda > 0$, in the interior of $\mathcal{X} \times \mathcal{Y}$. Let
Let \( \Omega \subset X \) and \( \Lambda \subset Y \) be two connected open sets, let \( \mu \in P(\Omega) \) such that \( d\mu/dx > 0 \) almost everywhere in \( \Omega \), and let \( g \) be a probability density on \( \Lambda \), bounded from above and below. Let \( \psi \) be the unique (up to an additive constant) Kantorovich potential associated with the probability measures \( \mu(dx) \), \( \nu(dy) = g(y)dy \), and the cost \( c \). Then:

(i) If \( \Lambda \) is \( c \)-convex with respect to \( \Omega \) and if

\[
\exists m > n - 1, \exists C > 0, \forall x \in \Omega, \forall r > 0, \mu[B_r(x)] \leq Cr^m,
\]

then \( \psi \in C^{1,\beta}(\Omega) \) for some \( \beta \in (0,1) \).

(ii) If \( \Lambda \) is uniformly \( c \)-convex with respect to \( \Omega \), \( f \in C^{1,1}(\Omega) \) and \( g \in C^{1,1}(\Lambda) \), then \( \psi \in C^{3,\beta}(\Omega) \) for all \( \beta \in (0,1) \). If moreover for some \( k \in \mathbb{N} \) and \( \alpha \in (0,1) \) we have \( f \in C^{k,\alpha}(\Omega) \), \( g \in C^{k,\alpha}(\Lambda) \), then \( \psi \in C^{k+2,\alpha}(\Omega) \).

**Remark 12.53.** Theorem 12.51 shows that the regularity of the cost function is sufficient to build a strong regularity theory. These results are still not optimal and likely to be refined in the near future; in particular one can ask whether \( C^\alpha \to C^{2,\alpha} \) estimates are available for plainly regular cost functions (but Caffarelli’s methods strongly use the affine invariance properties of the quadratic cost function); or whether interior estimates exist (Theorem 12.52(ii) shows that this is the case for uniformly regular costs).

**Remark 12.54.** On the other hand, the first part of Theorem 12.52 shows that a uniformly regular cost function behaves better, in certain ways, than the square Euclidean norm! For instance, the condition in Theorem 12.52(i) is automatically satisfied if \( \mu(dx) = f(x)dx \), \( f \in L^p \) for \( p > n \); but it also allows \( \mu \) to be a singular measure. (Such estimates are not even true for the linear Laplace equation!) As observed by specialists, uniform regularity makes the equation much more elliptic.

**Remark 12.55.** Theorems 12.52 and 12.51 imply a certain converse to Theorem 12.20: Roughly speaking, if the cost function is regular then any \( c \)-convex function \( \psi \) defined in a uniformly bounded convex domain can be approximated uniformly by smooth \( c \)-convex functions. In other words, the density of smooth \( c \)-convex functions is more or less a necessary and sufficient condition for the regularity property.

All these results are stated only for bounded subsets of \( \mathbb{R}^n \times \mathbb{R}^n \), so the question arises whether they can be extended to more general
cost functions on Riemannian manifolds. One possibility is to redo the proofs of all these results in curved geometry (with probably additional complications and assumptions). Another possibility is to use a localization argument to reduce the general case to the particular case where the functions are defined in $\mathbb{R}^n$. At the level of the optimal transport problem, such an argument seems to be doomed: If you cut out a small piece $\Omega \subset X$ and a small piece $\Lambda \subset Y$, there is in general no hope of being able to choose $\Omega$ and $\Lambda$ in such a way that the optimal transport sends $\Omega$ to $\Lambda$ and these domains satisfy adequate $c$-convexity properties. However, whenever interior a priori estimates are available besides the regularity results, this localization strategy is likely to work at the level of the partial differential equation. At least Theorems 12.50 and 12.52 can be complemented with such interior a priori estimates:

**Theorem 12.56 (Caffarelli’s interior a priori estimates).** Let $\Omega \subset \mathbb{R}^n$ be open and let $\psi : \Omega \to \mathbb{R}$ be a smooth convex function satisfying the Monge–Ampère equation

$$\det(\nabla^2 \psi(x)) = F(x, \nabla \psi(x)) \quad \text{in } \Omega. \quad (12.34)$$

Let $\kappa_\Omega(\psi)$ stand for the modulus of (strict) convexity of $\psi$ in $\Omega$. Then for any open subdomain $\Omega'$ such that $\overline{\Omega'} \subset \Omega$, one has the a priori estimates (for some $\beta \in (0, 1)$, for all $\alpha \in (0, 1)$, for all $k \in \mathbb{N}$)

$$\|\psi\|_{C^{1, \beta}(\Omega')} \leq C\left(\Omega, \Omega', \|F\|_{L^\infty(\Omega)}, \|\nabla \psi\|_{L^\infty(\Omega)}, \kappa_\Omega(\psi)\);$$

$$\|\psi\|_{C^{2, \alpha}(\Omega')} \leq C\left(\alpha, \Omega, \Omega', \|F\|_{C^{0, \alpha}(\Omega)}, \|\nabla \psi\|_{L^\infty(\Omega)}, \kappa_\Omega(\psi)\);$$

$$\|\psi\|_{C^{k+2, \alpha}(\Omega')} \leq C\left(k, \alpha, \Omega, \Omega', \|F\|_{C^{k, \alpha}(\Omega)}, \|\nabla \psi\|_{L^\infty(\Omega)}, \kappa_\Omega(\psi)\).$$

With Theorem 12.56 and some more work to establish the strict convexity, it is possible to extend Caffarelli’s theory to unbounded domains.

**Theorem 12.57 (Loeper–Ma–Trudinger–Wang interior a priori estimates).** Let $X, Y$ be the closures of bounded open sets in $\mathbb{R}^n$, and let $c : X \times Y \to \mathbb{R}$ be a smooth cost function satisfying (STwist) and uniformly regular. Let $\Omega \subset X$ be a bounded open set and let $\psi : \Omega \to \mathbb{R}$ be a smooth $c$-convex solution of the Monge–Ampère-type equation
\[
\det \left( \nabla^2 \psi(x) + \nabla^2 c(x, (\nabla x c)^{-1}(x, -\nabla \psi(x))) \right) = F(x, \nabla \psi(x)) \quad \text{in } \Omega.
\]

(12.35)

Let \( \Lambda \subset \mathcal{Y} \) be a strict neighborhood of \( \{(\nabla x c)^{-1}(x, -\nabla \psi(x)) ; x \in \Omega \} \), \( c \)-convex with respect to \( \Omega \). Then for any open subset \( \Omega' \) such that \( \overline{\Omega'} \subset \Omega \), one has the a priori estimates (for some \( \beta \in (0,1) \), for all \( \alpha \in (0,1) \), for all \( k \geq 2 \))

\[
\| \psi \|_{C^{1,\beta}(\Omega')} \leq C \left( \Omega, \Omega', c|_{\Omega \times \Lambda}, \| F \|_{L^\infty(\Omega)}, \| \nabla \psi \|_{L^\infty(\Omega')} \right);
\]
\[
\| \psi \|_{C^{3,\alpha}(\Omega')} \leq C \left( \alpha, \Omega, \Omega', c|_{\Omega \times \Lambda}, \| F \|_{C^{1,1}(\Omega)}, \| \nabla \psi \|_{L^\infty(\Omega)} \right);
\]
\[
\| \psi \|_{C^{k+2,\alpha}(\Omega')} \leq C \left( k, \alpha, \Omega, \Omega', c|_{\Omega \times \Lambda}, \| F \|_{C^{k,\alpha}(\Omega)}, \| \nabla \psi \|_{L^\infty(\Omega)} \right).
\]

These a priori estimates can then be extended to more general cost functions. A possible strategy is the following:

(1) Identify a totally \( c \)-convex domain \( D \subset \mathcal{X} \times \mathcal{Y} \) in which the cost is smooth and uniformly regular. (For instance in the case of \( d^2/2 \) on \( S^{n-1} \) this could be \( S^{n-1} \times S^{n-1} \setminus \{d(y, -x) < \delta\} \), i.e. one would remove a strip around the cut locus.)

(2) Prove the continuity of the optimal transport map.

(3) Working on the mass transport condition, prove that \( \partial c \psi \) is entirely included in \( D \). (Still in the case of the sphere, prove that the transport map stays a positive distance away from the cut locus.)

(4) For each small enough domain \( \Omega \subset \mathcal{X} \), find a \( c \)-convex subset \( \Lambda \) of \( \mathcal{Y} \) such that the transport map sends \( \Omega \) into \( \Lambda \); deduce from Theorem 12.49 that \( \partial c \psi(\Omega) \subset \Lambda \) and deduce an upper bound on \( \nabla \psi \).

(5) Use coordinates to reduce to the case when \( \Omega \) and \( \Lambda \) are subsets of \( \mathbb{R}^n \). (Reduce \( \Omega \) and \( \Lambda \) if necessary.) Since the tensor \( \phi_c \) is intrinsically defined, the uniform regularity property will be preserved by this operation.

(6) Regularize \( \psi \) on \( \partial \Omega \), solve the associated Monge–Ampère-type equation with regularized boundary data (there is a set of useful techniques for that), and use Theorem 12.57 to obtain interior a priori estimates which are independent of the regularization. Then pass to the limit and get a smooth solution. This last step is well-understood by specialists but requires some skill.

To conclude this chapter, I shall state a regularity result for optimal transport on the sphere, which was obtained by means of the preceding strategy.
Theorem 12.58 (Smoothness of optimal transport on $S^{n-1}$).
Let $S^{n-1}$ be the unit Euclidean sphere in $\mathbb{R}^n$, equipped with its volume measure, and let $d$ be the geodesic distance on $S^{n-1}$. Let $f$ and $g$ be $C^{1,1}$ positive probability densities on $S^{n-1}$. Let $\psi$ be the unique (up to an additive constant) Kantorovich potential associated with the transport of $\mu(dx) = f(x)\text{vol}(dx)$ to $\nu(dy) = g(y)\text{vol}(dy)$ with cost $c(x,y) = d(x,y)^2$, and let $T$ be the optimal transport map. Then $\psi \in C^{3,\beta}(S^{n-1})$ for all $\beta \in (0,1)$, and in particular $T \in C^{2,\beta}(S^{n-1},S^{n-1})$. (In particular, if $f$ and $g$ are positive and $C^\infty$ then $\psi$ and $T$ are $C^\infty$.)

Exercise 12.59. Split $S^{n-1}$ into two (geodesically convex) hemispheres $S_+$ and $S_-$, according to, say, the sign of the first coordinate. Let $f_{\pm}$ stand for the uniform probability density on $S_{\pm}$. Find out the optimal transport between $f_+\text{vol}$ and $f_-\text{vol}$ (for the cost $c(x,y) = d(x,y)^2$) and explain why it was not a priori expected to be smooth.

Appendix: Strong twist condition for squared distance, and rectifiability of cut locus

In this Appendix I shall explain why the squared geodesic distance satisfies the strong twist condition. The argument relies on a few key results about the cut locus (introduced just after Problem 8.8) which I shall recall without proof. Details can be found in mildly advanced textbooks in Riemannian geometry such as the ones quoted in the bibliographical notes of Chapter 14.

Let $(M,g)$ be a complete smooth Riemannian manifold equipped with its geodesic distance $d$. Recall that $d(x,\cdot)^2$ is not differentiable at $y$ if and only if there are at least two distinct minimal geodesics going from $x$ to $y$. It can be shown that the closure of such points $y$ is exactly the cut locus $\text{cut}(x)$ of $x$. In particular, if $c = d^2$, then $\text{Dom}'(\nabla_x c(x,\cdot)) = M \setminus \text{cut}(x)$. Also $\text{cut}(M) := \bigcup_{x \in M} (\{x\} \times \text{cut}(x))$ is closed, so $\text{Dom}'(\nabla_x c) = (M \times M) \setminus \text{cut}(M)$.

It is easily checked that $c$ is $C^\infty$ outside $\text{cut}(M)$.

Let now $x$ and $y$ be such that $y \notin \text{cut}(x)$; in particular (as we know from Problem 8.8), $y$ is not focal to $x$, which means that $d\exp_x$ is
well-defined and nonsingular at \( v_{x,y} = (\exp_x)^{-1}(y) \), which is the initial velocity of the unique geodesic going from \( x \) to \( y \). But \( \nabla_x c(x,y) \) coincides with \( -v_{x,y} \); so \( \nabla^2_{xy} c(x,y) = -\nabla_y((\exp_x)^{-1}) = -(\nabla_x \exp_x)^{-1} \) is nonsingular. This concludes the proof of the strong twist condition.

It is also true that \( c \) satisfies \( (\text{Cut}^{n-1}) \); in fact, for any compact subset \( K \) of \( M \) and any \( x \in M \) one has

\[
\mathcal{H}^{n-1}[K \cap \text{cut}(x)] < +\infty. \tag{12.36}
\]

This however is a much more delicate result, which will be found in recent research papers.

### Bibliographical notes

The denomination Monge–Ampère equation is used for any equation which resembles \( \det(\nabla^2 \psi) = f \), or more generally

\[
\det(\nabla^2 \psi - A(x, \psi, \nabla \psi)) = F(x, \psi, \nabla \psi). \tag{12.37}
\]

Monge himself was probably not aware of the relation between the Monge problem and Monge–Ampère equations; this link was made much later, maybe in the work of Knott and Smith [524]. In any case it is Brenier [156] who made this connection popular among the community of partial differential equations. Accordingly, weak solutions of Monge–Ampère-type equations constructed by means of optimal transport are often called Brenier solutions in the literature. McCann [614] proved that such a solution automatically satisfies the Monge–Ampère equation almost everywhere (see the bibliographical notes for Chapter 11). Caffarelli [185] showed that for a convex target, Brenier’s notion of solution is equivalent to the older concepts of Alexandrov solution and viscosity solution. These notions are reviewed in [814, Chapter 4] and a proof of the equivalence between Brenier and Alexandrov solutions is recast there. (The concept of Alexandrov solution is developed in [53, Section 11.2].) Feyel and Üstünel [359, 361, 362] studied the infinite-dimensional Monge–Ampère equation induced by optimal transport with quadratic cost on the Wiener space.

The modern regularity theory of the Monge–Ampère equation was pioneered by Alexandrov [16, 17] and Pogorelov [684, 685]. Since then it has become one of the most prestigious subjects of fully nonlinear
partial differential equations, in relation to geometric problems such as the construction of isometric embeddings, or convex hypersurfaces with prescribed (multi-dimensional) Gauss curvature (for instance the Minkowski problem is about the construction of a convex hypersurface whose Gauss curvature is a prescribed function of the normal; the Alexandrov problem is about prescribing the so-called integral curvature). These issues are described in Bakelman’s monograph [53]. Recently Oliker [659] has shown that the Alexandrov problem can be recast as an optimal transport problem on the sphere.

A modern account of some parts of the theory of the Monge–Ampère equation can be found in the recent book by Gutiérrez [452]; there is also an unpolished set of notes by Guan [446].

General references for fully nonlinear elliptic partial differential equations are the book by Caffarelli and Cabré [189], the last part of the one by Gilbarg and Trudinger [416], and the user-friendly notes by Krylov [531] or by Trudinger [786]. As a major development, the estimates derived by Evans, Krylov and Safonov [326, 530, 532] allow one to establish the regularity of fully nonlinear second-order equations under an assumption of uniform ellipticity. Eventually these techniques rely on Schauder-type estimates for certain linear equations. Monge–Ampère equations are uniformly elliptic only under a priori estimates on the second derivative of the unknown function; so these a priori estimates must first be established before applying the general theory. An elementary treatment of the basic linear Schauder estimates can be found, e.g., in [835] (together with many references), and a short treatment of the Monge–Ampère equation (based on [833] and on works by other authors) in [490].

Monge–Ampère equations arising in optimal transport have certain distinctive features; one of them is a particular type of boundary condition, sometimes referred to as the second boundary condition. The pioneering papers in this field are due to Delanoë in dimension 2 [284], then Caffarelli [185, 186, 187], Urbas [798, 799], and X.-J. Wang [833] in arbitrary dimension. The first three authors were interested in the case of a quadratic cost function in Euclidean space, while Wang considered the logarithmic cost function on the sphere, which appears in the so-called reflector antenna problem, at least in the particular case of “far field”. (At the time of publication of [833] it was not yet understood that the problem treated there really was an optimal transport problem; it was only later that Wang made this remark.)
Wolfson [840] studied the optimal transport problem between two sets of equal area in the plane, with motivations in geometry, and identified obstructions to the existence of smooth solutions in terms of the curvature of the boundary.

Theorem 12.49 is one of the first steps in Caffarelli’s regularity theory [185] for the quadratic cost function in Euclidean space; for more general cost functions it is due to Ma, Trudinger and Wang [585].

Theorem 12.50 (together with further refinements) appears in [185, 186, 187]. An informal introduction to the first steps of Caffarelli’s techniques can be found in [814, Chapter 4]. The extension to unbounded domains is sketched in [15, Appendix]. Most of the theory was developed with nonconstructive arguments, but Forzani and Maldonado [376] were able to make at least the $C^{1,\beta}$ estimates quantitative. Apart from the $C^{\alpha} \to C^{2,\alpha}$ theory, there is also a difficult $C^0 \to W^{2,p}$ result [184], where $p$ is arbitrarily large and $f, g$ should be positive continuous. (The necessity of both the continuity and the positivity assumptions are demonstrated by counterexamples due to Wang [832]; see also [490].) Caffarelli and McCann [192] studied the regularity of the optimal map in the problem of partial optimal transport, in which only a fraction of the mass is transferred from the source to the target (both measures need not have the same mass); this problem transforms into a (double) obstacle problem for the Monge–Ampère equation. Figalli [365] obtained refined results on this problem by more elementary methods (not relying on the Monge–Ampère equation) and showed that there is in general no regularity if the supports of the source and target measures overlap. Another obstacle problem involving optimal transport, arising from a physical model, has been studied in [737].

Cordero-Erausquin [240] adapted Caffarelli’s theory to the case of the torus, and Delanoë [285] and studied the stability of this theory under small perturbations. Roughly speaking he showed the following: Given two smooth probability densities $f$ and $g$ on (say) $\mathbb{T}^n$ and a smooth optimal transport $T$ between $\mu = f \text{vol}$ and $\nu = g \text{vol}$, it is possible to slightly perturb $f, g$ and the Riemannian metric, in such a way that the resulting optimal transport is still smooth. (Note carefully: How much you are allowed to perturb the metric depends on $f$ and $g$.)

Urbas [798] considered directly the boundary regularity for uniformly convex domains in $\mathbb{R}^n$, by first establishing a so-called oblique derivative boundary condition, which is a sort of nonlinear version of the Neumann condition. (Actually, the uniform convexity of the do-
main makes the oblique condition more elliptic in some sense than the Neumann condition.) Fully nonlinear elliptic equations with oblique boundary condition had been studied before in [555, 560, 561], and the connection with the second boundary value problem for the Monge–Ampère equation had been suggested in [562]. Compared to Caffarelli’s method, this one only covers the global estimates, and requires higher initial regularity; but it is more elementary.

The generalization of these regularity estimates to nonquadratic cost functions stood as an open problem for some time. Then Ma, Trudinger and Wang [585] discovered that the older interior estimates by Wang [833] could be adapted to general cost functions satisfying the condition $\mathcal{S}_c > 0$ (this condition was called (A3) in their paper and in subsequent works). Theorem 12.52(ii) is extracted from this reference. A subtle caveat in [585] was corrected in [793] (see Theorem 1 there). A key property discovered in this study is that if $c$ is a regular cost function and $\psi$ is $c$-convex, then any local $c$-support function for $\psi$ is also a global $c$-support function (which is nontrivial unless $\psi$ is differentiable); an alternative proof can be derived from the method of Y.-H. Kim and McCann [519, 520].

Trudinger and Wang [794] later adapted the method of Urbas to treat the boundary regularity under the weaker condition $\mathcal{S}_c \geq 0$ (there called (A3w)). The proof of Theorem 12.51 can be found there.

At this point Loeper [570] made three crucial contributions to the theory. First he derived the very strong estimates in Theorem 12.52(i) which showed that the Ma–Trudinger–Wang (A3) condition (called (As) in Loeper’s paper) leads to a theory which is stronger than the Euclidean one in some sense (this was already somehow implicit in [585]). Secondly, he found a geometric interpretation of this condition, namely the regularity property (Definition 12.14), and related it to well-known geometric concepts such as sectional curvature (Particular Case 12.30). Thirdly, he proved that the weak condition (A3w) (called (Aw) in his work) is mandatory to derive regularity (Theorem 12.21). The psychological impact of this work was important: before that, the Ma–Trudinger–Wang condition could be seen as an obscure ad hoc assumption, while now it became the natural condition.

The proof of Theorem 12.52(i) in [570] was based on approximation and used auxiliary results from [585] and [793] (which also used some of the arguments in [570]... but there is no loophole!)
Loeper [571] further proved that the squared distance on the sphere is a uniformly regular cost, and combined all the above elements to derive Theorem 12.58; the proof is simplified in [572]. In [571], Loeper derived smoothness estimates similar to those in Theorem 12.52 for the far-field reflector antenna problem.

The exponent $\beta$ in Theorem 12.52(i) is explicit; for instance, in the case when $f = d\mu/dx$ is bounded above and $g$ is bounded below, Loeper obtained $\beta = (4n - 1)^{-1}$, $n$ being the dimension. (See [572] for a simplified proof.) However, this is not optimal: Liu [566] improved this into $\beta = (2n - 1)^{-1}$, which is sharp.

In a different direction, Caffarelli, Gutiérrez and Huang [191] could get partial regularity for the far-field reflector antenna problem by very elaborate variants of Caffarelli's older techniques. This "direct" approach does not yet yield results as powerful as the a priori estimates by Loeper, Ma, Trudinger and Wang, since only $C^1$ regularity is obtained in [191], and only when the densities are bounded from above and below; but it gives new insights into the subject.

In dimension 2, the whole theory of Monge–Ampère equations becomes much simpler, and has been the object of numerous studies [744]. Old results by Alexandrov [17] and Heinz [471] imply $C^1$ regularity of the solution of $\det(\nabla^2 \psi) = h$ as soon as $h$ is bounded from above (and strict convexity if it is bounded from below). Loeper noticed that this implied strengthened results for the solution of optimal transport with quadratic cost in dimension 2, and together with Figalli [368] extended this result to regular cost functions.

Now I shall briefly discuss counterexamples stories. Counterexamples by Pogorelov and Caffarelli (see for instance [814, pp. 128–129]) show that solutions of the usual Monge–Ampère equation are not smooth in general: some strict convexity on the solution is needed, and it has to come from boundary conditions in one way or the other.

The counterexample in Theorem 12.3 is taken from Caffarelli [185], where it is used to prove that the “Hessian measure” (a generalized formulation of the Hessian determinant) cannot be absolutely continuous if the bridge is thin enough; in the present notes I used a slightly different reasoning to directly prove the discontinuity of the optimal transport. The same can be said of Theorem 12.4, which is adapted from Loeper [570]. (In Loeper's paper the contradiction was obtained indirectly as in Theorem 12.44.)
Ma, Trudinger and Wang [585, Section 7.3] generalized Caffarelli’s counterexample, showing that for any nonconvex target domain, there are smooth positive densities leading to nonsmooth optimal transport. Their result holds for more general cost functions, up to the replacement of convexity by \( \sigma \)-convexity. The method of proof used in [585] is adapted from an older paper by Wang [833] on the reflector antenna problem. A similar strategy was rediscovered by Loeper [570] to construct counterexamples in the style of Theorem 12.44.

Theorem 12.7 was proven for these notes, with the aim of getting an elementary topological (as opposed to differential) version of Loeper’s general nonsmoothness result.

An old counterexample by Lewy [744, Section 9.5] shows that the general equation (12.37) needs certain convexity-type assumptions; see [750, Section 3.3] for a rewriting of this construction. In view of Lewy’s counterexample, specialists of regularity theory did expect that smoothness would need some assumptions on the cost function, although there was no hint of the geometric insights found by Loeper.

For nonregular cost functions, a natural question consists in describing the possible singularities of solutions of optimal transport problems. Do these singularities occur along reasonably nice curves, or with complicated, fractal-like geometries? No such result seems to be known.

Proposition 12.15, Theorems 12.20 and 12.44, Remarks 12.31 and 12.33, and the direct implication in Theorem 12.36 are all taken from Loeper [570] (up to issues about the domain of definition of \( \nabla_x c \)). The fact that \( S_c \) is defined independently of the coordinate system was also noticed independently by Kim and McCann [520]. Theorem 12.35 is due to Trudinger and Wang [793], as well as Examples 12.40 and 12.41, except for the case of \( S^{n-1} \) which is due to Loeper [571]. The converse implication in Theorem 12.36 was proven independently by Trudinger and Wang [793] on the one hand, by Y.-H. Kim and McCann [519] on the other. (The result by Trudinger and Wang is slightly more general but the proof is more sophisticated since it involves delicate smoothness theorems, while the argument by Kim and McCann is much more direct.) The proof which I gave in these notes is a simplified version of the Kim–McCann argument, which evolved from discussions with Trudinger.

To go further, a refinement of the Ma–Trudinger–Wang conditions seemed to be necessary. The condition

\[
S_c(x, y) \cdot (\xi, \eta) \geq K_0 |\xi|^2 |\eta|^2 + C_0 (\nabla^2_{x,y} c) \cdot (\xi, \eta)
\]
is called $\text{MTW}(K_0, C_0)$ in [572]; here $\tilde{\eta} = -\left(\nabla^2_{x,y} c\right) \cdot \eta$. In the particular case $C_0 = +\infty$, one finds again the Ma–Trudinger–Wang condition (strong if $K_0 > 0$, weak if $K_0 = 0$). If $c$ is the squared geodesic Riemannian distance, necessarily $C_0 \geq K_0$. According to [371], the squared distance on the sphere satisfies MTW($K_0, K_0$) for some $K_0 \in (0, 1)$ (this improves on [520, 571, 824]); numerical evidence even suggests that this cost satisfies the doubly optimal condition MTW(1, 1).

The proof of Theorem 12.36 was generalized in [572] to the case when the cost is the squared distance and satisfies an MTW($K_0, C_0$) condition. Moreover, one can afford to “slightly bend” the $c$-segments, and the inequality expressing regularity is also complemented with a remainder term proportional to $K_0 t(1-t) \left(\inf |\eta|^2\right) \left|\zeta\right|^2$ (in the notation of the proof of Theorem 12.36).

Figalli, Kim and McCann [367] have been working on the adaptation of Caffarelli's techniques to cost functions satisfying MTW(0, 0) (which is a reinforcement of the weak regularity property, satisfied by many examples which are not strictly regular).

Remark 12.45 is due to Kim [518], who constructed a smooth perturbation of a very thin cone, for which the squared distance is not a regular cost function, even though the sectional curvature is positive everywhere. (It is not known whether positive sectional curvature combined with some pinching assumption would be sufficient to guarantee the regularity.)

The transversal approximation property ($\text{T}\text{A}$) in Lemma 12.39 derives from a recent work of Loeper and myself [572], where it is proven for the squared distance on Riemannian manifolds with “nontocal cut locus”, i.e. no minimizing geodesic is focalizing. The denomination “transversal approximation” is because the approximating path $(\tilde{y}_t)$ is constructed in such a way that it goes transversally through the cut locus. Before that, Kim and McCann [519] had introduced a different density condition, namely that $\bigcap_t \text{Dom}'(\nabla c(y_t))$ be dense in $M$. The latter assumption clearly holds on $S^n$, but is not true for general manifolds. On the contrary, Lemma 12.39 shows that ($\text{T}\text{A}$) holds with great generality; the principle of the proof of this lemma, based on the co-area formula, was suggested to me by Figalli. The particular co-area formula which I used can be found in [331, p. 109]; it is established in [352, Sections 2.10.25 and 2.10.26].

Property ($\text{Cut}^{n-1}$) for the squared geodesic distance was proven in independent papers by Itoh and Tanaka [489] and Li and Niren-
In relation to the conjecture evoked in Remark 12.43, Loeper and I [572] proved that when the cost function is the squared distance on a Riemannian manifold with nonfocal cut locus, the strict form of the Ma–Trudinger–Wang condition automatically implies the uniform \( c \)-convexity of all \( \text{Dom}'(\nabla_x c(x, \cdot)) \), and a strict version of the regularity property.

It is not so easy to prove that the solution of a Monge–Ampère equation such as (12.1) is the solution of the Monge–Kantorovich problem. There is a standard method based on the strict maximum principle [416] to prove uniqueness of solutions of fully nonlinear elliptic equations, but it requires smoothness (up to the boundary), and cannot be used directly to assess the identity of the smooth solution with the Kantorovich potential, which solves (12.1) only in weak sense. To establish the desired property, the strategy is to prove the \( c \)-convexity of the smooth solution; then the result follows from the uniqueness of the Kantorovich potential. This was the initial motivation behind Theorem 12.46, which was first proven by Trudinger and Wang [794, Section 6] under slightly different assumptions (see also the remark in Section 7 of the same work). All in all, Trudinger and Wang suggested three different methods to establish the \( c \)-convexity; one of them is a global comparison argument between the strong and the weak solution, in the style of Alexandrov. Trudinger suggested to me that the Kim–McCann strategy from [519] would yield an alternative proof of the \( c \)-convexity, and this is the method which I implemented to establish Theorem 12.46. (The proof by Trudinger and Wang is more general in the sense that it does not need the \( \partial \)-convexity; however, this gain of generality might not be so important because the \( c \)-convexity of \( \psi \) automatically implies the \( c \)-convexity of \( \partial_x \psi \) and the \( \partial \)-convexity of \( \partial^c \psi^c \), up to issues about the domain of differentiability of \( c \).)

In [585] a local uniqueness statement is needed, but this is tricky since \( c \)-convexity is a global notion. So the problem arises whether a locally \( c \)-convex function (meaning that for each \( x \) there is \( y \) such that \( x \) is a local minimizer of \( \psi + c(\cdot, y) \)) is automatically \( c \)-convex. This local-to-global problem, which is closely related to Theorem 12.46 (and to the possibility of localizing the study of the Monge–Ampère equation (12.35)), is solved affirmatively for uniformly regular cost functions.
in [793] where a number of variants of $c$-convexity (local $c$-convexity, full $c$-convexity, strict $c$-convexity, global $c$-convexity) are carefully discussed. See also [571] for the case of the sphere.

In this chapter I chose to start with geometric (more general) considerations, such as the regularity property, and end up with analytic conditions in terms of the Ma–Trudinger–Wang tensor; but actually the tensor was discovered before the geometric conditions. The role of the Riemannian structure (and geodesic coordinates) in the presentation of this chapter might also seem artificial since it was noticed in Remark 12.31 that the meaningful quantities are actually independent of these choices. As a matter of fact, Kim and McCann [520] develop a framework which avoids any reference to them and identifies the Ma–Trudinger–Wang tensor as the sectional curvature tensor of the mixed second derivative $\partial^2 c / \partial x \partial y$, considered as a pseudo-Riemannian metric (with signature $(n, n)$) on the product manifold. In the same reference they also point out interesting connections with pseudo-Riemannian, Lagrangian and symplectic geometry (related to [840]).

Now some comments about terminology. The terminology of $c$-curvature was introduced by Loeper [570] after he made the connection between the Ma–Trudinger–Wang tensor and the sectional curvature. It was Trudinger who suggested the term “regular” to describe a matrix-valued function $A$ in (12.37) that would satisfy adequate assumptions of the type $S_c \geq 0$. By extension, I used the same denomination for cost functions satisfying the property of Definition 12.14. Kim and McCann [519] call this property (DASM) (Double mountain Above Sliding Mountain).

To apply Theorems 12.51 or 12.52 to problems where the cost function is not everywhere differentiable, one first needs to make sure that the $c$-subdifferential of the unknown function lies within the domain of differentiability. Typically (for the cost function $d(x, y)^2$ on a Riemannian manifold), this means controlling the distance of $T(x)$ to the cut locus of $x$, where $T$ is the optimal transport. (“Stay away from cut locus!”) Until recently, the only manifolds for which this was known to be true independently of the probability densities (say bounded positive) were positively curved manifolds where all geodesics have the same length: the sphere treated in [286] and [571]; and the projective space considered in [287]. In the latter work, it was shown that the “stay-away” property still holds true if the variation of the length of geodesics is small with respect to certain other geometric quanti-
ties, and the probability densities satisfy certain size restrictions. Then Loeper and I [572] established smoothness estimates for the optimal transport on $C^4$ perturbations of the projective space, without any size restriction.

The cut locus is also a major issue in the study of the perturbation of these smoothness results. Because the dependence of the geodesic distance on the Riemannian metric is not smooth near the cut locus, it is not clear whether the Ma–Trudinger–Wang condition is stable under $C^k$ perturbations of the metric, however large $k$ may be. This stability problem, first formulated in [572], is in my opinion extremely interesting; it is solved by Figalli and Rifford [371] near $S^2$.

Without knowing the stability of the Ma–Trudinger–Wang condition, if pointwise a priori bounds on the probability densities are given, one can afford a $C^4$ perturbation of the metric and retain the Hölder continuity of optimal transport; or even afford a $C^2$ perturbation and retain a mesoscopic version of the Hölder continuity [822].

Some of the smoothness estimates discussed in these notes also hold for other more complicated fully nonlinear equations, such as the reflector antenna problem [507] (which in its general formulation does not seem to be equivalent to an optimal transport problem) or the so-called Hessian equations [789, 790, 792, 800], where the dominant term is a symmetric function of the eigenvalues of the Hessian of the unknown. The short survey by Trudinger [788] presents some results of this type, with applications to conformal geometry, and puts this into perspective together with optimal transport. In this reference Trudinger also notes that the problem of the prescribed Schouten tensor resembles an optimal transport problem with logarithmic cost function; this connection had also been made by McCann (see the remarks in [520]) who had long ago noticed the properties of conformal invariance of this cost function.

A topic which I did not address at all is the regularity of certain sets solving variational problems involving optimal transport; see [632].
Qualitative picture

This chapter is devoted to a recap of the whole picture of optimal transport on a smooth Riemannian manifold $M$. For simplicity I shall not try to impose the most general assumptions. A good understanding of this chapter is sufficient to attack Part II of this course.

Recap

Let $M$ be a smooth complete connected Riemannian manifold, $L(x, v, t)$ a $C^2$ Lagrangian function on $TM \times [0, 1]$, satisfying the classical conditions of Definition 7.6, together with $\nabla_v^2 L > 0$. Let $c : M \times M \to \mathbb{R}$ be the induced cost function:

$$c(x, y) = \inf \left\{ \int_0^1 L(\gamma_t, \dot{\gamma}_t, t) \, dt ; \quad \gamma_0 = x, \ \gamma_1 = y \right\}.$$

More generally, define

$$c_{s,t}(x, y) = \inf \left\{ \int_s^t L(\gamma_\tau, \dot{\gamma}_\tau, \tau) \, d\tau ; \quad \gamma_s = x, \ \gamma_t = y \right\}.$$ 

So $c_{s,t}(x, y)$ is the optimal cost to go from point $x$ at time $s$, to point $y$ at time $t$.

I shall consider three cases: (i) $L(x, v, t)$ arbitrary on a compact manifold; (ii) $L(x, v, t) = |v|^2/2$ on a complete manifold (so the cost is $d^2/2$, where $d$ is the distance); (iii) $L(x, v, t) = |v|^2/2$ in $\mathbb{R}^n$ (so the cost is $|x - y|^2/2$). Throughout the sequel, I denote by $\mu_0$ the initial probability measure, and by $\mu_1$ the final one. When I say "absolutely
continuous” or “singular” this is in reference with the volume measure on the manifold (Lebesgue measure in $\mathbb{R}^n$).

Recall that a generalized optimal coupling is a $c$-cyclically monotone coupling. By analogy, I shall say that a generalized displacement interpolation is a path $\mu_t$ valued in the space of probability measures, such that $\mu_t = \text{law}(\gamma_t)$ and $\gamma$ is a random minimizing curve such that $(\gamma_0, \gamma_1)$ is a generalized optimal coupling. These notions are interesting only when the total cost between $\mu_0$ and $\mu_1$ is infinite.

By gathering the results from the previous chapters, we know:

1. There always exists:
   - an optimal coupling (or generalized optimal coupling) $(x_0, x_1)$, with law $\pi$;
   - a displacement interpolation (or generalized displacement interpolation) $(\mu_t)_{0 \leq t \leq 1}$;
   - a random minimizing curve $\gamma$ with law $\Pi$;

such that $\text{law}(\gamma_t) = \mu_t$, and $\text{law}(\gamma_0, \gamma_1) = \pi$. Each curve $\gamma$ is a solution of the Euler–Lagrange equation

\[
\frac{d}{dt} \nabla_v L(\gamma_t, \dot{\gamma}_t, t) = \nabla_x L(\gamma_t, \dot{\gamma}_t, t). \tag{13.1}
\]

In the case of a quadratic Lagrangian, this equation reduces to

\[
\frac{d^2 \gamma_t}{dt^2} = 0,
\]

so trajectories are just geodesics, or straight lines in $\mathbb{R}^n$. Two trajectories in the support of $\Pi$ may intersect at time $t = 0$ or $t = 1$, but never at intermediate times.

2. If either $\mu_0$ or $\mu_1$ is absolutely continuous, then so is $\mu_t$, for all $t \in (0, 1)$.

3. If $\mu_0$ is absolutely continuous, then the optimal coupling $(x_0, x_1)$ is unique (in law), deterministic ($x_1 = T(x_0)$) and characterized by the equation

\[
\nabla \psi(x_0) = -\nabla_x c(x_0, x_1) = \nabla_v L(x_0, \dot{\gamma}_0, 0), \tag{13.2}
\]

where $(\gamma_t)_{0 \leq t \leq 1}$ is the minimizing curve joining $\gamma_0 = x_0$ to $\gamma_1 = x_1$ (it is part of the theorem that this curve is almost surely unique), and $\psi$ is a $c$-convex function, that is, it can be written as

\[
\psi(x) = \sup_{y \in M} \left[ \phi(y) - c(x, y) \right]
\]
for some nontrivial (i.e. not identically $-\infty$, and never $+\infty$) function $\phi$.

In case (ii), if nothing is known about the behavior of the distance function at infinity, then the gradient $\nabla$ in the left-hand side of (13.2) should be replaced by an approximate gradient $\tilde{\nabla}$.

4. Under the same assumptions, the (generalized) displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ is unique. This follows from the almost sure uniqueness of the minimizing curve joining $\gamma_0$ to $\gamma_1$, where $(\gamma_0, \gamma_1)$ is the optimal coupling. (Corollary 7.23 applies when the total cost is finite; but even if the total cost is infinite, we can apply a reasoning similar to the one in Corollary 7.23. Note that the result does not follow from the $\text{vol} \otimes \text{vol} (dx_0 dx_1)$-uniqueness of the minimizing curve joining $x_0$ to $x_1$.)

5. Without loss of generality, one might assume that

$$\phi(y) = \inf_{x \in M} \left[ \psi(x) + c(x, y) \right]$$

(These are true supremum and true infimum, not just up to a negligible set). One can also assume without loss of generality that

$$\forall x, y \in M, \quad \phi(y) - \psi(x) \leq c(x, y)$$

and

$$\phi(x_1) - \psi(x_0) = c(x_0, x_1) \quad \text{almost surely.}$$

6. It is still possible that two minimizing curves meet at time $t = 0$ or $t = 1$, but this event may occur only on a very small set, of dimension at most $n - 1$.

7. All of the above remains true if one replaces $\mu_0$ at time 0 by $\mu_t$ at time $t$, with obvious changes of notation (e.g. replace $c = c^{0,1}$ by $c^{t,1}$); the function $\phi$ is unchanged, but now $\psi$ should be changed into $\psi_t$ defined by

$$\psi_t(y) = \inf_{x \in M} \left[ \psi_0(x) + c^{0,t}(x, y) \right].$$

This $\psi_t$ is a (viscosity) solution of the forward Hamilton–Jacobi equation

$$\partial_t \psi_t + L^* (x, \nabla \psi_t(x), t) = 0.$$ 

8. The equation for the optimal transport $T_t$ between $\mu_0$ and $\mu_t$ is as follows: $T_t(x)$ is the solution at time $t$ of the Euler–Lagrange equation starting from $x$ with velocity

$$v_0(x) = (\nabla_v L(x, \cdot, 0))^{-1}(\nabla \psi(x)).$$
In particular,

- For the quadratic cost on a Riemannian manifold $M$, $T_t(x) = \exp_x(t\nabla \psi(x))$: To obtain $T_t$, flow for time $t$ along a geodesic starting at $x$ with velocity $\nabla \psi(x)$ (or rather $\tilde{\nabla} \psi(x)$ if nothing is known about the behavior of $M$ at infinity);

- For the quadratic cost in $\mathbb{R}^n$, $T_t(x) = (1 - t)x + t \nabla \Psi(x)$, where $\Psi(x) = |x|^2/2 + \psi(x)$ defines a lower semicontinuous convex function in the usual sense. In particular, the optimal transport from $\mu_0$ to $\mu_1$ is a gradient of convex function, and this property characterizes it uniquely among all admissible transports.

9. Whenever $0 \leq t_0 < t_1 \leq 1$,

$$
\int \psi_{t_1} \, d\mu_{t_1} - \int \psi_{t_0} \, d\mu_{t_0} = C_{t_0,t_1}(\mu_{t_0}, \mu_{t_1})
= \int_{t_0}^{t_1} \int L(x, [(\nabla v L)(x, \cdot, t)]^{-1}(\nabla \psi_t(x), t) \, d\mu_t(x) \, dt;
$$

recall indeed Theorems 7.21 and 7.36, Remarks 7.25 and 7.37, and (13.4).

Simple as they may seem by now, these statements summarize years of research. If the reader has understood them well, then he or she is ready to go on with the rest of this course. The picture is not really complete and some questions remain open, such as the following:

**Open Problem 13.1.** If the initial and final densities, $\rho_0$ and $\rho_1$, are positive everywhere, does this imply that the intermediate densities $\rho_t$ are also positive? Otherwise, can one identify simple sufficient conditions for the density of the displacement interpolant to be positive everywhere?

For general Lagrangian actions, the answer to this question seems to be negative, but it is not clear that one can also construct counterexamples for, say, the basic quadratic Lagrangian. My personal guess would be that the answer is about the same as for the smoothness: Positivity of the displacement interpolant is in general false except maybe for some particular manifolds satisfying an adequate structure condition.
Standard approximation procedure

In this last section I have gathered two useful approximation results which can be used in problems where the probability measures are either noncompactly supported, or singular.

In Chapter 10 we have seen how to treat the Monge problem in noncompact situations, without any condition at infinity, thanks to the notion of approximate differentiability. However, in practice, to treat noncompact situations, the simplest solution is often to use again a truncation argument similar to the one used in the proof of approximate differentiability. The next proposition displays the main scheme that one can use to deal with such situations.

**Proposition 13.2 (Standard approximation scheme).** Let $M$ be a smooth complete Riemannian manifold, let $c = c(x, y)$ be a cost function associated with a Lagrangian $L(x, v, t)$ on $TM \times [0, 1]$, satisfying the classical conditions of Definition 7.6; and let $\mu_0, \mu_1$ be two probability measures on $M$. Let $\pi$ be an optimal transference plan between $\mu_0$ and $\mu_1$, let $(\mu_t)_{0 \leq t \leq 1}$ be a displacement interpolation and let $\Pi$ be a dynamical optimal transference plan such that $(e_0, e_1)_{\#} \Pi = \pi$, $(e_t)_{\#} \Pi = \mu_t$. Let $\Gamma$ be the set of all action-minimizing curves, equipped with the topology of uniform convergence; and let $(K_\ell)_{\ell \in \mathbb{N}}$ be a sequence of compact sets in $\Gamma$, such that $\Pi(UK_\ell) = 1$. For $\ell$ large enough, $\Pi(K_\ell) > 0$; then define

\[
Z_\ell := \Pi(K_\ell); \quad \Pi_\ell := \frac{1}{Z_\ell} \Pi; \quad \mu_{t, \ell} := (e_t)_{\#} \Pi_\ell; \quad \pi_\ell := (e_0, e_1)_{\#} \Pi_\ell;
\]

and let $c_\ell$ be the restriction of $c$ to $\text{proj}_{M \times M}(K_\ell)$. Then for each $\ell$, $(\mu_{t, \ell})_{0 \leq t \leq 1}$ is a displacement interpolation and $\pi_\ell$ is an associated optimal transference plan; $\mu_{t, \ell}$ is compactly supported, uniformly in $t \in [0, 1]$; and the following monotone convergences hold true:

\[
Z_\ell \uparrow 1; \quad Z_\ell \pi_\ell \uparrow \pi; \quad Z_\ell \mu_{t, \ell} \uparrow \mu_t; \quad Z_\ell \Pi_\ell \uparrow \Pi.
\]

If moreover $\mu_0$ is absolutely continuous, then there exists a $c$-convex function $\psi : M \to \mathbb{R} \cup \{+\infty\}$ such that $\pi$ is concentrated on the graph of the transport $T : x \to (\nabla_x c)^{-1}(x, -\nabla \psi(x))$. For any $\ell$, $\mu_{0, \ell}$ is absolutely continuous, and the optimal transference plan $\pi_\ell$ is deterministic. Furthermore, there is a $c_\ell$-convex function $\psi_\ell$ such that $\psi_\ell$ coincides with
\[ \psi \text{ everywhere on } C_\ell := \text{proj}_M(\text{Spt}(\pi_\ell)); \text{ and there is a set } Z_\ell \text{ such that } \text{vol}[Z_\ell] = 0 \text{ and for any } x \in C_\ell \setminus Z_\ell, \nabla \psi(x) = \nabla \psi_\ell(x). \]

Still under the assumption that \( \mu_0 \) is absolutely continuous, the measures \( \mu_{t,\ell} \) are also absolutely continuous, and the optimal transport \( T_{t_0 \to t,\ell} \) between \( \mu_{t_0,\ell} \) and \( \mu_{t,\ell} \) is deterministic, for any given \( t_0 \in [0,1) \) and \( t \in [0,1] \). In addition,

\[ T_{t_0 \to t,\ell} = T_{t_0 \to t}, \text{ } \mu_{t_0,\ell} \text{-almost surely,} \]

where \( T_{t_0 \to t} \) is the optimal transport from \( \mu_{t_0} \) to \( \mu_t \).

**Proof of Proposition 13.2.** The proof is quite similar to the argument used in the proof of uniqueness in Theorem 10.42 in a time-independent context. It is no problem to make this into a time-dependent version, since displacement interpolation behaves well under restriction, recall Theorem 7.30. The last part of the theorem follows from the fact that the map \( T_{t_0 \to t,\ell} \) can be written as \( \gamma_{t_0} \mapsto \gamma_t \).

\[ \square \]

**Remark 13.3.** Proposition 13.2 will be used several times throughout this course, for instance in Chapter 17. Its main drawback is that there is absolutely no control of the smoothness of the approximations: Even if the densities \( \rho_0 \) and \( \rho_1 \) are smooth, the approximate densities \( \rho_{t_0,\ell} \) and \( \rho_{t_1,\ell} \) will in general be discontinuous. In the proof of Theorem 23.14 in Chapter 23, I shall use another approximation scheme which respects the smoothness, but at the price of a loss of control on the approximation of the transport.

Let us now turn to the problem of approximating singular transport problems by smooth ones. If \( \mu_0 \) and \( \mu_1 \) are singular, there is a priori no uniqueness of the optimal transference plans, and actually there might be a large number (possibly uncountable) of them. However, the next theorem shows that singular optimal transference plans can always be approximated by nice ones.

**Theorem 13.4 (Regularization of singular transport problems).**

Let \( M \) be a smooth complete Riemannian manifold, and \( c : M \times M \to \mathbb{R} \) be a cost function induced by a Lagrangian \( L(x,v,t) \) satisfying the classical conditions of Definition 7.6. Further, let \( \mu_0 \) and \( \mu_1 \) be two probability measures on \( M \), such that the optimal transport cost between \( \mu_0 \) and \( \mu_1 \) is finite, and let \( \pi \) be an optimal transference plan between \( \mu_0 \) and \( \mu_1 \). Then there are sequences \( (\mu_{0,k})_{k \in \mathbb{N}}, (\mu_{1,k})_{k \in \mathbb{N}} \) and \( (\pi_k)_{k \in \mathbb{N}} \) such that

- \( \mu_{0,k} \) and \( \mu_{1,k} \) are absolutely continuous,
- \( \mu_{0,k} \) and \( \mu_{1,k} \) are absolutely continuous,
- \( \text{vol}[Z_{t_0,\ell}] = 0 \) for any \( t_0 \in [0,1) \) and \( t \in [0,1] \).

- \( T_{t_0 \to t,\ell} = T_{t_0 \to t}, \mu_{t_0,\ell} \text{-almost surely,} \)

where \( T_{t_0 \to t} \) is the optimal transport from \( \mu_{t_0} \) to \( \mu_t \).
(i) each \( \pi^k \) is an optimal transference plan between \( \mu_0^k \) and \( \mu_1^k \), and any one of the probability measures \( \mu_0^k, \mu_1^k \) has a smooth, compactly supported density;

(ii) \( \mu_0^k \to \mu_0, \mu_1^k \to \mu_1, \pi^k \to \pi \) in the weak sense as \( k \to \infty \).

**Proof of Theorem 13.4.** By Theorem 7.21, there exists a displacement interpolation \((\mu_t)_{0 \leq t \leq 1}\) between \( \mu_0 \) and \( \mu_1 \); let \((\gamma_t)_{0 \leq t \leq 1}\) be such that \( \mu_t = \text{law} (\gamma_t) \). The assumptions on \( L \) imply that action-minimizing curves solve a differential equation with Lipschitz coefficients, and therefore are uniquely determined by their initial position and velocity, a fortiori by their restriction to some time-interval \([0, t_0]\). So for any \( t_0 \in (0, 1/2) \), by Theorem 7.30(ii), \((\gamma_{t_0}, \gamma_{1-t_0})\) is the unique optimal coupling between \( \mu_{t_0}^k \) and \( \mu_{1-t_0}^k \). Now it is easy to construct a sequence \((\mu_{t_0}^k)_{k \in \mathbb{N}}\) such that \( \mu_{t_0}^k \) converges weakly to \( \mu_{t_0} \) as \( k \to \infty \), and each \( \mu_{t_0}^k \) is compactly supported with a smooth density. (To construct such a sequence, first truncate to ensure the property of compact support, then localize to charts by a partition of unity, and apply a regularization in each chart.) Similarly, construct a sequence \((\mu_{1-t_0}^k)_{k \in \mathbb{N}}\) such that \( \mu_{1-t_0}^k \) converges weakly to \( \mu_{1-t_0} \), and each \( \mu_{1-t_0}^k \) is compactly supported with a smooth density. Let \( \pi_{t_0,1-t_0}^k \) be the unique optimal transference plan between \( \mu_{t_0} \) and \( \mu_{1-t_0} \). By stability of optimal transport (Theorem 5.20), \( \pi_{t_0,1-t_0}^k \) converges as \( k \to \infty \) to \( \pi_{t_0,1-t_0} = \text{law} (\gamma_{t_0}, \gamma_{1-t_0}) \). Then by continuity of \( \gamma \), the random variable \((\gamma_{t_0}, \gamma_{1-t_0})\) converges pointwise to \((\gamma_0, \gamma_1)\) as \( t_0 \to 0 \), which implies that \( \pi_{t_0,1-t_0} \) converges weakly to \( \pi \). The conclusion follows by choosing \( t_0 = 1/n, k = k(n) \) large enough. 

\[ \square \]

**Equations of displacement interpolation**

In Chapter 7, we understood that a curve \((\mu_t)_{0 \leq t \leq 1}\) obtained by displacement interpolation solves an action minimization problem in the space of measures, and we wondered whether we could obtain some nice equations for these curves. Here now is a possible answer. For simplicity I shall assume that there is enough control at infinity, that the notion of approximate differentiability can be dispensed with (this is the case for instance if \( M \) is compact).
Consider a displacement interpolation \((\mu_t)_{0 \leq t \leq 1}\). By Theorem 7.21, 
\(\mu_t\) can be seen as the law of \(\gamma_t\), where the random path \((\gamma_t)_{0 \leq t \leq 1}\) satisfies the Euler–Lagrange equation (13.1), and so at time \(t\) has velocity 
\(\xi_t(\gamma_t)\), where \(\xi_t(x) := (\nabla_v L(x, \cdot, t))^{-1}(\nabla \psi_t(x))\). By the formula of conservation of mass, \(\mu_t\) satisfies
\[
\frac{\partial \mu_t}{\partial t} + \nabla \cdot (\xi_t \mu_t) = 0
\]
in the sense of distributions (be careful: \(\xi_t\) is not necessarily a gradient, unless \(L\) is quadratic). Then we can write down the equations of displacement interpolation:
\[
\begin{cases}
  \frac{\partial \mu_t}{\partial t} + \nabla \cdot (\xi_t \mu_t) = 0; \\
  \nabla_v L(x, \xi_t(x), t) = \nabla \psi_t(x); \\
  \psi_0 \text{ is } c\text{-convex}; \\
  \partial_t \psi_t + L^*(x, \nabla \psi_t(x), t) = 0.
\end{cases} \tag{13.5}
\]

If the cost function is just the square of the distance, then these equations become
\[
\begin{cases}
  \frac{\partial \mu_t}{\partial t} + \nabla \cdot (\xi_t \mu_t) = 0; \\
  \xi_t(x) = \nabla \psi_t(x); \\
  \psi_0 \text{ is } d^2/2\text{-convex}; \\
  \partial_t \psi_t + \frac{|\nabla \psi_t|^2}{2} = 0.
\end{cases} \tag{13.6}
\]

Finally, for the square of the Euclidean distance, this simplifies into
\[
\begin{cases}
  \frac{\partial \mu_t}{\partial t} + \nabla \cdot (\xi_t \mu_t) = 0; \\
  \xi_t(x) = \nabla \psi_t(x); \\
  x \to \frac{|x|^2}{2} + \psi_0(x) \text{ is lower semicontinuous convex}; \\
  \partial_t \psi_t + \frac{|\nabla \psi_t|^2}{2} = 0.
\end{cases} \tag{13.7}
\]

Apart from the special choice of initial datum, the latter system is well-known in physics as the \textbf{pressureless Euler equation}, for a potential velocity field.
Quadratic cost function

In a context of Riemannian geometry, it is natural to focus on the quadratic Lagrangian cost function, or equivalently on the cost function $c(x, y) = d(x, y)^2$, and consider the Wasserstein space $P_2(M)$. This will be the core of all the transport proofs in Part II of this course, so a key role will be played by $d^2/2$-convex functions (that is, $c$-convex functions for $c = d^2/2$). In Part III we shall consider metric structures that are not Riemannian, but still the square of the distance will be the only cost function. So in the remainder of this chapter I shall focus on that particular cost.

The class of $d^2/2$-convex functions might look a bit mysterious, and if they are so important it would be good to have simple characterizations of them. If $\psi$ is $d^2/2$-convex, then $z \to \psi(z) + d(z, y)^2/2$ should have a minimum at $x$ when $y = \exp_x(\nabla \psi(x))$. If in addition $\psi$ is twice differentiable at $x$, then necessarily

$$\nabla^2 \psi(x) \geq -\nabla^2 \left[ \frac{d(\cdot, \exp_x \nabla \psi(x))^2}{2} \right](x). \quad (13.8)$$

However, this is only a necessary condition, and it is not clear that it would imply $d^2/2$-convexity, except for a manifold satisfying the very strong curvature condition $\mathcal{S} d^2/2 \geq 0$ as in Theorem 12.46.

On the other hand, there is a simple and useful general criterion according to which sufficiently small functions are $d^2/2$-convex. This statement will guarantee in particular that any tangent vector $v \in TM$ can be represented as the gradient of a $d^2/2$-convex function.

**Theorem 13.5 ($C^2$-small functions are $d^2/2$-convex).** Let $M$ be a Riemannian manifold, and let $K$ be a compact subset of $M$. Then, there is $\varepsilon > 0$ such that any function $\psi \in C^2_c(M)$ satisfying

$$\text{Spt}(\psi) \subset K, \quad \|\psi\|_{C^2_c} \leq \varepsilon$$

is $d^2/2$-convex.

**Example 13.6.** Let $M = \mathbb{R}^n$, then $\psi$ is $d^2/2$-convex if $\nabla^2 \psi \geq -I_n$.

(In this particular case there is no need for compact support, and a one-sided bound on the second derivative is sufficient.)

**Proof of Theorem 13.5.** Let $(M, g)$ be a Riemannian manifold, and let $K$ be a compact subset of $M$. Let $K' = \{x \in M; d(x, K) \leq 1\}$. For...
any \( y \in M \), the Hessian of \( x \rightarrow d(x,y)^2/2 \) is equal to \( I_n \) (or, more rigorously, to the identity on \( T_x M \)) at \( x = y \); so by compactness one may find \( \delta > 0 \) such that the Hessian of \( x \rightarrow d(x,y)^2/2 \) remains larger than \( I_n/2 \) as long as \( y \) stays in \( K' \) and \( d(x,y) < 2\delta \). Without loss of generality, \( \delta < 1/2 \).

Now let \( \psi \) be supported in \( K \), and such that

\[
\forall x \in M \quad |\psi(x)| < \frac{\delta^2}{4}, \quad |\nabla^2 \psi(x)| < \frac{1}{4}.
\]

write

\[
f_y(x) = \psi(x) + \frac{d(x,y)^2}{2}
\]

and note that \( \nabla^2 f_y \geq I_n/4 \) in \( B_{2\delta}(y) \), so \( f_y \) is uniformly convex in that ball.

If \( y \in K' \) and \( d(x,y) \geq \delta \), then obviously \( f_y(x) \geq \delta^2/4 > \psi(y) = f_y(y) \); so the minimum of \( f_y \) can be achieved only in \( B_\delta(y) \). If there are two distinct such minima, say \( x_0 \) and \( x_1 \), then we can join them by a geodesic \((\gamma_t)_{0 \leq t \leq 1} \) which stays within \( B_{2\delta}(y) \) and then the function \( t \rightarrow f_y(\gamma_t) \) is uniformly convex (because \( f_y \) is uniformly convex in \( B_{2\delta}(y) \)), and minimum at \( t = 0 \) and \( t = 1 \), which is impossible.

If \( y \notin K' \), then \( \psi(x) \neq 0 \) implies \( d(x,y) \geq 1 \), so \( f_y(x) \geq (1/2) - \delta^2/4 \), while \( f_y(y) = 0 \). So the minimum of \( f_y \) can only be achieved at \( x \) such that \( \psi(x) = 0 \), and it has to be at \( x = y \).

In any case, \( f_y \) has exactly one minimum, which lies in \( B_\delta(y) \). We shall denote it by \( x = T(y) \), and it is characterized as the unique solution of the equation

\[
\nabla \psi(x) + \nabla_x \left( \frac{d(x,y)^2}{2} \right) = 0,
\]

where \( x \) is the unknown.

Let \( x \) be arbitrary in \( M \), and \( y = \exp_x(\nabla \psi(x)) \). Then (as a consequence of the first variation formula), \( \nabla_x [d(x,y)^2/2] = -\nabla \psi(x) \), so equation (13.9) holds true, and \( x = T(y) \). This means that, with the notation \( c(x,y) = d(x,y)^2/2 \), one has \( \psi^c(y) = \psi(x) + c(x,y) \). Then \( \psi^{cc}(x) = \sup [\psi^c(y) - c(x,y)] \geq \psi(x) \). Since \( x \) is arbitrary, actually we have shown that \( \psi^{cc} \geq \psi \); but the converse inequality is always true, so \( \psi^{cc} = \psi \), and then \( \psi \) is \( c \)-convex.

**Remark 13.7.** The end of the proof took advantage of a general principle, independent of the particular cost \( c \): If there is a surjective map
The structure of $P_2(M)$

A striking discovery made by Otto at the end of the nineties is that the differentiable structure on a Riemannian manifold $M$ induces a kind of differentiable structure in the space $P_2(M)$. This idea takes substance from the following remarks: All of the path $(\mu_t)_{0 \leq t \leq 1}$ is determined from the initial velocity field $\xi_0(x)$, which in turn is determined by $\nabla \psi$ as in (13.4). So it is natural to think of the function $\nabla \psi$ as a kind of “initial velocity” for the path $(\mu_t)$. The conceptual shift here is about the same as when we decided that $\mu_t$ could be seen either as the law of a random minimizing curve at time $t$, or as a path in the space of measures: Now we decide that $\nabla \psi$ can be seen either as the field of the initial velocities of our minimizing curves, or as the (abstract) velocity of the path $(\mu_t)$ at time $t = 0$.

There is an abstract notion of tangent space $T_x \mathcal{X}$ (at point $x$) to a metric space $(\mathcal{X}, d)$: in technical language, this is the pointed Gromov–Hausdorff limit of the rescaled space. It is a rather natural notion: fix your point $x$, and zoom onto it, by multiplying all distances by a large factor $\varepsilon^{-1}$, while keeping $x$ fixed. This gives a new metric space $\mathcal{X}_{x,\varepsilon}$, and if one is not too curious about what happens far away from $x$, then the space $\mathcal{X}_{x,\varepsilon}$ might converge in some nice sense to some limit space, that may not be a vector space, but in any case is a cone. If that limit space exists, it is said to be the tangent space (or tangent cone) to $\mathcal{X}$ at $x$. (I shall come back to these issues in Part III.)

In terms of that construction, the intuition sketched above is indeed correct: let $P_2(M)$ be the metric space consisting of probability measures on $M$, equipped with the Wasserstein distance $W_2$. If $\mu$ is absolutely continuous, then the tangent cone $T_\mu P_2(M)$ exists and can be identified isometrically with the closed vector space generated by $d^2/2$-convex functions $\psi$, equipped with the norm

$$
\|\nabla \psi\|_{L^2(\mu; TM)} := \left(\int_M |\nabla \psi|^2_x \, d\mu(x)\right)^{1/2}.
$$
Actually, in view of Theorem 13.5, this is the same as the vector space generated by all smooth, compactly supported gradients, completed with respect to that norm.

With what we know about optimal transport, this theorem is not that hard to prove, but this would require a bit too much geometric machinery for now. Instead, I shall spend some time on an important related result by Ambrosio, Gigli and Savaré, according to which any Lipschitz curve in the space $P_2(M)$ admits a velocity (which for all $t$ lives in the tangent space at $\mu_t$). Surprisingly, the proof will not require absolute continuity.

**Theorem 13.8 (Representation of Lipschitz paths in $P_2(M)$).**

Let $M$ be a smooth complete Riemannian manifold, and let $P_2(M)$ be the metric space of all probability measures on $M$, with a finite second moment, equipped with the metric $W_2$. Further, let $(\mu_t)_{0 \leq t \leq 1}$ be a Lipschitz-continuous path in $P_2(M)$:

$$W_2(\mu_s, \mu_t) \leq L |t - s|. \tag{13.10}$$

For any $t \in [0, 1]$, let $H_t$ be the Hilbert space generated by gradients of continuously differentiable, compactly supported $\psi$:

$$H_t := \text{Vect} \left( \{ \nabla \psi ; \; \psi \in C^1_c(M) \} \right) L^2(\mu_t; TM).$$

Then there exists a measurable vector field $\xi_t(x) \in L^\infty(dt; L^2(d\mu_t(x)))$, $\mu_t(dx)dt$-almost everywhere unique, such that $\xi_t \in H_t$ for all $t$ (i.e. the velocity field really is tangent along the path), and

$$\partial_t \mu_t + \nabla \cdot (\xi_t \mu_t) = 0 \tag{13.10}$$

in the weak sense.

Conversely, if the path $(\mu_t)_{0 \leq t \leq 1}$ satisfies (13.10) for some measurable vector field $(\xi_t(x))$ whose $L^2(\mu_t)$-norm is bounded by $L$, almost surely in $t$, then $(\mu_t)$ is a Lipschitz-continuous curve with $\|\dot{\mu}\| \leq L$.

The proof of Theorem 13.8 requires some analytical tools, and the reader might skip it at first reading.

**Proof of Theorem 13.8** Let $\psi : M \to \mathbb{R}$ be a $C^1$ function, with Lipschitz constant at most 1. For all $s < t$ in $[0, 1]$,

$$\left| \int_M \psi d\mu_t - \int_M \psi d\mu_s \right| \leq W_1(\mu_s, \mu_t) \leq W_2(\mu_s, \mu_t). \tag{13.11}$$
In particular, $\zeta(t) := \int_M \psi \, d\mu_t$ is a Lipschitz function of $t$. By Theorem 10.8(ii), the time-derivative of $\zeta$ exists for almost all times $t \in [0, 1]$. Then let $\pi_{s,t}$ be an optimal transference plan between $\mu_s$ and $\mu_t$ (for the squared distance cost function). Let

$$
\Psi(x, y) := \begin{cases} 
\frac{|\psi(x) - \psi(y)|}{d(x, y)} & \text{if } x \neq y \\
|\nabla \psi(x)| & \text{if } x = y.
\end{cases}
$$

Obviously $\Psi$ is bounded by 1, and moreover it is upper semicontinuous.

If $t$ is a differentiability point of $\zeta$, then

$$
\begin{align*}
\left| \frac{d}{dt} \int \psi \, d\mu_t \right| &\leq \liminf_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \left| \int \psi \, d\mu_t - \int \psi \, d\mu_{t+\varepsilon} \right| \\
&\leq \liminf_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \int |\psi(y) - \psi(x)| \, d\pi_{t,t+\varepsilon}(x, y) \\
&\leq \left( \liminf_{\varepsilon \downarrow 0} \sqrt{\int \Psi(x, y)^2 \, d\pi_{t,t+\varepsilon}(x, y)} \right) \sqrt{\int d(x, y)^2 \, d\pi_{t,t+\varepsilon}(x, y)} \\
&= \left( \liminf_{\varepsilon \downarrow 0} \sqrt{\int \Psi(x, y)^2 \, d\pi_{t,t+\varepsilon}(x, y)} \right) \left( \frac{W_2(\mu_t, \mu_{t+\varepsilon})}{\varepsilon} \right) \\
&\leq \left( \liminf_{\varepsilon \downarrow 0} \sqrt{\int \Psi(x, y)^2 \, d\pi_{t,t+\varepsilon}(x, y)} \right) L.
\end{align*}
$$

Since $\Psi$ is upper semicontinuous and $\pi_{t,t+\varepsilon}$ converges weakly to $\delta_{x,y}$ (the trivial transport plan where nothing moves) as $\varepsilon \downarrow 0$, it follows that

$$
\left| \frac{d}{dt} \int \psi \, d\mu_t \right| \leq L \sqrt{\int \Psi(x, x)^2 \, d\mu_t(x)} = L \sqrt{\int |\nabla \psi(x)|^2 \, d\mu_t(x)}.
$$

Now the key remark is that the time-derivative $(d/dt) \int (\psi + C) \, d\mu_t$ does not depend on the constant $C$. This shows that $(d/dt) \int \psi \, d\mu_t$ really is a functional of $\nabla \psi$, obviously linear. The above estimate shows that this functional is continuous with respect to the norm in $L^2(d\mu_t)$. 
Actually, this is not completely rigorous, since this functional is only defined for almost all $t$, and “almost all” here might depend on $\psi$. Here is a way to make things rigorous: Let $\mathcal{L}$ be the set of all Lipschitz functions $\psi$ on $M$ with Lipschitz constant at most 1, such that, say, $\psi(x_0) = 0$, where $x_0 \in M$ is arbitrary but fixed once for all, and $\psi$ is supported in a fixed compact $K \subset M$. The set $\mathcal{L}$ is compact in the norm of uniform convergence, and contains a dense sequence $(\psi_k)_{k \in \mathbb{N}}$. By a regularization argument, one can assume that all those functions are actually of class $C^1$. For each $\psi_k$, we know that $\int \psi_k d\mu_t$ is differentiable for almost all $t \in [0, 1]$; and since there are only countably many $\zeta_k$’s, we know that for almost every $t$, each $\zeta_k$ is differentiable at time $t$. The map $(d/dt) \int \alpha d\mu_t$ is well-defined at each of these times $t$, for all $\alpha$ in the vector space $H_t$ generated by all the $\psi_k$’s, and it is continuous if that vector space is equipped with the $L^2(d\mu_t)$ norm. It follows from the Riesz representation theorem that for each differentiability time $t$ there exists a unique vector $\xi_t \in H_t \subset L^2(d\mu_t)$, with norm at most $L$, such that

$$\frac{d}{dt} \int \psi d\mu_t = \int \xi_t \cdot \nabla \psi d\mu_t. \quad (13.12)$$

This identity should hold true for any $\psi_k$, and by density it should also hold true for any $\psi \in C^1(M)$, supported in $K$.

Let $C^1_K(M)$ be the set of $\psi \in C^1(M)$ that are supported in $K$. We just showed that there is a negligible set of times, $\tau_K$, such that (13.12) holds true for all $\psi \in C^1_K(M)$ and $t \notin \tau_K$. Now choose an increasing family of compact sets $(K_m)_{m \in \mathbb{N}}$, with $\bigcup K_m = M$, so that any compact set is included in some $K_m$. Then (13.12) holds true for all $\psi \in C^1_c(M)$, as soon as $t$ does not belong to the union of $\tau_{K_m}$, which is still a negligible set of times.

But equation (13.12) is really the weak formulation of (13.10). Since $\xi_t$ is uniquely determined in $L^2(d\mu_t)$, for almost all $t$, actually the vector field $\xi_t(x)$ is $d\mu_t(x) dt$-uniquely determined.

To conclude the proof of the theorem, it only remains to prove the converse implication. Let $(\mu_t)$ and $(\xi_t)$ solve (13.10). By the equation of conservation of mass, $\mu_t = \text{law}(\gamma_t)$, where $\gamma_t$ is a (random) solution of

$$\dot{\gamma}_t = \xi_t(\gamma_t).$$

Let $s < t$ be any two times in $[0, 1]$. From the formula

$$d(\gamma_s, \gamma_t)^2 = (t - s) \inf \left\{ \int_s^t |\dot{\zeta}|^2 d\tau; \quad \zeta_s = \gamma_s, \quad \zeta_t = \gamma_t \right\},$$

we have...
we deduce
\[ d(\gamma_s, \gamma_t)^2 \leq (t-s) \int_s^t |\dot{\gamma}_\tau|^2 d\tau \leq (t-s) \int_s^t |\xi_t(\gamma_t)|^2 d\tau. \]

So
\[ \mathbb{E} d(\gamma_s, \gamma_t)^2 \leq (t-s) \int_s^t |\xi_t(x)|^2 d\mu_t(x) d\tau \leq (t-s)^2 \|\xi\|_{L^\infty(dt; L^2(d\mu))}. \]

In particular
\[ W_2(\mu_s, \mu_t)^2 \leq \mathbb{E} d(\gamma_s, \gamma_t)^2 \leq L^2(t-s)^2, \]

where \( L \) is an upper bound for the norm of \( \xi \) in \( L^\infty(L^2) \). This concludes the proof of Theorem 13.8. \( \square \)

**Remark 13.9.** With hardly any more work, the preceding theorem can be extended to cover paths that are absolutely continuous of order 2, in the sense defined on p. 127. Then of course the velocity field will not live in \( L^\infty(dt; L^2(d\mu_t)) \), but in \( L^2(d\mu_t dt) \).

Observe that in a displacement interpolation, the initial measure \( \mu_0 \) and the initial velocity field \( \nabla \psi_0 \) uniquely determine the final measure \( \mu_t \); this implies that geodesics in \( P_2(M) \) are nonbranching, in the strong sense that their initial position and velocity determine uniquely their final position.

Finally, we can now derive an “explicit” formula for the action functional determining displacement interpolations as minimizing curves.

Let \( \mu = (\mu_t)_{0 \leq t \leq 1} \) be any Lipschitz (or absolutely continuous) path in \( P_2(M) \); let \( \xi_t(x) = \nabla \psi_t(x) \) be the associated time-dependent velocity field. By the formula of conservation of mass, \( \mu_t \) can be interpreted as the law of \( \gamma_t \), where \( \gamma \) is a random solution of \( \dot{\gamma}_t = \xi_t(\gamma_t) \). Define

\[ \mathcal{A}(\mu) := \inf \int_0^1 \mathbb{E}_{\mu_t} |\dot{\gamma}_t(\gamma_t)|^2 dt, \quad (13.13) \]

where the infimum is taken over all possible realizations of the random curves \( \gamma \). By Fubini’s theorem,

\[ \mathcal{A}(\mu) = \inf \mathbb{E} \int_0^1 |\dot{\gamma}_t(\gamma_t)|^2 dt = \inf \mathbb{E} \int_0^1 |\dot{\gamma}_t|^2 dt \]

\[ \geq \mathbb{E} \inf \int_0^1 |\dot{\gamma}_t|^2 dt \]

\[ = \mathbb{E} d(\gamma_0, \gamma_1)^2, \]
and the infimum is achieved if and only if the coupling \((\gamma_0, \gamma_1)\) is minimal, and the curves \(\gamma\) are (almost surely) action-minimizing. This shows that displacement interpolations are characterized as the minimizing curves for the action \(A\). Actually \(A\) is the same as the action appearing in Theorem 7.21 (iii), the only improvement is that now we have produced a more explicit form in terms of vector fields.

The expression (13.13) can be made slightly more explicit by noting that the optimal choice of velocity field is the one provided by Theorem 13.8, which is a gradient, so we may restrict the action functional to gradient velocity fields:

\[
A(\mu) := \int_0^1 \mathbb{E}_{\mu_t} |\nabla \psi_t|^2 \, dt; \quad \frac{\partial \mu_t}{\partial t} + \nabla \cdot (\nabla \psi t \mu_t) = 0. \tag{13.14}
\]

Note the formal resemblance to a Riemannian structure: What the formula above says is

\[
W^2_{\mathcal{P}_2}(\mu_0, \mu_1) = \inf \int_0^1 \|\dot{\mu}_t\|^2_{T_{\mu_t} \mathcal{P}_2} \, dt,
\]

where the norm on the tangent space \(T_{\mu} \mathcal{P}_2\) is defined by

\[
\|\dot{\mu}\|^2_{T_{\mu} \mathcal{P}_2} = \inf \left\{ \int |v|^2 \, d\mu; \quad \dot{\mu} + \nabla \cdot (v \mu) = 0 \right\}
\]

\[
= \int |\nabla \psi|^2 \, d\mu; \quad \dot{\mu} + \nabla \cdot (\nabla \psi \mu) = 0.
\]

**Remark 13.10.** There is an appealing physical interpretation, which really is an infinitesimal version of the optimal transport problem. Imagine that you observe the (infinitesimal) evolution of the density of particles moving in a continuum, but don’t know the actual velocities of these particles. There might be many velocity fields that are compatible with the observed evolution of density (many solutions of the continuity equation). Among all possible solutions, select the one with minimum kinetic energy. This energy is (up to a factor 1/2) the square norm of your infinitesimal evolution.
Formula (13.8) appears in [246]. It has an interesting consequence which can be described as follows: On a Riemannian manifold, the optimal transport starting from an absolutely continuous probability measure almost never hits the cut locus; that is, the set of points x such that the image $T(x)$ belongs to the cut locus of x is of zero probability. Although we already know that almost surely, x and $T(x)$ are joined by a unique geodesic, this alone does not imply that the cut locus is almost never hit, because it is possible that y belongs to the cut locus of x and still x and y are joined by a unique minimizing geodesic. (Recall the discussion after Problem 8.8.) But Cordero-Erausquin, McCann and Schmuckenschläger show that if such is the case, then $d(x, z)^2/2$ fails to be semiconvex at $z = y$. On the other hand, by Alexandrov’s second differentiability theorem (Theorem 14.1), $\psi$ is twice differentiable almost everywhere; formula (13.8), suitably interpreted, says that $d(x, \cdot)^2/2$ is semiconvex at $T(x)$ whenever $\psi$ is twice differentiable at x.

At least in the Euclidean case, and up to regularity issues, the explicit formulas for geodesic curves and action in the space of measures were known to Brenier, around the mid-nineties. Otto [669] took a conceptual step forward by considering formally $P_2(M)$ as an infinite-dimensional Riemannian manifold, in view of formula (13.15). For some time it was used as a purely formal, yet quite useful, heuristic method (as in [671], or later in Chapter 15). It is only recently that rigorous constructions were performed in several research papers, e.g. [30, 203, 214, 577]. The approach developed in this chapter relies heavily on the work of Ambrosio, Gigli and Savaré [30] (in $\mathbb{R}^n$). A more geometric treatment can be found in [577, Appendix A]; see also [30, Section 12.4], and [655, Section 3] (I shall give a few more details in the bibliographical notes of Chapter 26). As I am completing this course, an important contribution to the subject has just been made by Lott [575] who established “explicit” formulas for the Riemannian connection and curvature in $P_2^c(M)$, or rather in the subset made of smooth positive densities, when $M$ is compact.

The pressureless Euler equations describe the evolution of a gas of particles which interact only when they meet, and then stick together (sticky particles). It is a very degenerate system whose study turns out to be tricky in general [169, 320, 745]. But in applications to optimal transport, it comes in the very particular case of potential flow (the
velocity field is a gradient), so the evolution is governed by a simple Hamilton–Jacobi equation.

There are two natural ways to extend a minimizing geodesic \((\mu_t)_{0 \leq t \leq 1}\) in \(P_2(M)\) into a geodesic defined (but not necessarily minimizing) at all times. One is to solve the Hamilton–Jacobi equation for all times, in the viscosity sense; then the gradient of the solution will define a velocity field, and one can let \((\mu_t)\) evolve by transport, as in (13.6). Another way [30, Example 11.2.9] is to construct a trajectory of the gradient flow of the energy \(-W_2(\sigma, \cdot)^2/2\), where \(\sigma\) is, say, \(\mu_0\), and the trajectory starts from an intermediate point, say \(\mu_{1/2}\). The existence of this gradient flow follows from [30, Theorems 10.4.12 and 11.2.1], while [30, Theorem 11.2.1] guarantees that it coincides (up to time-reparameterization) with the original minimizing geodesic for short times. (This is close to the construction of quasigeodesics in [678].) It is natural to expect that both approaches give the same result, but as far as I know, this has not been established.

Khesin suggested to me the following nice problem. Let \(\mu = (\mu_t)_{t \geq 0}\) be a geodesic in the Wasserstein space \(P_2(\mathbb{R}^n)\) (defined with the help of the pressureless Euler equation), and characterize the cut time of \(\mu\) as the “time of the first shock”. If \(\mu_0\) is absolutely continuous with positive density, this essentially means the following: let \(t_c = \inf \{t_1; (\mu_t)_{0 \leq t \leq t_1} \text{ is not a minimizing geodesic}\}\), let \(t_s = \sup \{t_0; \mu_t \text{ is absolutely continuous for } t \leq t_0\}\), and show that \(t_c = t_s\). Since \(t_c\) should be equal to \(\sup \{t_2; |x|^2/2 + t\psi(0, x) \text{ is convex for } t \leq t_2\}\), the solution of this problem is related to a qualitative study of the way in which convexity degenerates at the first shock. In dimension 1, this problem can be studied very precisely [642, Chapter 1] but in higher dimensions the problem is more tricky. Khesin and Misiolek obtain some results in this direction in [515].

Kloeckner [522] studied the isometries of \(P_2(\mathbb{R})\) and found that they are not all induced by isometries of \(\mathbb{R}\); roughly speaking, there is one additional “exotic” isometry.


Displacement interpolation becomes somewhat tricky in presence of boundaries. In his study of the porous medium equations, Otto [669] considered the case of a bounded open set of \(\mathbb{R}^n\) with \(C^2\) boundary.
For many years, the great majority of applications of optimal transport to problems of applied mathematics have taken place in Euclidean setting, but more recently some “genuinely Riemannian” applications have started to pop out. There was an original suggestion to use optimal transport in a three-dimensional Riemannian manifold (actually, a cube equipped with a varying metric) related to image perception and the matching of pictures with different contrasts [289]. In a meteorological context, it is natural to consider the sphere (as a model of the Earth), and in the study of the semi-geostrophic system one is naturally led to optimal transport on the sphere [263, 264]; actually, it is even natural to consider a conformal change of metric which “pinches” the sphere along its equator [263]! For completely different reasons, optimal transport on the sphere was recently used by Otto and Tzavaras [670] in the study of a coupled fluid-polymer model.
Part II

Optimal transport and Riemannian geometry
This second part is devoted to the exploration of Riemannian geometry through optimal transport. It will be shown that the geometry of a manifold influences the qualitative properties of optimal transport; this can be quantified in particular by the effect of Ricci curvature bounds on the convexity of certain well-chosen functionals along displacement interpolation. The first hints of this interplay between Ricci curvature and optimal transport appeared around 2000, in works by Otto and myself, and shortly after by Cordero-Erausquin, McCann and Schmuckenschläger.

Throughout, the emphasis will be on the quadratic cost (the transport cost is the square of the geodesic distance), with just a few exceptions. Also, most of the time I shall only handle measures which are absolutely continuous with respect to the Riemannian volume measure.

Chapter 14 is a preliminary chapter devoted to a short and tentatively self-contained exposition of the main properties of Ricci curvature. After going through this chapter, the reader should be able to understand all the rest without having to consult any extra source on Riemannian geometry. The estimates in this chapter will be used in Chapters 15, 16 and 17.

Chapter 15 presents a powerful formal differential calculus on the Wasserstein space, cooked up by Otto.

Chapters 16 and 17 establish the main relations between displacement convexity and Ricci curvature. Not only do Ricci curvature bounds imply certain properties of displacement convexity, but conversely these properties characterize Ricci curvature bounds. These results will play a key role in the rest of the course.

In Chapters 18 to 22 the main theme will be that many classical properties of Riemannian manifolds, that come from Ricci curvature estimates, can be conveniently derived from displacement convexity techniques. This includes in particular estimates about the growth of the volume of balls, Sobolev-type inequalities, concentration inequalities, and Poincaré inequalities.

Then in Chapter 23 it is explained how one can define certain gradient flows in the Wasserstein space, and recover in this way well-known equations such as the heat equation. In Chapter 24 some of the functional inequalities from the previous chapters are applied to the qualitative study of some of these gradient flows. Conversely, gradient flows provide alternative proofs to some of these inequalities, as shown in Chapter 25.
The issues discussed in this part are concisely reviewed in the surveys by Cordero-Erausquin [244] and myself [821] (both in French).

**Convention:** Throughout Part II, unless otherwise stated, a “Riemannian manifold” is a smooth, complete connected finite-dimensional Riemannian manifold distinct from a point, equipped with a smooth metric tensor.
Curvature is a generic name to designate a local invariant of a metric space that quantifies the deviation of this space from being Euclidean. (Here “local invariant” means a quantity which is invariant under local isometries.) It is standard to define and study curvature mainly on Riemannian manifolds, for in that setting definitions are rather simple, and the Riemannian structure allows for “explicit” computations. Throughout this chapter, $M$ will stand for a complete connected Riemannian manifold, equipped with its metric $g$.

The most popular curvatures are: the sectional curvature $\sigma$ (for each point $x$ and each plane $P \subset T_x M$, $\sigma_x(P)$ is a number), the Ricci curvature $\text{Ric}$ (for each point $x$, $\text{Ric}_x$ is a quadratic form on the tangent space $T_x M$), and the scalar curvature $S$ (for each point $x$, $S_x$ is a number). All of them can be obtained by reduction of the Riemann curvature tensor. The latter is easy to define: If $\nabla_X$ stands for the covariant derivation along the vector field $X$, then

$$\text{Riem}(X,Y) := \nabla_Y \nabla_X - \nabla_X \nabla_Y + \nabla_{[X,Y]}$$

but it is notoriously difficult, even for specialists, to get some understanding of its meaning. The Riemann curvature can be thought of as a tensor with four indices; it can be expressed in coordinates as a nonlinear function of the Christoffel symbols and their partial derivatives.

Of these three notions of curvature (sectional, Ricci, scalar), the sectional one is the most precise; in fact the knowledge of all sectional curvatures is equivalent to the knowledge of the Riemann curvature. The Ricci curvature is obtained by “tracing” the sectional curvature: If $e$ is a given unit vector in $T_x M$ and $(e,e_2,\ldots,e_n)$ is an orthonormal basis of $T_x M$, then $\text{Ric}_x(e,e) = \sum \sigma_x(P_j)$, where $P_j$ ($j = 2,\ldots,n$)
is the plane generated by \(\{e, e_j\}\). Finally, the scalar curvature is the trace of the Ricci curvature. So a control on the sectional curvature is stronger than a control on the Ricci curvature, which in turn is stronger than a control on the scalar curvature.

For a surface (manifold of dimension 2), these three notions reduce to just one, which is the Gauss curvature and whose definition is elementary. Let us first describe it from an extrinsic point of view. Let \(M\) be a two-dimensional submanifold of \(\mathbb{R}^3\). In the neighborhood of a point \(x\), choose a unit normal vector \(n = n(y)\), then this defines locally a smooth map \(n\) with values in \(S^2 \subset \mathbb{R}^3\) (see Figure 14.1). The tangent spaces \(T_xM\) and \(T_{n(x)}S^2\) are parallel planes in \(\mathbb{R}^3\), which can be identified unambiguously. So the determinant of the differential of \(n\) can also be defined without ambiguity, and this determinant is called the curvature. The fact that this quantity is invariant under isometries is one of Gauss’s most famous results, a tour de force at the time. (To appreciate this theorem, the reader might try to prove it by elementary means.)

As an illustration of this theorem: If you hold a sheet of paper straight, then its equation (as an embedded surface in \(\mathbb{R}^3\), and assuming that it is infinite) is just the equation of a plane, so obviously it is not curved. Fine, but now bend the sheet of paper so that it looks like valleys and mountains, write down the horrible resulting equations, give it to a friend and ask him whether it is curved or not. One thing he can do is compute the Gauss curvature from your horrible equations, find that it is identically 0, and deduce that your surface was not curved.
at all. Well, it looked curved as a surface which was embedded in $\mathbb{R}^3$, but from an *intrinsic* point of view it was not: A tiny creature living on the surface of the sheet, unable to measure the lengths of curves going outside of the surface, would never have noticed that you bent the sheet.

To construct isometries from $(M, g)$ to something else, pick up any diffeomorphism $\varphi : M \to M'$, and equip $M' = \varphi(M)$ with the metric $g' = (\varphi^{-1})^* g$, defined by $g'_x(v) = g_{\varphi^{-1}(x)}(d_x\varphi^{-1}(v))$. Then $\varphi$ is an isometry between $(M, g)$ and $(M', g')$. Gauss’s theorem says that the curvature computed in $(M, g)$ and the curvature computed in $(M', g')$ are the same, modulo obvious changes (the curvature at point $x$ along a plane $P$ should be compared with the curvature at $\varphi(x)$ along a plane $d_x\varphi(P)$). This is why one often says that the curvature is “invariant under the action of diffeomorphisms”.

Curvature is intimately related to the *local behavior of geodesics*. The general rule is that, in the presence of positive curvature, geodesics have a tendency to converge (at least for short times), while in the presence of negative curvature they have a tendency to diverge. This tendency can usually be felt only at second or third order in time: at first order, the convergence or divergence of geodesics is dictated by the initial conditions. So if, on a space of (strictly) positive curvature, you start two geodesics from the same point with velocities pointing in different directions, the geodesics will start to diverge, but then the tendency to diverge will diminish. Here is a more precise statement, which will show at the same time that the Gauss curvature is an intrinsic notion: From a point $x \in M$, start two constant-speed geodesics with unit speed, and respective velocities $v, w$. The two curves will spread apart; let $\delta(t)$ be the distance between their respective positions at time $t$. In a first approximation, $\delta(t) \simeq \sqrt{2(1 - \cos \theta)} t$, where $\theta$ is the angle between $v$ and $w$ (this is the same formula as in Euclidean space). But a more precise study shows that

$$\delta(t) = \sqrt{2(1 - \cos \theta)} t \left( 1 - \frac{\kappa_x \cos^2(\theta/2)}{6} t^2 + O(t^4) \right), \quad (14.1)$$

where $\kappa_x$ is the Gauss curvature at $x$.

Once the intrinsic nature of the Gauss curvature has been established, it is easy to define the notion of sectional curvature for Riemannian manifolds of any dimension, embedded or not: If $x \in M$ and $P \subset T_x M$, define $\sigma_x(P)$ as the Gauss curvature of the surface which is obtained as the image of $P$ by the exponential map $\exp_x$ (that is, the
collection of all geodesics starting from $x$ with a velocity in $P$). Another equivalent definition is by reduction of the Riemann curvature tensor:

If $\{u, v\}$ is an orthonormal basis of $P$, then $\sigma_x(P) = \langle \text{Riem}(u,v) \cdot u, v \rangle$.

It is obvious from the first definition of Gauss curvature that the unit two-dimensional sphere $S^2$ has curvature $+1$, and that the Euclidean plane $\mathbb{R}^2$ has curvature $0$. More generally, the sphere $S^n(R)$, of dimension $n$ and radius $R$, has constant sectional curvature $1/R^2$; while the $n$-dimensional Euclidean space $\mathbb{R}^n$ has curvature $0$. The other classical example is the hyperbolic space, say $\mathbb{H}^n(R) = \{(x,y) \in \mathbb{R}^{n-1} \times (0, +\infty)\}$ equipped with the metric $R^2(dx^2 + dy^2)/y^2$, which has constant sectional curvature $-1/R^2$. These three families (spheres, Euclidean, hyperbolic) constitute the only simply connected Riemannian manifolds with constant sectional curvature, and they play an important role as comparison spaces.

The qualitative properties of optimal transport are also (of course) related to the behavior of geodesics, and so it is natural to believe that curvature has a strong influence on the solution of optimal transport. Conversely, some curvature properties can be read off on the solution of optimal transport. At the time of writing, these links have been best understood in terms of Ricci curvature; so this is the point of view that will be developed in the sequel.

This chapter is a tentative crash course on Ricci curvature. Hopefully, a reader who has never heard about that topic before should, by the end of the chapter, know enough about it to understand all the rest of the notes. This is by no means a complete course, since most proofs will only be sketched and many basic results will be taken for granted.

In practice, Ricci curvature usually appears from two points of view: (a) estimates of the **Jacobian determinant of the exponential map**; (b) **Bochner’s formula**. These are two complementary points of view on the same phenomenon, and it is useful to know both. Before going on, I shall make some preliminary remarks about Riemannian calculus at second order, for functions which are not necessarily smooth.

**Preliminary: second-order differentiation**

All curvature calculations involve second-order differentiation of certain expressions. The notion of covariant derivation lends itself well to
those computations. A first thing to know is that the exchange of derivatives is still possible. To express this properly, consider a parametrized surface \((s, t) \rightarrow \gamma(s, t)\) in \(M\), and write \(d/dt\) (resp. \(d/ds\)) for the differentiation along \(\gamma\), viewed as a function of \(t\) with \(s\) frozen (resp. as a function of \(s\) with \(t\) frozen); and \(D/Dt\) (resp. \(D/Ds\)) for the corresponding covariant differentiation. Then, if \(F \in C^2(M)\), one has

\[
\frac{D}{Ds} \left( \frac{dF}{dt} \right) = \frac{D}{Dt} \left( \frac{dF}{ds} \right). \tag{14.2}
\]

Also a crucial concept is that of the **Hessian operator**. If \(f\) is twice differentiable on \(\mathbb{R}^n\), its Hessian matrix is just \((\partial^2 f/\partial x_i \partial x_j)_{1 \leq i, j \leq n}\), that is, the array of all second-order partial derivatives. Now if \(f\) is defined on a Riemannian manifold \(M\), the Hessian operator at \(x\) is the linear operator \(\nabla^2 f(x) : T_xM \rightarrow T_xM\) defined by the identity

\[
\nabla^2 f \cdot v = \nabla_v (\nabla f).
\]

(Recall that \(\nabla_v\) stands for the covariant derivation in the direction \(v\).) In short, \(\nabla^2 f\) is the covariant gradient of the gradient of \(f\).

A convenient way to compute the Hessian of a function is to differentiate it twice along a geodesic path. Indeed, if \((\gamma_t)_{0 \leq t \leq 1}\) is a geodesic path, then \(\nabla_{\dot{\gamma}} \dot{\gamma} = 0\), so

\[
\frac{d}{dt} f(\gamma_t) = \frac{d}{dt} \langle \nabla f(\gamma_t), \dot{\gamma}_t \rangle = \langle \nabla_{\dot{\gamma}} \nabla f(\gamma_t), \dot{\gamma}_t \rangle + \langle \nabla f(\gamma_t), \nabla_{\dot{\gamma}} \dot{\gamma}_t \rangle
= \langle \nabla^2 f(\gamma_t) \cdot \dot{\gamma}_t, \dot{\gamma}_t \rangle.
\]

In other words, if \(\gamma_0 = x\) and \(\dot{\gamma}_0 = v \in T_xM\), then

\[
f(\gamma_t) = f(x) + t \langle \nabla f(x), v \rangle + \frac{t^2}{2} \langle \nabla^2 f(x) \cdot v, v \rangle + o(t^2). \tag{14.3}
\]

This identity can actually be used to define the Hessian operator. A similar computation shows that for any two tangent vectors \(u, v\) at \(x\),

\[
\frac{D}{Ds} \left( \frac{d}{dt} f(\exp_x(su + tv)) \right) = \langle \nabla^2 f(x) \cdot u, v \rangle, \tag{14.4}
\]

where \(\exp_x v\) is the value at time 1 of the constant speed geodesic starting from \(x\) with velocity \(v\). Identity (14.4) together with (14.2) shows that if \(f \in C^2(M)\), then \(\nabla^2 f(x)\) is a symmetric operator:
\[ \langle \nabla^2 f(x) \cdot u, v \rangle_x = \langle \nabla^2 f(x) \cdot v, u \rangle_x. \] In that case it will often be convenient to think of \( \nabla^2 f(x) \) as a quadratic form on \( T_x M \).

The Hessian is related to another fundamental second-order differential operator, the **Laplacian**, or Laplace–Beltrami operator. The Laplacian can be defined as the trace of the Hessian:

\[ \Delta f(x) = \text{tr} (\nabla^2 f(x)). \]

Another possible definition is

\[ \Delta f = \nabla \cdot (\nabla f), \]

where \( \nabla \cdot \) is the **divergence** operator, defined as the negative of the adjoint of the gradient in \( L^2(M) \): More explicitly, if \( \xi \) is a \( C^1 \) vector field on \( M \), its divergence is defined by

\[ \forall \xi \in C^\infty_c(M), \quad \int_M (\nabla \cdot \xi) \zeta \, d\text{vol} = - \int_M \xi \cdot \nabla \zeta \, d\text{vol}. \]

Both definitions are equivalent; in fact, the divergence of any vector field \( \xi \) coincides with the trace of the covariant gradient of \( \xi \). When \( M = \mathbb{R}^n \), \( \Delta f \) is given by the usual expression \( \sum \partial^2_{ii} f \). More generally, in coordinates, the Laplacian reads

\[ \Delta f = (\det g)^{-1/2} \sum_{ij} \partial_i ((\det g)^{1/2} g^{ij} \partial_j f). \]

In the context of optimal transport, we shall be led to consider Hessian operators for functions \( f \) that are not of class \( C^2 \), and not even continuously differentiable. However, \( \nabla f \) and \( \nabla^2 f \) will still be well-defined almost everywhere, and this will be sufficient to conduct the proofs. Here I should explain what it means for a function defined almost everywhere to be differentiable. Let \( \xi \) be a vector field defined on a domain of a neighborhood \( U \) of \( x \); when \( y \) is close enough to \( x \), there is a unique velocity \( w \in T_x M \) such that \( y = \gamma_1 \), where \( \gamma \) is the constant-speed geodesic starting from \( x \) with initial velocity \( w \); for simplicity I shall write \( w = y - x \) (to be understood as \( y = \exp_x w \)). Then \( \xi \) is said to be covariantly differentiable at \( x \) in the direction \( v \), if

\[ \nabla_v \xi(x) := \lim_{y \to x, \frac{|y - x|}{|v|} \to 0} |v| \left( \frac{\theta_{y \to x} \xi(y) - \xi(x)}{|y - x|} \right) \quad (14.5) \]

exists, where \( y \) varies on the domain of definition of \( \xi \), and \( \theta_{y \to x} \) is the parallel transport along the geodesic joining \( y \) to \( x \). If \( \xi \) is defined
everywhere in a neighborhood of \( x \), then this is just the usual notion of covariant derivation. Formulas for (14.5) in coordinates are just the same as in the smooth case.

The following theorem is the main result of second differentiability for nonsmooth functions:

**Theorem 14.1 (Second differentiability of semiconvex functions).** Let \( M \) be a Riemannian manifold equipped with its volume measure, let \( U \) be an open subset of \( M \), and let \( \psi : U \to \mathbb{R} \) be locally semiconvex with a quadratic modulus of semiconvexity, in the sense of Definition 10.10. Then, for almost every \( x \in U \), \( \psi \) is differentiable at \( x \) and there exists a symmetric operator \( A : T_x M \to T_x M \), characterized by one of the following two equivalent properties:

(i) For any \( v \in T_x M \), \( \nabla_v (\nabla \psi)(x) = Av \);

(ii) \( \psi(\exp_x v) = \psi(x) + \langle \nabla \psi(x), v \rangle + \frac{\langle A \cdot v, v \rangle}{2} + o(|v|^2) \) as \( v \to 0 \).

The operator \( A \) is denoted by \( \nabla^2 \psi(x) \) and called the Hessian of \( \psi \) at \( x \). When no confusion is possible, the quadratic form defined by \( A \) is also called the Hessian of \( \psi \) at \( x \).

The trace of \( A \) is denoted by \( \Delta \psi(x) \) and called the Laplacian of \( \psi \) at \( x \). The function \( x \to \Delta \psi(x) \) coincides with the density of the absolutely continuous part of the distributional Laplacian of \( \psi \); while the singular part of this distributional Laplacian is a nonnegative measure.

**Remark 14.2.** The particular case when \( \psi \) is convex \( \mathbb{R}^n \to \mathbb{R} \) is known as **Alexandrov’s second differentiability theorem.** By extension, I shall use the terminology “Alexandrov’s theorem” for the general statement of Theorem 14.1. This theorem is more often stated in terms of Property (ii) than in terms of Property (i); but it is the latter that will be most useful for our purposes.

**Remark 14.3.** As the proof will show, Property (i) can be replaced by the following more precise statement involving the subdifferential of \( \psi \): If \( \xi \) is any vector field valued in \( \nabla^- \psi \) (i.e. \( \xi(y) \in \nabla^- \psi(y) \) for all \( y \)), then \( \nabla_v \xi(x) = Av \).

**Remark 14.4.** For the main part of this course, we shall not need the full strength of Theorem 14.1, but just the particular case when \( \psi \) is continuously differentiable and \( \nabla \psi \) is Lipschitz; then the proof becomes much simpler, and \( \nabla \psi \) is almost everywhere differentiable in
the usual sense. Still, on some occasions we shall need the full generality of Theorem 14.1.

**Beginning of proof of Theorem 14.1.** The notion of local semiconvexity with quadratic modulus is invariant by $C^2$ diffeomorphism, so it suffices to prove Theorem 14.1 when $M = \mathbb{R}^n$. But a semiconvex function in an open subset $U$ of $\mathbb{R}^n$ is just the sum of a quadratic form and a locally convex function (that is, a function which is convex in any convex subset of $U$). So it is actually sufficient to consider the special case when $\psi$ is a convex function in a convex subset of $\mathbb{R}^n$. Then if $x \in U$ and $B$ is a closed ball around $x$, included in $U$, let $\psi_B$ be the restriction of $\psi$ to $B$; since $\psi$ is Lipschitz and convex, it can be extended into a Lipschitz convex function on the whole of $\mathbb{R}^n$ (take for instance the supremum of all supporting hyperplanes for $\psi_B$). In short, to prove Theorem 14.1 it is sufficient to treat the special case of a convex function $\psi : \mathbb{R}^n \to \mathbb{R}$. At this point the argument does not involve any more Riemannian geometry, but only convex analysis; so I shall postpone it to the Appendix (Theorem 14.25). □

**The Jacobian determinant of the exponential map**

Let $M$ be a Riemannian manifold, and let $\xi$ be a vector field on $M$ (so for each $x$, $\xi(x)$ lies in $T_x M$). Recall the definition of the exponential map $T = \exp \xi$: Start from point $x$ a geodesic curve with initial velocity $\xi(x) \in T_x M$, and follow it up to time 1 (it is not required that the geodesic be minimizing all along); the position at time 1 is denoted by $\exp_x \xi(x)$. As a trivial example, in the Euclidean space, $\exp_x \xi(x) = x + \xi(x)$.

The computation of the Jacobian determinant of such a map is a classical exercise in Riemannian geometry, whose solution involves the Ricci curvature. One can take this computation as a theorem about the Ricci curvature (previously defined in terms of sectional or Riemann curvature), or as the mere definition of the Ricci curvature.

So let $x \in M$ be given, and let $\xi$ be a vector field defined in a neighborhood of $x$, or almost everywhere in a neighborhood of $x$. Let $(e_1, \ldots, e_n)$ be an orthonormal basis of $T_x M$, and consider small variations of $x$ in these directions $e_1, \ldots, e_n$, denoted abusively by
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\[ x + \delta e_1, \ldots, x + \delta e_n. \] (Here \( x + \delta e_j \) should be understood as, say, \( \exp_x(\delta e_j) \); but it might also be any path \( x(\delta) \) with \( \dot{x}(0) = e_i \).) As \( \delta \to 0 \), the infinitesimal parallelepiped \( P_\delta \) built on \( (x + \delta e_1, \ldots, x + \delta e_n) \) has volume \( \text{vol}[P_\delta] \approx \delta^n \). (It is easy to make sense of that by using local charts.) The quantity of interest is

\[ J(x) := \lim_{\delta \to 0} \frac{\text{vol}[T(P_\delta)]}{\text{vol}[P_\delta]}. \]

For that purpose, \( T(P_\delta) \) can be approximated by the infinitesimal parallelogram built on \( T(x + \delta e_1), \ldots, T(x + \delta e_n) \). Explicitly,

\[ T(x + \delta e_i) = \exp_{x+\delta e_i}(\xi(x + \delta e_i)). \]

(If \( \xi \) is not defined at \( x + \delta e_i \) it is always possible to make an infinitesimal perturbation and replace \( x + \delta e_i \) by a point which is extremely close and at which \( \xi \) is well-defined. Let me skip this nonessential subtlety.)

Assume for a moment that we are in \( \mathbb{R}^n \), so \( T(x) = x + \xi(x) \); then, by a classical result of real analysis, \( J(x) = |\det(\nabla T(x))| = |\det(I_n + \nabla \xi(x))| \). But in the genuinely Riemannian case, things are much more intricate (unless \( \xi(x) = 0 \)) because the measurement of infinitesimal volumes changes as we move along the geodesic path \( \gamma(t, x) = \exp_{x}(t \xi(x)) \).

To appreciate this continuous change, let us parallel-transport along the geodesic \( \gamma \) to define a new family \( E(t) = (e_1(t), \ldots, e_n(t)) \) in \( T_{\gamma(t)}M \). Since \( (d/dt)\langle e_i(t), e_j(t) \rangle = \langle \dot{e}_i(t), e_j(t) \rangle + \langle e_i(t), \dot{e}_j(t) \rangle = 0 \), the family \( E(t) \) remains an orthonormal basis of \( T_{\gamma(t)}M \) for any \( t \). (Here the dot symbol stands for the covariant derivation along \( \gamma \).) Moreover, \( e_1(t) = \dot{\gamma}(t, x)/|\dot{\gamma}(t, x)| \). (See Figure 14.2.)

---

**Fig. 14.2.** The orthonormal basis \( E \), here represented by a small cube, goes along the geodesic by parallel transport.
To express the Jacobian of the map $T = \exp \xi$, it will be convenient to consider the whole collection of maps $T_t = \exp(t \xi)$. For brevity, let us write

$$T_t(x + \delta \mathbf{E}) = \left( T_t(x + \delta e_1), \ldots, T_t(x + \delta e_n) \right);$$

then

$$T_t(x + \delta \mathbf{E}) \simeq T_t(x) + \delta \mathbf{J},$$

where

$$\mathbf{J} = (J_1, \ldots, J_n); \quad J_i(t, x) := \frac{d}{d\delta} \bigg|_{\delta=0} T_t(x + \delta e_i).$$

(See Figure 14.3.)

The vector fields $J_i$ have been obtained by differentiating a family of geodesics depending on a parameter (here $\delta$); such vector fields are called **Jacobi fields** and they satisfy a characteristic linear second-order equation known as the **Jacobi equation**. To write this equation, it will be convenient to express $J_1, \ldots, J_n$ in terms of the basis $e_1, \ldots, e_n$; so let $J_{ij} = \langle J_i, e_j \rangle$ stand for the $j$th component of $J_i$ in this basis. The matrix $J = (J_{ij})_{1 \leq i,j \leq n}$ satisfies the differential equation

$$\ddot{J}(t) + R(t) J(t) = 0,$$

(14.6)

where $R(t)$ is a matrix which depends on the Riemannian structure at $\gamma(t)$, and can be expressed in terms of the Riemann curvature tensor:

$$R_{ij}(t) = \left( \text{Riem}_{\gamma(t)}(\dot{\gamma}(t), e_i(t)) \dot{\gamma}(t), e_j(t) \right)_{\gamma(t)}.$$  

(14.7)

(All of these quantities depend implicitly on the starting point $x$.) The reader who prefers to stay away from the Riemann curvature tensor can take (14.6) as the equation defining the matrix $R$; the only things that one needs to know about it are (a) $R(t)$ is symmetric; (b) the first row of $R(t)$ vanishes (which is the same, modulo identification, as $R(t) \dot{\gamma}(t) = 0$); (c) $\text{tr} R(t) = \text{Ric}_{\gamma(t)}(\dot{\gamma}_t, \dot{\gamma}_t)$ (which one can also adopt as a definition of the Ricci tensor); (d) $R$ is invariant under the transform $t \to 1 - t$, $E(t) \to -E(1 - t)$, $\gamma_t \to \gamma_{1 - t}$.

Equation (14.6) is of second order in time, so it should come with initial conditions for both $J(0)$ and $\dot{J}(0)$. On the one hand, since $T_0(y) = y$,

$$J_i(0) = \frac{d}{d\delta} \bigg|_{\delta=0} (x + \delta e_i) = e_i,$$
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\[ J(t) \]

Fig. 14.3. At time \( t = 0 \), the matrices \( J(t) \) and \( E(t) \) coincide, but at later times they (may) differ, due to geodesic distortion.

so \( J(0) \) is just the identity matrix. On the other hand,

\[
\dot{J}_i(0) = \frac{D}{Dt} \left|_t=0 \right. \frac{d}{d\delta} \left|_{\delta=0} \right. T_t(x + \delta e_i) = \frac{D}{Dt} \left|_{t=0} \right. T_t(x + \delta e_i) = \frac{D}{D\delta} \left|_{\delta=0} \right. \xi(x + \delta e_i) = (\nabla \xi)e_i,
\]

where \( \nabla \xi \) is the covariant gradient of \( \xi \). (The exchange of derivatives is justified by the differentiability of \( \xi \) at \( x \) and the \( C^\infty \) regularity of \( (t,y,\xi) \to \exp_y(t\xi) \).) So

\[
\frac{d}{dt} J_{ij} = \frac{d}{dt} \langle J_i, e_j \rangle = \langle \frac{DJ_i}{Dt}, e_j \rangle = \langle (\nabla \xi) e_i, e_j \rangle.
\]

We conclude that the initial conditions are

\[ J(0) = I_n, \quad \dot{J}(0) = \nabla \xi(x), \quad (14.8) \]

where in the second expression the linear operator \( \nabla \xi(x) \) is identified with its matrix in the basis \( E \): \( (\nabla \xi)_{ij} = \langle (\nabla \xi) e_i, e_j \rangle = \langle e_i \cdot \nabla \xi, e_j \rangle \).

(Be careful, this is the converse of the usual convention \( A_{ij} = \langle Ae_j, e_i \rangle \); anyway, later we shall work with symmetric operators, so it will not matter.)

From this point on, the problem is about a path \( J(t) \) valued in the space \( M_n(\mathbb{R}) \) of real \( n \times n \) matrices, and we can forget about the geometry: Parallel transport has provided a consistent identification of
all the tangent spaces $T_{\gamma(t)} M$ with $\mathbb{R}^n$. This path depends on $x$ via the initial conditions (14.8), so in the sequel we shall put that dependence explicitly. It might be very rough as a function of $x$, but it is very smooth as a function of $t$. The Jacobian of the map $T_t$ is defined by

$$J(t, x) = \det J(t, x),$$

and the formula for the differential of the determinant yields

$$\dot{J}(t, x) = J(t, x) \text{tr} (J(t, x) J(t, x)^{-1}),$$

at least as long as $J(t, x)$ is invertible (let’s forget about that problem for the moment).

So it is natural to set

$$U := \dot{J} J^{-1},$$

and look for an equation on $U$. By differentiating (14.10) and using (14.6), we discover that

$$\dot{U} = \dot{J} J^{-1} - J \dot{J} J^{-1} = -R - U^2$$

(note that $J$ and $\dot{J}$ do not necessarily commute). So the change of variables (14.10) has turned the second-order equation (14.6) into the first-order equation

$$\dot{U} + U^2 + R = 0,$$

which is of Riccati type, that is, with a quadratic nonlinearity.

By taking the trace of (14.11), we arrive at

$$\frac{d}{dt} (\text{tr } U) + \text{tr } (U^2) + \text{tr } R = 0.$$

Now the trace of $R(t, x)$ only depends on $\gamma_t$ and $\dot{\gamma}_t$; in fact, as noticed before, it is precisely the value of the Ricci curvature at $\gamma(t)$, evaluated in the direction $\dot{\gamma}(t)$. So we have arrived at our first important equation involving Ricci curvature:

$$\frac{d}{dt} (\text{tr } U) + \text{tr } (U^2) + \text{Ric}(\dot{\gamma}) = 0,$$

where of course Ric$(\dot{\gamma})$ is an abbreviation for Ric$_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))$.

Equation (14.12) holds true for any vector field $\xi$, as long as $\xi$ is covariantly differentiable at $x$. But in the sequel, I shall only apply it in the particular case when $\xi$ derives from a function: $\xi = \nabla \psi$; and $\psi$ is
locally semiconvex with a quadratic modulus of semiconvexity. There are three reasons for this restriction:

(a) In the theory of optimal transport, one only needs to consider such maps;

(b) The semiconvexity of $\psi$ guarantees the almost everywhere differentiability of $\nabla \psi$, by Theorem 14.1;

(c) If $\xi = \nabla \psi$, then $\nabla \xi(x) = \nabla^2 \psi(x)$ is symmetric and this will imply the symmetry of $U(t, x)$ at all times; this symmetry will allow to derive from (14.12) a closed inequality on $\text{tr} U(t, x) = \mathcal{J}(t, x)$.

So from now on, $\xi = \nabla \psi$, where $\psi$ is semiconvex. To prove the symmetry of $U(t, x)$, note that $U(0, x) = I_n$ and $\dot{U}(0, x) = \nabla^2 \psi(x)$ (modulo identification) are symmetric, and the time-dependent matrix $R(t, x)$ is also symmetric, so $U(t, x)$ and its transpose $U(t, x)^*$ solve the same differential equation, with the same initial conditions. Then, by the uniqueness statement in the Cauchy–Lipschitz theorem, they have to coincide at all times where they are defined.

Inequality (14.12) cannot be recast as a differential equation involving only the Jacobian determinant (or equivalently $\text{tr} U(t, x)$), since the quantity $\text{tr}(U^2)$ in (14.12) cannot be expressed in terms of $\text{tr} U$. However, the symmetry of $U$ allows us to use the Cauchy–Schwarz inequality, in the form

$$\text{tr}(U^2) \geq \frac{(\text{tr} U)^2}{n};$$

then, by plugging this inequality into (14.12), we obtain an important differential inequality involving Ricci curvature:

$$\frac{d}{dt}(\text{tr} U) + \frac{(\text{tr} U)^2}{n} + \text{Ric}(\dot{\gamma}) \leq 0.$$(14.13)

There are several ways to rewrite this result in terms of the Jacobian determinant $\mathcal{J}(t)$. For instance, by differentiating the formula

$$\text{tr} U = \frac{\mathcal{J}}{\mathcal{J}},$$

one obtains easily

$$\frac{d}{dt}(\text{tr} U) + \frac{(\text{tr} U)^2}{n} = \frac{\mathcal{J}}{\mathcal{J}} - \left(1 - \frac{1}{n}\right) \left(\frac{\mathcal{J}}{\mathcal{J}}\right)^2.$$
So (14.13) becomes
\[
\frac{\dddot{J}}{J} - \left(1 - \frac{1}{n}\right) \left(\frac{\ddot{J}}{J}\right)^2 \leq -\text{Ric}(\dot{\gamma}). \tag{14.14}
\]

For later purposes, it will be convenient to define \(D(t) := \frac{J(t)^{1/n}}{J(0)}\) (which one can think of as a coefficient of mean distortion); then the left-hand side of (14.14) is exactly \(n\frac{\ddot{D}}{D}\). So
\[
\frac{\ddot{D}}{D} \leq -\frac{\text{Ric}(\dot{\gamma})}{n}. \tag{14.15}
\]

Yet another useful formula is obtained by introducing \(\ell(t) := -\log J(t)\), and then (14.13) becomes
\[
\dddot{\ell}(t) \geq \frac{\dot{\ell}(t)^2}{n} + \text{Ric}(\dot{\gamma}). \tag{14.16}
\]

In all of these formulas, we have always taken \(t = 0\) as the starting time, but it is clear that we could do just the same with any starting time \(t_0 \in [0, 1]\), that is, consider, instead of \(T_t(x) = \exp(t\nabla \psi(x))\), the map \(T_{t_0-t}(x) = \exp((t - t_0)\nabla \psi(x))\). Then all the differential inequalities are unchanged; the only difference is that the Jacobian determinant at time \(t = 0\) is not necessarily 1.

**Taking out the direction of motion**

The previous formulas are quite sufficient to derive many useful geometric consequences. However, one can refine them by taking advantage of the fact that curvature is not felt in the direction of motion. In other words, if one is traveling along some geodesic \(\gamma\), one will never be able to detect some curvature by considering variations (in the initial position, or initial velocity) in the direction of \(\gamma\) itself: the path will always be the same, up to reparametrization. This corresponds to the property \(R(t)\dot{\gamma}(t) = 0\), where \(R(t)\) is the matrix appearing in (14.6). In short, curvature is felt only in \(n-1\) directions out of \(n\). This loose principle often leads to a refinement of estimates by a factor \((n - 1)/n\).

Here is a recipe to “separate out” the direction of motion from the other directions. As before, assume that the first vector of the orthonormal basis \(J(0)\) is \(e_1(0) = \dot{\gamma}(0)/|\dot{\gamma}(0)|\). (The case when \(\dot{\gamma}(0) = 0\)
can be treated separately.) Set $u_{//} = u_{11}$ (this is the coefficient in $U$ which corresponds to just the direction of motion), and define $U_{\perp}$ as the $(n - 1) \times (n - 1)$ matrix obtained by removing the first line and first column in $U$. Of course, $\text{tr}(U) = u_{//} + \text{tr}(U_{\perp})$. Next decompose the Jacobian determinant $\mathcal{J}$ into a parallel and an orthogonal contributions:

$$\mathcal{J} = \mathcal{J}_{//} \mathcal{J}_{\perp}, \quad \mathcal{J}_{//}(t) = \exp\left(\int_0^t u_{//}(s) \, ds\right).$$

Further define parallel and orthogonal distortions by

$$D_{//} = \mathcal{J}_{//}, \quad D_{\perp} = \mathcal{J}_{\perp}^{\frac{1}{n-1}};$$

and, of course,

$$\ell_{//} = -\log \mathcal{J}_{//}, \quad \ell_{\perp} = -\log \mathcal{J}_{\perp}. \quad (14.17)$$

Since the first row of $R(t)$ vanishes, equation (14.11) implies

$$\dot{u}_{//} = -\sum_j u_{1j}^2 \leq -u_{11}^2 = -u_{//}^2.$$

It follows easily that

$$\ddot{\ell}_{//} \geq \dot{\ell}_{//}^2, \quad (14.18)$$

or equivalently

$$\ddot{\mathcal{J}}_{//} \leq 0, \quad (14.19)$$

so $D_{//} = \mathcal{J}_{//}$ is always a concave function of $t$ (this property does not depend on the curvature of $M$), and the same holds true of course for $D_{\perp}$ which coincides with $\mathcal{J}_{\perp}$.

Now let us take care of the orthogonal part: Putting together (14.9), (14.10), (14.11), (14.18), we find

$$\ddot{\ell}_{\perp} = -\frac{d}{dt}(\text{tr} U) - \dot{\ell}_{//} = \text{tr}(U^2) + \text{Ric}(\dot{\gamma}) - \sum u_{1j}^2.$$

Since $\text{tr} U^2 = \text{tr}(U_{\perp})^2 + 2 \sum u_{1j}^2$, this implies

$$\ddot{\ell}_{\perp} \geq \text{tr}(U_{\perp}^2) + \text{Ric}(\dot{\gamma}). \quad (14.20)$$

Then in the same manner as before, one can obtain

$$\ddot{\ell}_{\perp} \geq \frac{(\dot{\ell}_{\perp})^2}{n-1} + \text{Ric}(\dot{\gamma}), \quad (14.21)$$
\[
\frac{\ddot{D}_\perp}{D_\perp} \leq -\frac{\text{Ric}(\dot{\gamma})}{n-1}.
\] (14.22)

To summarize: The basic inequalities for \(\ell_\perp\) and \(\ell_\parallel\) are the same as for \(\ell\), but with the exponent \(n\) replaced by \(n-1\) in the case of \(\ell_\perp\), and 1 in the case of \(\ell_\parallel\); and the number \(\text{Ric}(\dot{\gamma})\) replaced by 0 in the case of \(\ell_\parallel\). The same for \(D_\perp\) and \(D_\parallel\).

### Positivity of the Jacobian

Unlike the distance function, the exponential map is always smooth. But this does not prevent the Jacobian determinant \(J(t)\) from vanishing, i.e. the matrix \(J(t)\) from becoming singular (not invertible). Then computations such as (14.9) break down. So all the computations performed before are only valid if \(J(t)\) is positive for all \(t \in (0,1)\).

In terms of \(\ell(t) = -\log J(t)\), the vanishing of the Jacobian determinant corresponds to a divergence \(\ell(t) \to \infty\). Readers familiar with ordinary differential equations will have no trouble believing that these events are not rare: Indeed, \(\ell\) solves the Ricatti-type equation (14.16), and such equations often lead to blow-up in finite time. For instance, consider a function \(\ell(t)\) that solves

\[
\ddot{\ell} \geq \frac{(\dot{\ell})^2}{n-1} + K,
\]

where \(K > 0\). Consider a time \(t_0\) where \(\ell\) has a minimum, so \(\dot{\ell}(t_0) = 0\). Then, \(\ell\) cannot be defined on a time-interval larger than \([t_0-T,t_0+T]\), where \(T := \pi \sqrt{(n-1)/K}\). So the Jacobian has to vanish at some time, and we even have a bound on this time. (With a bit more work, this estimate implies the Bonnet–Myers theorem, which asserts that the diameter of \(M\) cannot be larger than \(\pi \sqrt{(n-1)/K}\) if \(\text{Ric} \geq Kg\).)

The vanishing of the Jacobian may occur even along geodesics that are minimizing for all times: Consider for instance \(\xi(x) = -2x\) in \(\mathbb{R}^n\); then the image of \(\exp(t\xi)\) is reduced to a single point when \(t = 1/2\). However, in the case of optimal transport, the Jacobian cannot vanish at intermediate times, at least for almost all initial points: Recall indeed the last part of Theorem 11.3. This property can be seen as a result of the very special choice of the velocity field \(\xi\), which is the gradient of a \(d^2/2\)-convex function; or as a consequence of the “no-crossing”
Bochner’s formula

So far, we have discussed curvature from a *Lagrangian* point of view, that is, by going along a geodesic path $\gamma(t)$, keeping the memory of the initial position. It is useful to be also familiar with the *Eulerian* point of view, in which the focus is not on the trajectory, but on the velocity field $\xi = \xi(t, x)$. To switch from Lagrangian to Eulerian description, just write

$$\dot{\gamma}(t) = \xi(t, \gamma(t)).$$  \hfill (14.23)

In general, this can be a subtle issue because two trajectories might cross, and then there might be no way to define a meaningful velocity field $\xi(t, \cdot)$ at the crossing point. However, if a smooth vector field $\xi = \xi(0, \cdot)$ is given, then around any point $x_0$ the trajectories $\gamma(t, x) = \exp(t \xi(x))$ do not cross for $|t|$ small enough, and one can define $\xi(t, x)$ without ambiguity. The covariant differentiation of (14.23) along $\xi$ itself, and the geodesic equation $\ddot{\gamma} = 0$, yield

$$\frac{\partial \xi}{\partial t} + \nabla_\xi \xi = 0,$$  \hfill (14.24)

which is the **pressureless Euler equation**. From a physical point of view, this equation describes the velocity field of a bunch of particles which travel along geodesic curves without interacting. The derivation of (14.24) will fail when the geodesic paths start to cross, at which point the solution to (14.24) would typically lose smoothness and need reinterpretation. But for the sequel, we only need (14.24) to be satisfied for small values of $|t|$, and locally around $x$.

All the previous discussion about Ricci curvature can be recast in Eulerian terms. Let $\gamma(t, x) = \exp_x(t \xi(x))$; by the definition of the covariant gradient, we have

$$\dot{J}(t, x) = \nabla \xi(t, \gamma(t, x)) J(t, x)$$

(the same formula that we had before at time $t = 0$). Under the identification of $\mathbb{R}^n$ with $T_{\gamma(t)} M$ provided by the basis $E(t)$, we can identify $J$ with the matrix $J$, and then
\[ U(t, x) = \dot{J}(t, x) J(t, x)^{-1} = \nabla \xi(t, \gamma(t, x)), \] (14.25)

where again the linear operator \( \nabla \xi \) is identified with its matrix in the basis \( E \).

Then \( \text{tr} \ U(t, x) = \text{tr} \nabla \xi(t, x) \) coincides with the divergence of \( \xi(t, \cdot) \), evaluated at \( x \). By the chain-rule and (14.24),

\[
\frac{d}{dt} \left( \text{tr} U(t, x) \right) = \nabla \cdot \left( \frac{\partial \xi}{\partial t}(t, \gamma(t, x)) \right) + \dot{\gamma}(t, x) \cdot \nabla (\nabla \cdot \xi)(t, \gamma(t, x)) \\
= \left( -\nabla \cdot (\nabla \xi) + \xi \cdot \nabla (\nabla \cdot \xi) \right)(t, \gamma(t, x)).
\]

Thus the Lagrangian formula (14.12) can be translated into the Eulerian formula

\[ -\nabla \cdot (\nabla \xi \xi) + \xi \cdot \nabla (\nabla \cdot \xi) + \text{tr} \left( \nabla \xi \right)^2 + \text{Ric}(\xi) = 0. \] (14.26)

All functions here are evaluated at \( (t, \gamma(t, x)) \), and of course we can choose \( t = 0 \), and \( x \) arbitrary. So (14.26) is an identity that holds true for any smooth (say \( C^2 \)) vector field \( \xi \) on our manifold \( M \). Of course it can also be established directly by a coordinate computation.\(^1\)

While formula (14.26) holds true for all vector fields \( \xi \), if \( \nabla \xi \) is symmetric then two simplifications arise:

(a) \( \nabla \xi \xi = \nabla \xi \cdot \xi = \nabla \left| \xi \right|^2 \); 

(b) \( \text{tr} \left( \nabla \xi \right)^2 = \left\| \nabla \xi \right\|_{\text{HS}}^2 \), \( \text{HS} \) standing for Hilbert–Schmidt norm.

So (14.26) becomes

\[ -\Delta \left| \xi \right|^2 \left/ 2 \right. + \xi \cdot \nabla (\nabla \cdot \xi) + \left\| \nabla \xi \right\|_{\text{HS}}^2 + \text{Ric}(\xi) = 0. \] (14.27)

We shall apply it only in the case when \( \xi \) is a gradient: \( \xi = \nabla \psi \); then \( \nabla \xi = \nabla^2 \psi \) is indeed symmetric, and the resulting formula is

\[ -\Delta \left| \nabla \psi \right|^2 \left/ 2 \right. + \nabla \psi \cdot \nabla (\Delta \psi) + \left\| \nabla^2 \psi \right\|_{\text{HS}}^2 + \text{Ric}(\nabla \psi) = 0. \] (14.28)

\(^1\) With the notation \( \nabla \xi = \xi \cdot \nabla \) (which is classical in fluid mechanics), and \( \text{tr} \left( \nabla \xi \right)^2 = \nabla \xi \cdot \nabla \xi \), (14.26) takes the amusing form \( -\nabla \cdot \nabla \xi + \xi \cdot \nabla \nabla \cdot \xi + \nabla \xi \cdot \nabla \xi + \text{Ric}(\xi) = 0 \).
The identity (14.26), or its particular case (14.28), is called the **Bochner–Weitzenböck–Lichnerowicz formula**, or just Bochner’s formula.²

**Remark 14.5.** With the ansatz $\xi = \nabla \psi$, the pressureless Euler equation (14.24) reduces to the **Hamilton–Jacobi equation**

$$\frac{\partial \psi}{\partial t} + \frac{|\nabla \psi|^2}{2} = 0.$$ 

(14.29)

One can use this equation to obtain (14.28) directly, instead of first deriving (14.26). Here equation (14.29) is to be understood in a viscosity sense (otherwise there are many spurious solutions); in fact the reader might just as well take the identity

$$\psi(t, x) = \inf_{y \in M} \left[ \psi(y) + \frac{d(x, y)^2}{2t} \right]$$

as the definition of the solution of (14.29). Then the geodesic curves $\gamma$ starting with $\gamma(0) = x$, $\dot{\gamma}(0) = \nabla \psi(x)$ are called **characteristic curves** of equation (14.29).

**Remark 14.6.** Here I have not tried to derive Bochner’s formula for nonsmooth functions. This could be done for semiconvex $\psi$, with an appropriate “compensated” definition for $-\Delta |\nabla \psi|^2/2 + \nabla \psi \cdot \nabla (\Delta \psi)$. In fact, the semiconvexity of $\nabla \psi$ prevents the formation of instantaneous shocks, and will allow the Lagrangian/Eulerian duality for a short time.

**Remark 14.7.** The operator $U(t, x)$ coincides with $\nabla^2 \psi(t, \gamma(t, x))$, which is another way to see that it is symmetric for $t > 0$.

From this point on, we shall only work with (14.28). Of course, by using the Cauchy–Schwarz identity as before, we can bound below $\|\nabla^2 \psi\|^2\text{HS}$ by $(\Delta \psi)^2/n$; therefore (14.25) implies

² In (14.26) or (14.28) I have written Bochner’s formula in purely “metric” terms, which will probably look quite ugly to many geometer readers. An equivalent but more “topological” way to write Bochner’s formula is

$$\Delta + \nabla \nabla^* + \text{Ric} = 0,$$

where $\Delta = -(dd^* + d^*d)$ is the Laplace operator on 1-forms, $\nabla$ is the covariant differentiation (under the identification of a 1-form with a vector field) and the adjoints are in $L^2(\text{vol})$. Also I should note that the name “Bochner formula” is attributed to a number of related identities.
\[
\Delta \frac{\nabla \psi^2}{2} - \nabla \psi \cdot \nabla (\Delta \psi) \geq \frac{(\Delta \psi)^2}{n} + \text{Ric}(\nabla \psi).
\]  
(14.30)

Apart from regularity issues, this inequality is strictly equivalent to (14.13), and therefore to (14.14) or (14.15).

Not so much has been lost when going from (14.28) to (14.30): there is still equality in (14.30) at all points \( x \) where \( \nabla^2 \psi(x) \) is a multiple of the identity.

One can also take out the direction of motion, \( \hat{\nabla} \psi := (\nabla \psi)/|\nabla \psi| \), from the Bochner identity. The Hamilton–Jacobi equation implies \( \partial_t \hat{\nabla} \psi + \nabla^2 \psi \cdot \hat{\nabla} \psi = 0 \), so

\[
\partial_t \left\langle \nabla^2 \psi \cdot \hat{\nabla} \psi, \hat{\nabla} \psi \right\rangle = -\left\langle \nabla^2 (|\nabla \psi|^2/2) \cdot \hat{\nabla} \psi, \hat{\nabla} \psi \right\rangle - 2 \left\langle \nabla^2 \psi \cdot (\nabla^2 \psi \cdot \hat{\nabla} \psi), \hat{\nabla} \psi \right\rangle,
\]

and by symmetry the latter term can be rewritten \( -2(|\nabla^2 \psi| \cdot \hat{\nabla} \psi|^2 \). From this one easily obtains the following refinement of Bochner’s formula: Define

\[
\Delta_{//} f = \left\langle \nabla^2 f \cdot \hat{\nabla} \psi, \hat{\nabla} \psi \right\rangle, \quad \Delta_{\perp} = \Delta - \Delta_{//},
\]

then

\[
\begin{cases} 
\Delta_{//} \frac{|\nabla \psi|^2}{2} - \nabla \psi \cdot \nabla \Delta_{//} \psi + 2 |(\nabla^2 \psi) \cdot \hat{\nabla} \psi|^2 \geq (\Delta_{//} \psi)^2 \\
\Delta_{\perp} \frac{|\nabla \psi|^2}{2} - \nabla \psi \cdot \nabla \Delta_{\perp} \psi - 2 |(\nabla^2 \psi) \cdot \hat{\nabla} \psi|^2 \geq \|\nabla^2 \psi\|^2_{\text{HS}} + \text{Ric}(\nabla \psi).
\end{cases}
\]

(14.31)

This is the “Bochner formula with the direction of motion taken out”. I have to confess that I never saw these frightening formulas anywhere, and don’t know whether they have any use. But of course, they are equivalent to their Lagrangian counterpart, which will play a crucial role in the sequel.

**Analytic and geometric consequences of Ricci curvature bounds**

Inequalities (14.13), (14.14), (14.15) and (14.30) are the “working heart” of Ricci curvature analysis. Many geometric and analytic consequences follow from these estimates.
Here is a first example coming from analysis and partial differential equations theory: If the Ricci curvature of $M$ is globally bounded below ($\inf_x \text{Ric}_x > -\infty$), then there exists a unique heat kernel, i.e. a measurable function $p_t(x, y)$ ($t > 0$, $x \in M$, $y \in M$), integrable in $y$, smooth outside of the diagonal $x = y$, such that $f(t, x) := \int p_t(x, y) f_0(y) \, d\text{vol}(y)$ solves the heat equation $\partial_t f = \Delta f$ with initial datum $f_0$.

Here is another example in which some topological information can be recovered from Ricci bounds: If $M$ is a manifold with nonnegative Ricci curvature (for each $x$, $\text{Ric}_x \geq 0$), and there exists a line in $M$, that is, a geodesic $\gamma$ which is minimizing for all values of time $t \in \mathbb{R}$, then $M$ is isometric to $\mathbb{R} \times M'$, for some Riemannian manifold $M'$. This is the splitting theorem, in a form proven by Cheeger and Gromoll.

Many quantitative statements can be obtained from (i) a lower bound on the Ricci curvature and (ii) an upper bound on the dimension of the manifold. Below is a (grossly nonexhaustive) list of some famous such results. In the statements to come, $M$ is always assumed to be a smooth, complete Riemannian manifold, $\text{vol}$ stands for the Riemannian volume on $M$, $\Delta$ for the Laplace operator and $d$ for the Riemannian distance; $K$ is the lower bound on the Ricci curvature, and $n$ is the dimension of $M$. Also, if $A$ is a measurable set, then $A'$ will denote its $r$-neighborhood, which is the set of points that lie at a distance at most $r$ from $A$. Finally, the “model space” is the simply connected Riemannian manifold with constant sectional curvature which has the same dimension as $M$, and Ricci curvature constantly equal to $K$ (more rigorously, to $Kg$, where $g$ is the metric tensor on the model space).

1. Volume growth estimates: The Bishop–Gromov inequality (also called Riemannian volume comparison theorem) states that the volume of balls does not increase faster than the volume of balls in the model space. In formulas: for any $x \in M$,

$$\frac{\text{vol} [B_r(x)]}{V(r)}$$

is a nonincreasing function of $r$,

where

$$V(r) = \int_0^r S(r') \, dr',$$
\[
S(r) = \begin{cases} 
\sin^{n-1}\left(\sqrt{\frac{K}{n-1}} r\right) & \text{if } K > 0 \\
r^{n-1} & \text{if } K = 0 \\
\sinh^{n-1}\left(\sqrt{\frac{|K|}{n-1}} r\right) & \text{if } K < 0.
\end{cases}
\]

Here of course \(S(r)\) is the surface area of \(B_r(0)\) in the model space, that is the \((n-1)\)-dimensional volume of \(\partial B_r(0)\), and \(c_{n,K}\) is a nonessential normalizing constant. (See Theorem 18.8 later in this course.)

2. Diameter estimates: The **Bonnet–Myers theorem** states that, if \(K > 0\), then \(M\) is compact and more precisely
\[
diam(M) \leq \pi \sqrt{\frac{n-1}{K}},
\]
with equality for the model sphere.

3. Spectral gap inequalities: If \(K > 0\), then the spectral gap \(\lambda_1\) of the nonnegative operator \(-\Delta\) is bounded below:
\[
\lambda_1 \geq \frac{nK}{n-1},
\]
with equality again for the model sphere. (See Theorem 21.20 later in this course.)

4. (Sharp) Sobolev inequalities: If \(K > 0\) and \(n \geq 3\), let \(\mu = \frac{\text{vol}}{\text{vol}[M]}\) be the normalized volume measure on \(M\); then for any smooth function on \(M\),
\[
\|f\|_{L^{2^*}(\mu)}^2 \leq \|f\|_{L^2(\mu)}^2 + \frac{4}{Kn(n-2)} \|\nabla f\|_{L^2(\mu)}^2, \quad 2^* = \frac{2n}{n-2},
\]
and those constants are sharp for the model sphere.

5. Heat kernel bounds: There are many of them, in particular the well-known **Li–Yau estimates**: If \(K \geq 0\), then the heat kernel \(p_t(x,y)\) satisfies
\[
p_t(x,y) \leq \frac{C}{\text{vol}[B_{\sqrt{t}}(x)]} \exp\left(-\frac{d(x,y)^2}{2Ct}\right),
\]
for some constant \(C\) which only depends on \(n\). For \(K < 0\), a similar bound holds true, only now \(C\) depends on \(K\) and there is an additional
factor $e^{Ct}$. There are also pointwise estimates on the derivatives of \( \log p_t \), in relation with Harnack inequalities.

The list could go on. More recently, Ricci curvature has been at the heart of Perelman’s solution of the celebrated Poincaré conjecture, and more generally the topological classification of three-dimensional manifolds. Indeed, Perelman’s argument is based on Hamilton’s idea to use Ricci curvature in order to define a “heat flow” in the space of metrics, via the partial differential equation

\[
\frac{\partial g}{\partial t} = -2 \text{Ric}(g),
\]

where \( \text{Ric}(g) \) is the Ricci tensor associated with the metric \( g \), which can be thought of as something like \( -\Delta g \). The flow defined by (14.32) is called the Ricci flow. Some time ago, Hamilton had already used its properties to show that a compact simply connected three-dimensional Riemannian manifold with positive Ricci curvature is automatically diffeomorphic to the sphere \( S^3 \).

Change of reference measure and effective dimension

For various reasons, one is often led to consider a reference measure \( \nu \) that is not the volume measure \( \text{vol} \), but, say, \( \nu(dx) = e^{-V(x)} \text{vol}(dx) \), for some function \( V : M \to \mathbb{R} \), which in this chapter will always be assumed to be of class \( C^2 \). The metric–measure space \( (M,d,\nu) \), where \( d \) stands for the geodesic distance, may be of interest in its own right, or may appear as a limit of Riemannian manifolds, in a sense that will be studied in Part III of these notes.

Of course, such a change of reference measure affects Jacobian determinants; so Ricci curvature estimates will lose their geometric meaning unless one changes the definition of Ricci tensor to take the new reference measure into account. This might perturb the dependence of all estimates on the dimension, so it might also be a good idea to introduce an “effective dimension” \( N \), which may be larger than the “true” dimension \( n \) of the manifold.

The most well-known example is certainly the Gaussian measure in \( \mathbb{R}^n \), which I shall denote by \( \gamma^{(n)} \) (do not confuse it with a geodesic!):

\[
\gamma^{(n)}(dx) = \frac{e^{-|x|^2}}{(2\pi)^{n/2}} dx, \quad x \in \mathbb{R}^n.
\]
It is a matter of experience that most theorems which we encounter about the Gaussian measure can be written just the same in dimension 1 or in dimension \( n \), or even in infinite dimension, when properly interpreted. In fact, the effective dimension of \((\mathbb{R}^n, \gamma^{(n)})\) is infinite, in a certain sense, whatever \( n \). I admit that this perspective may look strange, and might be the result of lack of imagination; but in any case, it will fit very well into the picture (in terms of sharp constants for geometric inequalities, etc.).

So, again let

\[
T_t(x) = \gamma(t, x) = \exp_x(t \nabla \psi(x));
\]

now the Jacobian determinant is

\[
\mathcal{J}(t, x) = \lim_{r \to 0} \frac{\nu[T_t(B_r(x))]}{\nu[B_r(x)]} = \frac{e^{-V(T_t(x))}}{e^{-V(x)}} \mathcal{J}_0(t, x),
\]

where \( \mathcal{J}_0 \) is the Jacobian corresponding to \( V \equiv 0 \) (that is, to \( \nu = \text{vol} \)).

Then (with dots still standing for derivation with respect to \( t \)),

\[
(\log \mathcal{J})'(t, x) = (\log \mathcal{J}_0)'(t, x) - \dot{\gamma}(t, x) \cdot \nabla V(\gamma(t, x)),
\]

\[
[\log \mathcal{J}]^{(t, x)} = (\log \mathcal{J}_0)^{(t, x)} - \langle \nabla^2 V(\gamma(t, x)) \cdot \dot{\gamma}(t, x), \dot{\gamma}(t, x) \rangle.
\]

For later purposes it will be useful to keep track of all error terms in the inequalities. So rewrite (14.12) as

\[
(\text{tr} \ U) + \frac{(\text{tr} \ U)^2}{n} + \text{Ric}(\dot{\gamma}) = -\left\| U - \left( \frac{\text{tr} \ U}{n} \right) I_n \right\|^2_{\text{HS}}. \tag{14.33}
\]

Then the left-hand side in (14.33) becomes

\[
(\log \mathcal{J}_0)^{-} + \frac{[(\log \mathcal{J}_0)^{-}]^2}{n} + \text{Ric}(\dot{\gamma})
\]

\[
= (\log \mathcal{J})^{-} + \langle \nabla^2 V(\gamma) \cdot \dot{\gamma}, \dot{\gamma} \rangle + \frac{[(\log \mathcal{J})^{-} + \dot{\gamma} \cdot \nabla V(\gamma)]^2}{n} + \text{Ric}(\dot{\gamma}).
\]

By using the identity

\[
\frac{a^2}{n} = \frac{(a + b)^2}{N} - \frac{b^2}{N - n} + \frac{n}{N(N - n)} \left( b - a \frac{N - n}{n} \right)^2, \tag{14.34}
\]

we see that
\[
\frac{\left[(\log J) + \dot{\gamma} \cdot \nabla V(\gamma)\right]^2}{n} \]
\[
= \frac{\left[(\log J)\right]^2}{N} - \frac{(\dot{\gamma} \cdot \nabla V(\gamma))^2}{N - n} + \frac{n}{N(N - n)} \left[\left(\frac{N - n}{n}\right)(\log J) + \frac{N}{n} \dot{\gamma} \cdot \nabla V(\gamma)\right]^2 \]
\[
= \frac{\left[(\log J)\right]^2}{N} - \frac{(\dot{\gamma} \cdot \nabla V(\gamma))^2}{N - n} + \frac{n}{N(N - n)} \left[\left(\frac{N - n}{n}\right)(\log J) + \dot{\gamma} \cdot \nabla V(\gamma)\right]^2 \]
\[
= \frac{\left[(\log J)\right]^2}{N} - \frac{(\dot{\gamma} \cdot \nabla V(\gamma))^2}{N - n} + \frac{n}{N(N - n)} \left[\frac{N - n}{n} \text{tr} U + \dot{\gamma} \cdot \nabla V(\gamma)\right]^2. \]
When $N = \infty$ this takes a simpler form:

$$\ddot{\ell} = \text{Ric}_{\infty, \nu}(\dot{\gamma}) + \left\| U - \left( \frac{\text{tr} \, U}{n} \right) I_n \right\|_{\text{HS}}^2$$  \hspace{1cm} (14.38)

When $N < \infty$ one can introduce

$$\mathcal{D}(t) := \mathcal{J}(t)^{\frac{1}{N}},$$

and then formula (14.37) becomes

$$-N \frac{\dot{\mathcal{D}}}{\mathcal{D}} = \text{Ric}_{N, \nu}(\dot{\gamma}) + \left\| U - \left( \frac{\text{tr} \, U}{n} \right) I_n \right\|_{\text{HS}}^2 + \frac{n}{N(N - n)} \left[ \left( \frac{N - n}{n} \right) \text{tr} \, U + \dot{\gamma} \cdot \nabla V(\gamma) \right] \left( \frac{N - n}{n} \right) \text{tr} \, U + \dot{\gamma} \cdot \nabla V(\gamma) \right] \right\|^2. \hspace{1cm} (14.39)$$

Of course, it is a trivial corollary of (14.37) and (14.39) that

$$\begin{cases}
\ddot{\ell} \geq \frac{\dot{\ell}^2}{N} + \text{Ric}_{N, \nu}(\dot{\gamma}) \\
-N \frac{\ddot{\mathcal{D}}}{\mathcal{D}} \geq \text{Ric}_{N, \nu}(\dot{\gamma}).
\end{cases} \hspace{1cm} (14.40)$$

Finally, if one wishes, one can also take out the direction of motion (skip at first reading and go directly to the next section). Define, with self-explicit notation,

$$\mathcal{J}_\perp(t, x) = \mathcal{J}_0(\ell, t, x) e^{-\frac{V(\ell(x))}{e^{-V(x)}}},$$

and $\ell_\perp = -\log \mathcal{J}_\perp$, $\mathcal{D}_\perp = \mathcal{J}_\perp^{\frac{1}{N}}$. Now, in place of (14.33), use

$$(\text{tr} \, U_\perp) + \frac{(\text{tr} \, U_\perp)^2}{n - 1} + \text{Ric}(\dot{\gamma}) = -\left\| U_\perp - \left( \frac{\text{tr} \, U_\perp}{n - 1} \right) I_{n-1} \right\|_{\text{HS}}^2 - \sum_{j=2}^{n} u_{1j}^2$$  \hspace{1cm} (14.41)

as a starting point. Computations quite similar to the ones above lead to

$$\ddot{\ell}_\perp = \frac{(\dot{\ell}_\perp)^2}{N - 1} + \text{Ric}_{N, \nu}(\dot{\gamma}) + \left\| U_\perp - \left( \frac{\text{tr} \, U_\perp}{n - 1} \right) I_{n-1} \right\|_{\text{HS}}^2 + \frac{n - 1}{(N - 1)(N - n)} \left[ \left( \frac{N - n}{n - 1} \right) \text{tr} \, U + \dot{\gamma} \cdot \nabla V(\gamma) \right] \left( \frac{N - n}{n - 1} \right) \text{tr} \, U + \dot{\gamma} \cdot \nabla V(\gamma) \right] \right\|^2 + \sum_{j=2}^{n} u_{1j}^2. \hspace{1cm} (14.42)$$
In the case $N = \infty$, this reduces to
\[
\ddot{\ell}_\perp = \text{Ric}_{\infty, \nu}(\dot{\gamma}) + \left\| U_\perp - \left( \frac{\text{tr} U_\perp}{n - 1} \right) I_{n-1} \right\|^2_{\text{HS}} + \sum_{j=2}^n u_{ij}^2; \tag{14.43}
\]
and in the case $N < \infty$, to
\[
-N \frac{\dot{D}_\perp}{D_\perp} = \text{Ric}_{N, \nu}(\dot{\gamma}) + \left\| U_\perp - \left( \frac{\text{tr} U_\perp}{n - 1} \right) I_{n-1} \right\|^2_{\text{HS}}
+ \frac{n - 1}{(N - 1)(N - n)} \left[ \left( \frac{N - n}{n - 1} \right) \text{tr} U + \dot{\gamma} \cdot \nabla V(\gamma) \right]^2 + \sum_{j=2}^n u_{ij}^2. \tag{14.44}
\]
As corollaries,
\[
\begin{cases}
\ddot{\ell}_\perp \geq \frac{(\dot{\ell}_\perp)^2}{N - 1} + \text{Ric}_{N, \nu}(\dot{\gamma}) \\
-N \frac{\dot{D}_\perp}{D_\perp} \geq \text{Ric}_{N, \nu}(\dot{\gamma}).
\end{cases} \tag{14.45}
\]

**Generalized Bochner formula and $\Gamma_2$ formalism**

Of course there is an Eulerian translation of all that. This Eulerian formula can be derived either from the Lagrangian calculation, or from the Bochner formula, by a calculation parallel to the above one; the latter approach is conceptually simpler, while the former is faster. In any case the result is best expressed in terms of the differential operator
\[
L = \Delta - \nabla V \cdot \nabla,
\tag{14.46}
\]
and can be written
\[
L \left[ \frac{\| \nabla \psi \|^2}{2} - \nabla \psi \cdot \nabla L \psi \right]
= \| \nabla^2 \psi \|^2_{\text{HS}} + (\text{Ric} + \nabla^2 V)(\nabla \psi)
= \frac{(L \psi)^2}{N} + \text{Ric}_{N, \nu}(\nabla \psi)
+ \left( \left\| \nabla^2 \psi - \left( \frac{\Delta \psi}{n} \right) I_n \right\|^2_{\text{HS}} + \frac{n}{N(N - n)} \left[ \left( \frac{N - n}{n} \right) \Delta \psi + \nabla V \cdot \nabla \psi \right]^2 \right).
It is convenient to reformulate this formula in terms of the $\Gamma_2$ formalism. Given a general linear operator $L$, one defines the associated $\Gamma$ operator (or *carré du champ*) by the formula

$$\Gamma(f, g) = \frac{1}{2} [L(fg) - fLg - gLf]. \tag{14.47}$$

Note that $\Gamma$ is a bilinear operator, which in some sense encodes the deviation of $L$ from being a derivation operator. In our case, for (14.46),

$$\Gamma(f, g) = \nabla f \cdot \nabla g.$$ 

Next introduce the $\Gamma_2$ operator (or *carré du champ itéré*):

$$\Gamma_2(f, g) = \frac{1}{2} [L \Gamma(fg) - \Gamma(f, Lg) - \Gamma(g, Lf)]. \tag{14.48}$$

In the case of (14.46), the important formula for later purposes is

$$\Gamma_2(\psi) := \Gamma_2(\psi, \psi) = L \frac{|\nabla \psi|^2}{2} - \nabla \psi \cdot \nabla (L \psi). \tag{14.49}$$

Then our previous computations can be rewritten as

$$\Gamma_2(\psi) = \frac{(L \psi)^2}{N} + \text{Ric}_{N,\nu}(\nabla \psi)$$

$$+ \left( \left\| \nabla^2 \psi - \left( \frac{\Delta \psi}{n} \right) I_n \right\|_{\text{HS}}^2 + \frac{n}{N(N-n)} \left[ \left( \frac{N-n}{n} \right) \Delta \psi + \nabla V \cdot \nabla \psi \right]^2 \right). \tag{14.50}$$

Of course, a trivial corollary is

$$\Gamma_2(\psi) \geq \frac{(L \psi)^2}{N} + \text{Ric}_{N,\nu}(\nabla \psi). \tag{14.51}$$

And as the reader has certainly guessed, one can now take out the direction of motion (this computation is provided for completeness but will not be used): As before, define

$$\widehat{\nabla} \psi = \frac{\nabla \psi}{|\nabla \psi|},$$

then if $f$ is a smooth function, let $\nabla^2_{\perp} f$ be $\nabla^2 f$ restricted to the space orthogonal to $\nabla \psi$, and $\Delta_{\perp} f = \text{tr} (\nabla^2_{\perp} f)$, i.e.
\[ \Delta_{\perp} f = \Delta f - \left\langle \nabla^2 f \cdot \nabla\psi, \nabla\psi \right\rangle, \]

and next,

\[ L_{\perp} f = \Delta_{\perp} f - \nabla V \cdot \nabla f, \]

\[ \Gamma_{2,\perp}(\psi) = \frac{1}{N-1} \left[ \frac{\|\nabla\psi\|^2}{2} - \nabla\psi \cdot \nabla(L_{\perp} \psi) - 2|\nabla^2 \psi \cdot \nabla\psi|^2 - 2|\nabla^2 \psi \cdot \nabla\psi|^2 \right]. \]

Then

\[ \Gamma_{2,\perp}(\psi) = \left( \frac{L_{\perp} \psi}{N-1} \right)^2 + \text{Ric}_{N,\nu}(\nabla\psi) + \left\| \nabla^2 \psi - \left( \frac{\Delta_{\perp} \psi}{n-1} \right) I_{n-1} \right\|^2 \]

\[ + \frac{n-1}{(N-1)(N-n)} \left[ \left( \frac{N-n}{n-1} \right) \Delta_{\perp} \psi + \nabla V \cdot \nabla \psi \right]^2 + \sum_{j=2}^{n} (\partial_{1j} \psi)^2. \]

Curvature-dimension bounds

It is convenient to declare that a Riemannian manifold \( M \), equipped with its volume measure, satisfies the curvature-dimension estimate \( \text{CD}(K, N) \) if its Ricci curvature is bounded below by \( K \) and its dimension is bounded above by \( N \): \( \text{Ric} \geq K, \ n \leq N \). (As usual, \( \text{Ric} \geq K \) is a shorthand for “\( \forall x, \text{Ric}_x \geq Kg_x, \)” The number \( K \) might be positive or negative. If the reference measure is not the volume, but \( \nu = e^{-V} \text{vol} \), then the correct definition is \( \text{Ric}_{N,\nu} \geq K \).

Most of the previous discussion is summarized by Theorem 14.8 below, which is all the reader needs to know about Ricci curvature to understand the rest of the proofs in this course. For convenience I shall briefly recall the notation:

- **measures**: \( \text{vol} \) is the volume on \( M \), \( \nu = e^{-V} \text{vol} \) is the reference measure;
- **operators**: \( \Delta \) is the Laplace-(Beltrami) operator on \( M \), \( \nabla^2 \) is the Hessian operator, \( L = \Delta - \nabla V \cdot \nabla \) is the modified Laplace operator, and \( \Gamma_2(\psi) = L(|\nabla\psi|^2/2) - \nabla\psi \cdot \nabla(L\psi) \);
- **tensors**: \( \text{Ric} \) is the Ricci curvature bilinear form, and \( \text{Ric}_{N,\nu} \) is the modified Ricci tensor: \( \text{Ric}_{N,\nu} = \text{Ric} + \nabla^2 V - (\nabla V \otimes \nabla V)/(N-n) \), where \( \nabla^2 V(x) \) is the Hessian of \( V \) at \( x \), identified to a bilinear form;
functions: $\psi$ is an arbitrary function; in formulas involving the $\Gamma_2$ formalism it will be assumed to be of class $C^3$, while in formulas involving Jacobian determinants it will only be assumed to be semi-convex;

geodesic paths: If $\psi$ is a given function on $M$, $\gamma(t, x) = T_t(x) = \exp_x((t - t_0)\nabla \psi(x))$ is the geodesic starting from $x$ with velocity $\dot{\gamma}(t_0, x) = \nabla \psi(x)$, evaluated at time $t \in [0, 1]$; it is assumed that $J(t, x)$ does not vanish for $t \in (0, 1)$; the starting time $t_0$ may be the origin $t_0 = 0$, or any other time in $[0, 1]$;

Jacobian determinants: $J(t, x)$ is the Jacobian determinant of $T_t(x)$ (with respect to the reference measure $\nu$, not with respect to the standard volume), $\ell = -\log J$, and $D = J^{1/N}$ is the mean distortion associated with $(T_t)$;

the dot means differentiation with respect to time;

finally, the subscript $\perp$ in $J_{\perp}, D_{\perp}, \Gamma_{\perp}$ means that the direction of motion $\dot{\gamma} = \nabla \psi$ has been taken out (see above for precise definitions).

**Theorem 14.8 (CD($K, N$) curvature-dimension bound).** Let $M$ be a Riemannian manifold of dimension $n$, and let $K \in \mathbb{R}, N \in [n, \infty]$. Then, the conditions below are all equivalent if they are required to hold true for arbitrary data; when they are fulfilled, $M$ is said to satisfy the CD($K, N$) curvature-dimension bound:

(i) $\text{Ric}_{N, \nu} \geq K$;

(ii) $\Gamma_2(\psi) \geq \frac{\langle L \psi \rangle^2}{N} + K|\nabla \psi|^2$;

(iii) $\ddot{\ell} \geq \frac{\langle \dot{\ell} \rangle^2}{N} + K|\dot{\gamma}|^2$.

If $N < \infty$, this is also equivalent to

(iv) $\dot{D} + \left(\frac{K|\dot{\gamma}|^2}{N}\right) D \leq 0$.

Moreover, these inequalities are also equivalent to

(ii') $\Gamma_{2, \perp}(\psi) \geq \frac{\langle L_{\perp} \psi \rangle^2}{N-1} + K|\nabla \psi|^2$;

(iii') $\ddot{\ell}_{\perp} \geq \frac{\langle \dot{\ell}_{\perp} \rangle^2}{N-1} + K|\dot{\gamma}|^2$;

and, in the case $N < \infty$,

(iv') $\ddot{D}_{\perp} + \left(\frac{K|\dot{\gamma}|^2}{N-1}\right) D_{\perp} \leq 0$. 


Remark 14.9. Note carefully that the inequalities (i)–(iv') are required to be true always: For instance (ii) should be true for all \( \psi \), all \( x \) and all \( t \in (0,1) \). The equivalence is that \( (i) \) true for all \( x \) is equivalent to \( (ii) \) true for all \( \psi \), all \( x \) and all \( t \), etc.

Examples 14.10 (One-dimensional CD(\( K, N \)) model spaces).
(a) Let \( K > 0 \) and \( 1 < N < \infty \), consider

\[
M = \left( -\sqrt{N - 1} \frac{\pi}{2}, \sqrt{N - 1} \frac{\pi}{2} \right) \subset \mathbb{R},
\]

equipped with the usual distance on \( \mathbb{R} \), and the reference measure

\[
\nu(dx) = \cos^{N-1} \left( N - 1 \frac{\pi}{2} x \right) dx;
\]

then \( M \) satisfies CD(\( K, N \)), although the Hausdorff dimension of \( M \) is of course 1. Note that \( M \) is not complete, but this is not a serious problem since CD(\( K, N \)) is a local property. (We can also replace \( M \) by its closure, but then it is a manifold with boundary.)

(b) For \( K < 0 \), \( 1 \leq N < \infty \), the same conclusion holds true if one considers \( M = \mathbb{R} \) and

\[
\nu(dx) = \cosh^{N-1} \left( N - 1 \frac{\pi}{2} x \right) dx.
\]

(c) For any \( N \in [1, \infty) \), an example of one-dimensional space satisfying CD(0, \( N \)) is provided by \( M = (0, +\infty) \) with the reference measure \( \nu(dx) = x^{N-1} dx \);

(d) For any \( K \in \mathbb{R} \), take \( M = \mathbb{R} \) and equip it with the reference measure

\[
\nu(dx) = e^{-Kx^2} dx;
\]

then \( M \) satisfies CD(\( K, \infty \)).

Sketch of proof of Theorem 14.8. It is clear from our discussion in this chapter that (i) implies (ii) and (iii); and (iii) is equivalent to (iv) by elementary manipulations about derivatives. (Moreover, (ii) and (iii) are equivalent modulo smoothness issues, by Eulerian/Lagrangian duality.)

It is less clear why, say, (ii) would imply (i). This comes from formulas (14.37) and (14.50). Indeed, assume (ii) and choose an arbitrary
$x_0 \in M$, and $v_0 \in T_{x_0}M$. Assume, to fix ideas, that $N > n$. Construct a $C^3$ function $\psi$ such that

$$
\begin{align*}
\nabla \psi(x_0) &= v_0 \\
\nabla^2 \psi(x_0) &= \lambda_0 I_n \\
\Delta \psi(x_0) &= -\frac{n}{N-n} (\nabla V(x_0) \cdot v_0).
\end{align*}
$$

(This is fairly easy by using local coordinates, or distance and exponential functions.) Then all the remainder terms in (14.50) will vanish at $x_0$, so that

$$
K|v_0|^2 = K|\nabla \psi(x_0)|^2 \leq \left( I_2(\psi) - \frac{(L\psi)^2}{N} \right)(x_0) = \text{Ric}_{N,\nu}(\nabla \psi(x_0)) = \text{Ric}_{N,\nu}(v_0).
$$

So indeed $\text{Ric}_{N,\nu} \geq K$.

The proof goes in the same way for the equivalence between (i) and (ii'), (iii'), (iv'): again the problem is to understand why (ii') implies (i), and the reasoning is almost the same as before; the key point being that the extra error terms in $\partial_{ij} \psi, j \neq 2$, all vanish at $x_0$.

Many interesting inequalities can be derived from $\text{CD}(K,N)$. It was successfully advocated by Bakry and other authors during the past two decades that $\text{CD}(K,N)$ should be considered as a property of the generalized Laplace operator $L$. Instead, it will be advocated in this course that $\text{CD}(K,N)$ is a property of the solution of the optimal transport problem, when the cost function is the square of the geodesic distance. Of course, both points of view have their advantages and their drawbacks.

### From differential to integral curvature-dimension bounds

There are two ways to characterize the concavity of a function $f(t)$ on a time-interval, say $[0, 1]$: the differential inequality $\dddot{f} \leq 0$, or the integral bound $f((1-\lambda)t_0 + \lambda t_1) \geq (1-\lambda)f(t_0) + \lambda f(t_1)$. If the latter is required to hold true for all $t_0, t_1 \in [0, 1]$ and $\lambda \in [0, 1]$, then the two formulations are equivalent.
There are two classical generalizations. The first one states that the differential inequality $\ddot{f} + K \leq 0$ is equivalent to the integral inequality

$$f((1 - \lambda)t_0 + \lambda t_1) \geq (1 - \lambda)f(t_0) + \lambda f(t_1) + \frac{Kt(1 - t)}{2} (t_0 - t_1)^2.$$ 

Another one is as follows: The differential inequality

$$\ddot{f}(t) + \Lambda f(t) \leq 0 \quad (14.52)$$

is equivalent to the integral bound

$$f((1 - \lambda)t_0 + \lambda t_1) \geq \tau(1 - \lambda) f(t_0) + \tau(\lambda) f(t_1), \quad (14.53)$$

where

$$\tau(\lambda)(\theta) = \begin{cases} 
\sin(\lambda \theta \sqrt{A}) & \text{if } \Lambda > 0 \\
\sin(\theta \sqrt{A}) & \text{if } \Lambda = 0 \\
\sinh(\lambda \theta \sqrt{-A}) & \text{if } \Lambda < 0.
\end{cases}$$

A more precise statement, together with a proof, are provided in the Second Appendix of this chapter.

This leads to the following integral characterization of $\text{CD}(K, N)$:

**Theorem 14.11 (Integral reformulation of curvature-dimension bounds).** Let $M$ be a Riemannian manifold, equipped with a reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, and let $d$ be the geodesic distance on $M$. Let $K \in \mathbb{R}$ and $N \in [1, \infty]$. Then, with the same notation as in Theorem 14.8, $M$ satisfies $\text{CD}(K, N)$ if and only if the following inequality is always true (for any semiconvex $\psi$, and almost any $x$, as soon as $J(t, x)$ does not vanish for $t \in (0, 1)$):

$$D(t, x) \geq \tau_K N D(0, x) + \tau_K N D(1, x) \quad (N < \infty) \quad (14.54)$$

$$\ell(t, x) \leq (1 - t) \ell(0, x) + t \ell(1, x) - \frac{Kt(1 - t)}{2} d(x, y)^2 \quad (N = \infty), \quad (14.55)$$
where \( y = \exp_x (\nabla \psi(x)) \) and, in case \( N < \infty \),

\[
\tau_{K,N}^{(t)} = \begin{cases} 
\sin(t\alpha) / \sin \alpha & \text{if } K > 0 \\
t & \text{if } K = 0 \\
\sinh(t\alpha) / \sinh \alpha & \text{if } K < 0
\end{cases}
\]

where

\[
\alpha = \sqrt{|K|/N} d(x,y) \quad (\alpha \in [0,\pi] \text{ if } K > 0).
\]

Proof of Theorem 14.11. If \( N < \infty \), inequality (14.54) is obtained by transforming the differential bound of (iii) in Theorem 14.8 into an integral bound, after noticing that \(|\dot{\gamma}|\) is a constant all along the geodesic \( \gamma \), and equals \( d(\gamma_0, \gamma_1) \). Conversely, to go from (14.54) to Theorem 14.8(iii), we select a geodesic \( \gamma \), then reparametrize the geodesic \( \gamma_t \) \( t_0 \leq t \leq t_1 \) into a geodesic \( [0,1] \to M \), apply (14.54) to the reparametrized path and discover that

\[
D(t,x) \geq \tau_{K,N}^{(1-\lambda)} D(t_0,x) + \tau_{K,N}^{(\lambda)} D(t_1,x) \quad t = (1-\lambda)t_0 + \lambda t_1;
\]

where now \( \alpha = \sqrt{|K|/N d(\gamma(t_0), \gamma(t_1))} \). It follows that \( D(t,x) \) satisfies (14.53) for any choice of \( t_0, t_1 \); and this is equivalent to (14.52).

The reasoning is the same for the case \( N = \infty \), starting from inequality (ii) in Theorem 14.8. \( \square \)

The next result states that the the coefficients \( \tau_{K,N}^{(t)} \) obtained in Theorem 14.11 can be automatically improved if \( N \) is finite and \( K \neq 0 \), by taking out the direction of motion:

**Theorem 14.12 (Curvature-dimension bounds with direction of motion taken out).** Let \( M \) be a Riemannian manifold, equipped with a reference measure \( \nu = e^{-V} \text{vol} \), and let \( d \) be the geodesic distance on \( M \). Let \( K \in \mathbb{R} \) and \( N \in [1,\infty) \). Then, with the same notation as in Theorem 14.8, \( M \) satisfies CD\((K,N)\) if and only if the following inequality is always true (for any semiconvex \( \psi \), and almost any \( x \), as soon as \( J(t,x) \) does not vanish for \( t \in (0,1) \)):
\[ D(t, x) \geq \tau_{K,N}^{(1-t)} D(0, x) + \tau_{K,N}^{(t)} D(1, x) \]  

(14.56)

where now

\[
\tau_{K,N}^{(t)} = \begin{cases} 
    t \frac{1}{N} \left( \sin(t\alpha) \right)^{1-\frac{1}{N}} & \text{if } K > 0 \\
    t & \text{if } K = 0 \\
    t \frac{1}{N} \left( \sinh(t\alpha) \right)^{1-\frac{1}{N}} & \text{if } K < 0
\end{cases}
\]

and

\[ \alpha = \sqrt{\frac{|K|}{N-1}} d(x, y) \quad (\alpha \in [0, \pi] \text{ if } K > 0). \]

**Remark 14.13.** When \( N < \infty \) and \( K > 0 \) Theorem 14.12 contains the Bonnet–Myers theorem according to which \( d(x, y) \leq \pi \sqrt{(N-1)/K} \). With Theorem 14.11 the bound was only \( \pi \sqrt{N/K} \).

Proof of Theorem 14.12. The proof that (14.56) implies \( \text{CD}(K, N) \) is done in the same way as for (14.54). (In fact (14.56) is stronger than (14.54).)

As for the other implication: Start from (14.22), and transform it into an integral bound:

\[ D(t, x) \geq \sigma_{K,N}^{(1-t)} D(0, x) + \sigma_{K,N}^{(t)} D(1, x), \]

where \( \sigma_{K,N}^{(t)} = \sin(t\alpha)/\sin \alpha \) if \( K > 0 \); \( t \) if \( K = 0 \); \( \sinh(t\alpha)/\sinh \alpha \) if \( K < 0 \). Next transform (14.19) into the integral bound

\[ D(t, x) \geq (1-t) D(t, x) + t D(t, x). \]

Both estimates can be combined thanks to Hölder’s inequality:

\[
D(t, x) = D(t, x)^{1-\frac{1}{N}} D(t, x)^{\frac{1}{N}} \\
\geq \left( \sigma_{K,N}^{(1-t)} D(0, x) + \sigma_{K,N}^{(t)} D(1, x) \right)^{1-\frac{1}{N}} \\
\geq \left( (1-t) D(0, x) + t D(1, x) \right)^{\frac{1}{N}} \\
\geq (\sigma_{K,N}^{(1-t)})^{\frac{1}{N}} (1-t)^{\frac{1}{N}} D(0, x) + (\sigma_{K,N}^{(t)})^{\frac{1}{N}} t^{\frac{1}{N}} D(1, x).
\]

This implies inequality (14.56).  \( \square \)
Estimate (14.56) is sharp in general. The following reformulation yields an appealing interpretation of $\text{CD}(K, N)$ in terms of comparison spaces. In the sequel, I will write $\text{Jac}_x$ for the (unoriented) Jacobian determinant evaluated at point $x$, computed with respect to a given reference measure.

**Corollary 14.14 (Curvature-dimension bounds by comparison).** Let $M$ be a Riemannian manifold equipped with a reference measure $\nu = e^{-V}\text{vol}$, $V \in C^2(M)$. Define the $J$-function of $M$ on $[0, 1] \times \mathbb{R}_+ \times \mathbb{R}_+$ by the formula

$$J_{M, \nu}(t, \delta, J) := \inf \left\{ \text{Jac}_x(\exp(t\xi)); \ |\xi(x)| = \delta; \ \text{Jac}_x(\exp(\xi)) = J \right\},$$

(14.57)

where the infimum is over all vector fields $\xi$ defined around $x$, such that $\nabla \xi(x)$ is symmetric, and $\text{Jac}_x(\exp s\xi) \neq 0$ for $0 \leq s < 1$. Then, for any $K \in \mathbb{R}$, $N \in [1, \infty]$ ($K \leq 0$ if $N = 1$),

$$(M, \nu) \text{ satisfies } \text{CD}(K, N) \iff J_{M, \nu} \geq J^{(K, N)},$$

where $J^{(K, N)}$ is the $J$-function of the model CD$(K, N)$ space considered in Examples 14.10.

If $N$ is an integer, $J^{(K, N)}$ is also the $J$-function of the $N$-dimensional model space

$$S^{(K, N)} = \begin{cases} 
S^N\left(\sqrt{\frac{N-1}{K}}\right) & \text{if } K > 0 \\
\mathbb{R}^N & \text{if } K = 0 \\
\mathbb{H}^N\left(\sqrt{\frac{N-1}{|K|}}\right) & \text{if } K < 0,
\end{cases}$$

equipped with its volume measure.

Corollary 14.14 results from Theorem 14.12 by a direct computation of the $J$-function of the model spaces. In the case of $S^{(K, N)}$, one can also make a direct computation, or note that all the inequalities which were used to obtain (14.56) turn into equalities for suitable choices of parameters.
Remark 14.15. There is a quite similar (and more well-known) formulation of lower sectional curvature bounds which goes as follows. Define the $\mathcal{L}$-function of a manifold $M$ by the formula

$$
\mathcal{L}_M(t, \delta, L) = \inf \left\{ d(\exp_x(tv), \exp_x(tw)); \quad |v| = |w| = \delta; \quad d(\exp_x v, \exp_x w) = L \right\},
$$

where the infimum is over tangent vectors $v, w \in T_x M$. Then $M$ has sectional curvature larger than $\kappa$ if and only if $\mathcal{L}_M \geq \mathcal{L}(\kappa)$, where $\mathcal{L}(\kappa)$ is the $\mathcal{L}$-function of the reference space $S(\kappa)$, which is $S^2(1/\sqrt{\kappa})$ if $\kappa > 0$, $\mathbb{R}^2$ if $\kappa = 0$, and $\mathbb{H}^2(1/\sqrt{|\kappa|})$ if $\kappa < 0$. By changing the infimum into a supremum and reversing the inequalities, one can also obtain a characterization of upper sectional curvature bounds (under a topological assumption of simple connectivity). The comparison with (14.14) conveys the idea that sectional curvature bounds measure the rate of separation of geodesics in terms of distances, while Ricci curvature bounds do it in terms of Jacobian determinants.

Distortion coefficients

Apart from Definition 14.19, the material in this section is not necessary to the understanding of the rest of this course. Still, it is interesting because it will give a new interpretation of Ricci curvature bounds, and motivate the introduction of distortion coefficients, which will play a crucial role in the sequel.

Definition 14.16 (Barycenters). If $A$ and $B$ are two measurable sets in a Riemannian manifold, and $t \in [0, 1]$, a $t$-barycenter of $A$ and $B$ is a point which can be written $\gamma_t$, where $\gamma$ is a (minimizing, constant-speed) geodesic with $\gamma_0 \in A$ and $\gamma_1 \in B$. The set of all $t$-barycenters between $A$ and $B$ is denoted by $[A, B]_t$.

Definition 14.17 (Distortion coefficients). Let $M$ be a Riemannian manifold, equipped with a reference measure $e^{-V}\text{vol}$, $V \in C(M)$, and let $x$ and $y$ be any two points in $M$. Then the distortion coefficient $\beta_t(x, y)$ between $x$ and $y$ at time $t \in (0, 1)$ is defined as follows:
• If $x$ and $y$ are joined by a unique geodesic $\gamma$, then
\[
\bar{\beta}_t(x, y) = \lim_{r \downarrow 0} \frac{\nu([x, B_r(y)])}{\nu(B_r(y))} = \lim_{r \downarrow 0} \frac{\nu([x, B_r(y)])}{t^n \nu([B_r(y)])};
\quad (14.58)
\]

• If $x$ and $y$ are joined by several minimizing geodesics, then
\[
\bar{\beta}_t(x, y) = \inf_{\gamma} \limsup_{s \to 1^-} \bar{\beta}_t(x, \gamma_s),
\quad (14.59)
\]

where the infimum is over all minimizing geodesics joining $\gamma(0) = x$ to $\gamma(1) = y$.

Finally, the values of $\bar{\beta}_t(x, y)$ for $t = 0$ and $t = 1$ are defined by
\[
\bar{\beta}_1(x, y) \equiv 1; \quad \bar{\beta}_0(x, y) := \liminf_{t \to 0^+} \bar{\beta}_t(x, y).
\]

The heuristic meaning of distortion coefficients is as follows (see Figure 14.4). Assume you are standing at point $x$ and observing some device located at $y$. You are trying to estimate the volume of this device, but your appreciation is altered because light rays travel along curved lines (geodesics). If $x$ and $y$ are joined by a unique geodesic, then the coefficient $\bar{\beta}_0(x, y)$ tells by how much you are overestimating; so it is less than 1 in negative curvature, and greater than 1 in positive curvature. If $x$ and $y$ are joined by several geodesics, this is just the same, except that you choose to look in the direction where the device looks smallest.

**Fig. 14.4.** The meaning of distortion coefficients: Because of positive curvature effects, the observer overestimates the surface of the light source; in a negatively curved world this would be the contrary.
More generally, \( \beta_t(x, y) \) compares the volume occupied by the light rays emanating from the light source, when they arrive close to \( \gamma(t) \), to the volume that they would occupy in a flat space (see Figure 14.5).

Fig. 14.5. The distortion coefficient is approximately equal to the ratio of the volume filled with lines, to the volume whose contour is in dashed line. Here the space is negatively curved and the distortion coefficient is less than 1.

Now let us express distortion coefficients in differential terms, and more precisely *Jacobi fields*. A key concept in doing so will be the notion of *focalization*, which was already discussed in Chapter 8: A point \( y \) is said to be focal to another point \( x \) if there exists \( v \in T_xM \) such that \( y = \exp_v x \) and the differential \( d_v \exp_x : T_xM \to T_yM \) is not invertible. It is equivalent to say that there is a geodesic \( \gamma \) which visits both \( x \) and \( y \), and a Jacobi field \( J \) along \( \gamma \) such that \( J(x) = 0 \), \( J(y) = 0 \). This concept is obviously symmetric in \( x \) and \( y \), and then \( x, y \) are said to be conjugate points (along \( \gamma \)).

If \( x \) and \( y \) are joined by a unique geodesic \( \gamma \) and are not conjugate, then by the local inversion theorem, for \( r \) small enough, there is a unique velocity \( \xi(z) \) at \( z \in B_r(y) \) such that \( \exp_z \xi(z) = x \). Then the distortion coefficients can be interpreted as the Jacobian determinant of \( \exp \xi \) at time \( t \), renormalized by \( (1 - t)^n \), which would be the value in Euclidean space. The difference with the computations at the beginning of this chapter is that now the Jacobi field is not defined by its initial value and initial derivative, but rather by its initial value and its final value: \( \exp_z \xi(z) = x \) independently of \( z \), so the Jacobi field vanishes after a time 1. It will be convenient to reverse time so that \( t = 0 \) corresponds to \( x \) and \( t = 1 \) to \( y \); thus the conditions are \( J(0) = 0, J(1) = I_n \). After these preparations it is easy to derive the following:
Proposition 14.18 (Computation of distortion coefficients). Let $M$ be a Riemannian manifold, let $x$ and $y$ be two points in $M$. Then
\[
\overline{\beta}_t(x, y) = \inf_\gamma \beta_t^{[\gamma]}(x, y),
\]
where the infimum is over all minimizing geodesics $\gamma$ joining $\gamma(0) = x$ to $\gamma(1) = y$, and $\beta_t^{[\gamma]}(x, y)$ is defined as follows:

- If $x, y$ are not conjugate along $\gamma$, let $E$ be an orthonormal basis of $T_y M$ and define
\[
\beta_t^{[\gamma]}(x, y) = \begin{cases} 
\frac{\det J^{0,1}(t)}{t^n} & \text{if } 0 < t \leq 1 \\
\lim_{s \to 0} \frac{\det J^{0,1}(s)}{s^n} & \text{if } t = 0,
\end{cases}
\]
where $J^{0,1}$ is the unique matrix of Jacobi fields along $\gamma$ satisfying
\[
J^{0,1}(0) = 0; \quad J^{0,1}(1) = E;
\]

- If $x, y$ are conjugate along $\gamma$, define
\[
\beta_t^{[\gamma]}(x, y) = \begin{cases} 
1 & \text{if } t = 1 \\
+\infty & \text{if } 0 \leq t < 1,
\end{cases}
\]

Distortion coefficients can be explicitly computed for the model CD$(K, N)$ spaces and depend only on the distance between the two points $x$ and $y$. These particular coefficients (or rather their expression as a function of the distance) will play a key role in the sequel of these notes.

Definition 14.19 (Reference distortion coefficients). Given $K \in \mathbb{R}$, $N \in [1, \infty]$ and $t \in [0, 1]$, and two points $x, y$ in some metric space $(X, d)$, define $\beta_{t}^{(K,N)}(x, y)$ as follows:

- If $0 < t \leq 1$ and $1 < N < \infty$ then
\[ \beta_t^{(K,N)}(x,y) = \begin{cases} +\infty & \text{if } K > 0 \text{ and } \alpha > \pi, \\ \left( \frac{\sin(t\alpha)}{t\sin\alpha} \right)^{N-1} & \text{if } K > 0 \text{ and } \alpha \in [0,\pi], \\ 1 & \text{if } K = 0, \\ \left( \frac{\sinh(t\alpha)}{t\sinh\alpha} \right)^{N-1} & \text{if } K < 0, \end{cases} \]

where
\[ \alpha = \sqrt{\frac{|K|}{N-1}} d(x,y). \]

- In the two limit cases \( N \to 1 \) and \( N \to \infty \), modify the above expressions as follows:

\[ \beta_t^{(K,1)}(x,y) = \begin{cases} +\infty & \text{if } K > 0, \\ 1 & \text{if } K \leq 0, \end{cases} \]

\[ \beta_t^{(K,\infty)}(x,y) = K \, e^{K(1-t^2)} d(x,y)^2. \]

- For \( t = 0 \) define \( \beta_0^{(K,N)}(x,y) = 1 \).

If \( \mathcal{X} \) is the model space for \( \text{CD}(K,N) \), as in Examples 14.10, then \( \beta^{(K,N)} \) is just the distortion coefficient on \( \mathcal{X} \).

If \( K \) is positive, then for fixed \( t \), \( \beta_t^{(K,N)} \) is an increasing function of \( \alpha \) (going to \( +\infty \) at \( \alpha = \pi \)), while for fixed \( \alpha \), it is a decreasing function of \( t \) on \([0,1]\). All this is reversed for negative \( K \). On the whole, \( \beta_t^{(K,N)} \) is nondecreasing in \( K \) and nonincreasing in \( N \). (See Figure 14.6.)

The next two theorems relate distortion coefficients with Ricci curvature lower bounds; they show that (a) distortion coefficients can be interpreted as the "best possible" coefficients in concavity estimates for the Jacobian determinant; and (b) the curvature-dimension bound \( \text{CD}(K,N) \) is a particular case of a family of more general estimates characterized by a lower bound on the distortion coefficients.
Theorem 14.20 (Distortion coefficients and concavity of Jacobian determinant). Let \( M \) be a Riemannian manifold of dimension \( n \), and let \( x,y \) be any two points in \( M \). Then if \((\beta_t(x,y))_{0 \leq t \leq 1}\) and \((\beta_t(y,x))_{0 \leq t \leq 1}\) are two families of nonnegative coefficients, the following statements are equivalent:

(a) \( \forall t \in [0,1], \beta_t(x,y) \leq \overline{\beta}_t(x,y); \beta_t(y,x) \leq \overline{\beta}_t(y,x); \)

(b) For any \( N \geq n \), for any geodesic \( \gamma \) joining \( x \) to \( y \), for any \( t_0 \in [0,1] \), and for any initial vector field \( \xi \) around \( x_0 = \gamma(t_0) \), \( \nabla \xi(x_0) \) symmetric, let \( J(s) \) stand for the Jacobian determinant of \( \exp((s-t_0)\xi) \) at \( x_0 \); if \( J(s) \) does not vanish for \( 0 < s < 1 \), then for all \( t \in [0,1] \),

\[
\begin{cases}
 J(t) \geq (1-t) \beta_1(t,y,x) \overline{J}(0) + t \beta_1(x,y) \overline{J}(1) & (N < \infty) \\
 \log J(0,x) \geq (1-t) \log J(0) + t \log J(1) \\
 + [(1-t) \log \beta_1(y,x) + t \log \beta_1(x,y)] & (N = \infty); \\
\end{cases}
\]

(14.65)

(c) Property (b) holds true for \( N = n \).

Theorem 14.21 (Ricci curvature bounds in terms of distortion coefficients). Let \( M \) be a Riemannian manifold of dimension \( n \), equipped with its volume measure. Then the following two statements are equivalent:

(a) \( \text{Ric} \geq K; \)

(b) \( \overline{\beta} \geq \beta^{(K,n)}. \)

Sketch of proof of Theorem 14.20. To prove the implication (a)\( \Rightarrow \) (b), it suffices to establish (14.65) for \( \beta = \overline{\beta} \). The case \( N = \infty \) is obtained from
the case \( N < \infty \) by passing to the limit, since \( \lim_{N \to 0} [N(a^{1/N} - 1)] = \log a \). So all we have to show is that if \( n \leq N < \infty \), then

\[
\mathcal{J}(t)^{\frac{1}{N}} \geq (1-t)\beta_{1-t}(y,x)^{\frac{1}{N}} \mathcal{J}(0)^{\frac{1}{N}} + t \beta_t(x,y)^{\frac{1}{N}} \mathcal{J}(1)^{\frac{1}{N}}.
\]

The case when \( x, y \) are conjugate can be treated by a limiting argument. (In fact the conclusion is that both \( \mathcal{J}(0) \) and \( \mathcal{J}(1) \) have to vanish if \( x \) and \( y \) are conjugate.) So we may assume that \( x \) and \( y \) are not conjugate, introduce a moving orthonormal basis \( \mathbf{E}(t) \), along \( \gamma \), and define the Jacobi matrices \( J^{1,0}(t) \) and \( J^{0,1}(t) \) by the requirement

\[
J^{1,0}(0) = I_n, \quad J^{1,0}(1) = 0; \quad J^{0,1}(0) = 0, \quad J^{0,1}(1) = I_n.
\]

(Here \( J^{1,0}, J^{0,1} \) are identified with their expressions \( J^{1,0}, J^{0,1} \) in the moving basis \( \mathbf{E} \).)

As noted after (14.7), the Jacobi equation is invariant under the change \( t \to 1-t, \mathbf{E} \to -\mathbf{E} \), so \( J^{1,0} \) becomes \( J^{0,1} \) when one exchanges the roles of \( x \) and \( y \), and replaces \( t \) by \( 1-t \). In particular, we have the formula

\[
\frac{\det J^{1,0}(t)}{(1-t)^n} = \beta_{1-t}(y,x).
\]

(14.66)

As in the beginning of this chapter, the issue is to compute the determinant at time \( t \) of a Jacobi field \( \mathcal{J}(t) \). Since the Jacobi fields are solutions of a linear differential equation of the form \( \ddot{\mathcal{J}} + R \mathcal{J} = 0 \), they form a vector space of dimension \( 2n \), and they are invariant under right-multiplication by a constant matrix. This implies

\[
\mathcal{J}(t) = J^{1,0}(t) \mathcal{J}(0) + J^{0,1}(t) \mathcal{J}(1).
\]

(14.67)

The determinant in dimension \( n \) satisfies the following inequality: If \( X \) and \( Y \) are two \( n \times n \) nonnegative symmetric matrices, then

\[
\det(X + Y)^{\frac{1}{N}} \geq (\det X)^{\frac{1}{N}} + (\det Y)^{\frac{1}{N}}.
\]

(14.68)

By combining this with Hölder’s inequality, in the form

\[
(a^\frac{1}{N} + b^\frac{1}{N})^N \geq (1-t)^\frac{N-n}{N} a^\frac{1}{N} + t^\frac{N-n}{N} b^\frac{1}{N},
\]

we obtain a generalization of (14.68):

\[
\det(X + Y)^{\frac{1}{N}} \geq (1-t)^\frac{N-n}{N} (\det X)^{\frac{1}{N}} + t^\frac{N-n}{N} (\det Y)^{\frac{1}{N}}.
\]

(14.69)
If one combines (14.67) and (14.69) one obtains
\[
\left(\det J(t)\right)^{\frac{1}{N}} \geq (1 - t)^{\frac{N-n}{n}} \left(\det J^{1,0}(t)\right)^{\frac{1}{N}} \left(\det J(0)\right)^{\frac{1}{N}} + t^{\frac{N-n}{n}} \left(\det J^{0,1}(t)\right)^{\frac{1}{N}} \left(\det J(1)\right)^{\frac{1}{N}}
\]
\[
= (1 - t) \left[ \frac{\det J^{1,0}(t)}{(1 - t)^n} \right]^{\frac{1}{N}} J(0) + t \left[ \frac{\det J^{0,1}(t)}{t^n} \right]^{\frac{1}{N}} J(1)
\]
\[
= (1 - t) \beta_{1-t}(y,x)^{\frac{1}{N}} J(0)^{\frac{1}{N}} + t \beta_{t}(x,y)^{\frac{1}{N}} J(1)^{\frac{1}{N}},
\]
where the final equality follows from (14.60) and (14.66).

In this way we have shown that (a) implies (b), but at the price of a gross cheating, since in general the matrices appearing in (14.67) are not symmetric! It turns out however that they can be positively cosymmetrized: there is a kernel \( K(t) \) such that \( \det K(t) > 0 \), and \( K(t)J^{1,0}(t) \) and \( K(t)J^{0,1}(t)J(1) \) are both positive symmetric, at least for \( t \in (0,1) \). This remarkable property is a consequence of the structure of Jacobi fields; see Propositions 14.30 and 14.31 in the Third Appendix of this chapter.

Once the cosymmetrization property is known, it is obvious how to fix the proof: just write
\[
\left(\det(K(t)J(t))\right)^{\frac{1}{N}} \geq \left(\det(K(t)J^{1,0}(t))\right)^{\frac{1}{N}} + \left(\det(K(t)J^{0,1}(t)J(1))\right)^{\frac{1}{N}},
\]
and then factor out the positive quantity \( (\det K(t))^{1/n} \) to get
\[
\left(\det J(t)\right)^{\frac{1}{N}} \geq \left(\det(J^{1,0}(t))\right)^{\frac{1}{N}} + \left(\det(J^{0,1}(t)J(1))\right)^{\frac{1}{N}}.
\]
The end of the argument is as before.

Next, it is obvious that (b) implies (c). To conclude the proof, it suffices to show that (c) \( \Rightarrow \) (a). By symmetry and definition of \( \beta_t \), it is sufficient to show that \( \beta_t(x,y) \leq \beta_{t[\gamma]}(x,y) \) for any geodesic \( \gamma \). If \( x \) and \( y \) are conjugate along \( \gamma \) then there is nothing to prove. Otherwise, we can introduce \( \xi(z) \) in the ball \( B_r(y) \) such that for any \( z \in B_r(y) \), \( \exp_z \xi(z) = x \), and \( \exp_{t\xi}(z) \) is the only geodesic joining \( z \) to \( x \). Let \( \mu_0 \) be the uniform probability distribution on \( B_r(y) \), and \( \mu_1 \) be the Dirac mass at \( x \); then \( \exp \xi \) is the unique map \( T \) such that \( T_\# \mu_0 = \mu_1 \), so it is the optimal transport map, and therefore can be written as \( \exp(\nabla \psi) \) for some \( d^2/2 \)-convex \( \psi \); in particular, \( \xi = \nabla \psi \). (Here I have chosen \( t_0 = 1 \), say.) So we can apply (b) with \( N = n, \mathcal{D}(1) = 0, \mathcal{D}(0) = 1, \mathcal{D}(t,x) = \det J^{0,1}(t) \), and obtain
distortion coefficients 415

\[ \det J^{0.1}(t) \geq t \beta_t(x,y)^n. \]

It follows that \( \beta_t(x,y) \leq \left( \det J^{0.1}(t) \right)^{1/n} = \beta_t^{(\gamma)}(x,y) \), as desired. □

**Sketch of proof of Theorem 14.21.** To prove (a) ⇒ (b), we may apply inequality (14.56) with \( n = N \), to conclude that Property (c) in Theorem 14.20 is satisfied with \( \beta = \beta^{(K,n)} \); thus \( \vec{\beta} \geq \beta^{(K,n)} \). Conversely, if \( \vec{\beta} \geq \beta^{(K,n)} \), Theorem 14.20 implies inequality (14.56), which in turn implies CD\((K,n)\), or equivalently Ric ≥ K.

□

**Remark 14.22.** If \((M,\nu)\) satisfies CD\((K,N)\) then (14.65) still holds true with \( \beta = \beta^{(K,N)} \) (provided of course that one takes the measure \( \nu \) into account when computing Jacobian determinants): this is just a rewriting of Theorem 14.12. However, Theorem 14.20 does not apply in this case, since \( N \) is in general larger than the “true dimension” \( n \).

**Remark 14.23.** Theorems 14.20 and 14.21 suggest a generalization of the CD\((K,N)\) criterion: Given an effective dimension \( N \), define the generalized distortion coefficients \( \beta^{(N,\nu)} \) as the best coefficients in (14.65) (the first inequality if \( N < \infty \), the second one if \( N = \infty \)). In this way the condition CD\((K,N)\) might be a particular case of a more general condition CD\((\beta,N)\), which would be defined by the inequality \( \beta^{(N,\nu)} \geq \beta \), where \( \beta(x,y) \) would be, say, a given function of the distance between \( x \) and \( y \). I shall not develop this idea, because (i) it is not clear at present that it would really add something interesting to the CD\((K,N)\) theory; (ii) the condition CD\((\beta,N)\) would in general be nonlocal.

**Remark 14.24.** It is not a priori clear what kind of functions \( \beta \) can occur as distortion coefficients. It is striking to note that, in view of Theorems 14.11 and 14.12, for any given manifold \( M \) of dimension \( n \) the following two conditions are equivalent, say for \( K > 0 \):

(i) \( \forall x, y \in M, \forall t \in [0,1], \quad \beta_t(x,y) \geq \left( \frac{\sin \left( t \sqrt{K \over n} d(x,y) \right)}{t \sin \left( \sqrt{K \over n} d(x,y) \right)} \right)^n \);  

(ii) \( \forall x, y \in M, \forall t \in [0,1], \quad \beta_t(x,y) \geq \left( \frac{\sin \left( t \sqrt{K \over n-1} d(x,y) \right)}{t \sin \left( \sqrt{K \over n-1} d(x,y) \right)} \right)^{n-1} \).

This self-improvement property implies restrictions on the possible behavior of \( \beta \).
In this Appendix I shall provide a proof of Theorem 14.1. As explained right after the statement of that theorem, it suffices to consider the particular case of a convex function \( \mathbb{R}^n \to \mathbb{R} \). So here is the statement to be proven:

**Theorem 14.25 (Alexandrov’s second differentiability theorem).**
Let \( \varphi : \mathbb{R}^n \to \mathbb{R} \) be a convex function. Then, for Lebesgue-almost every \( x \in \mathbb{R}^n \), \( \varphi \) is differentiable at \( x \) and there exists a symmetric operator \( A : \mathbb{R}^n \to \mathbb{R}^n \), characterized by any one of the following equivalent properties:

\[
\begin{align*}
& (i) \quad \nabla \varphi (x + v) = \nabla \varphi (x) + A v + o(\|v\|) \text{ as } v \to 0; \\
& (i') \quad \partial \varphi (x + v) = \nabla \varphi (x) + A v + o(\|v\|) \text{ as } v \to 0; \\
& (ii) \quad \varphi(x + v) = \varphi(x) + \nabla \varphi(x) \cdot v + \frac{1}{2} \langle A v, v \rangle + o(\|v\|^2) \text{ as } v \to 0; \\
& (ii') \quad \forall v \in \mathbb{R}^n, \quad \varphi (x + tv) = \varphi (x) + t \nabla \varphi (x) \cdot v + t^2 \frac{1}{2} \langle A v, v \rangle + o(t^2) \text{ as } t \to 0. 
\end{align*}
\]

(In (i) the vector \( v \) is such that \( \varphi \) is differentiable at \( x + v \); in (ii) the notation \( o(\|v\|) \) means a set whose elements are all bounded in norm like \( o(\|v\|) \).

The operator \( A \) is denoted by \( \nabla^2 \varphi (x) \) and called the Hessian of \( \varphi \) at \( x \). When no confusion is possible, the quadratic form defined by \( A \) is also called the Hessian of \( \varphi \) at \( x \). Moreover, the function \( x \to \nabla^2 \psi (x) \) (resp. \( x \to \Delta \psi (x) = \text{tr} \left( \nabla^2 \psi (x) \right) \)) is the density of the absolutely continuous part of the distribution \( \nabla^2 \nabla \psi \) (resp. of the distribution \( \Delta \nabla \psi \)).

Before starting the proof, let me recall an elementary lemma about convex functions.

**Lemma 14.26.** (i) Let \( \varphi : \mathbb{R}^n \to \mathbb{R} \) be a convex function, and let \( x_0, \ldots, x_{n+1} \in \mathbb{R}^n \) such that \( B(x_0, 2r) \) is included in the convex hull of \( x_1, \ldots, x_{n+1} \). Then,
\[
2 \varphi(x_0) - \max_{1 \leq i \leq n+1} \varphi(x_i) \leq \inf_{B(x_0, 2r)} \varphi \leq \sup_{B(x_0, 2r)} \varphi \leq \max_{1 \leq i \leq n+1} \varphi(x_i); \\
\|\varphi\|_{\text{Lip}(B(x_0, r)}} \leq \frac{2 \left( \max_{1 \leq i \leq n+1} \varphi(x_i) - \varphi(x_0) \right)}{r}.
\]
\( (ii) \) If \((\varphi_k)_{k \in \mathbb{N}}\) is a sequence of convex functions which converges pointwise to some function \(\Phi\), then the convergence is locally uniform.

**Proof of Lemma 14.26.** If \(x\) lies in \(B(x_0, 2r)\) then of course, by convexity, \(\varphi(x) \leq \max(\varphi(x_1), \ldots, \varphi(x_{n+1}))\). Next, if \(z \in B(x_0, 2r)\), then \(\tilde{z} := 2x_0 - z \in B(x_0, 2r)\) and \(\varphi(z) \geq 2\varphi(x_0) - \varphi(\tilde{z}) \geq 2\varphi(x_0) - \max \varphi(x_i)\).

Next, let \(x \in B(x_0, r)\) and let \(y \in \partial \varphi(x)\); let \(z = x + ry/|y| \in B(x_0, 2r)\). From the subdifferential inequality, \(|r|y| = \langle y, z - x \rangle \leq \varphi(z) - \varphi(x) \leq 2(\max \varphi(x_i) - \varphi(x_0))\). This proves (i).

Now let \((\varphi_k)_{k \in \mathbb{N}}\) be a sequence of convex functions, let \(x_0 \in \mathbb{R}^n\) and let \(r > 0\). Let \(x_1, \ldots, x_{n+1}\) be such that \(B(x_0, 2r)\) is included in the convex hull of \(x_1, \ldots, x_{n+1}\). If \(\varphi_k(x_j)\) converges for all \(j\), then by (i) there is a uniform bound on \(\|\varphi_k\|_{\text{Lip}}\) on \(B(x_0, r)\). So if \(\varphi_k\) converges pointwise on \(B(x_0, r)\), the convergence has to be uniform. This proves (ii). \(\square\)

Now we start the proof of Theorem 14.25. To begin with, we should check that the formulations (i), (i') (ii) and (ii') are equivalent; this will use the convexity of \(\varphi\).

**Proof of the equivalence in Theorem 14.25.** It is obvious that \((i') \Rightarrow (i)\) and \((ii) \Rightarrow (ii')\), so we just have to show that \((i) \Rightarrow (ii)\) and \((ii') \Rightarrow (i')\).

To prove \((i) \Rightarrow (ii)\), the idea is to use the mean value theorem; since a priori \(\varphi\) is not smooth, we shall regularize it. Let \(\zeta\) be a radially symmetric nonnegative smooth function \(\mathbb{R}^n \to \mathbb{R}\), with compact support in \(B_1(0)\), such that \(\int \zeta = 1\). For any \(\varepsilon > 0\), let \(\zeta_\varepsilon(x) = \varepsilon^{-n} \zeta(x/\varepsilon)\); then let \(\varphi_\varepsilon := \varphi * \zeta_\varepsilon\). The resulting function \(\varphi_\varepsilon\) is smooth and converges pointwise to \(\varphi\) as \(\varepsilon \to 0\); moreover, since \(\varphi\) is locally Lipschitz we have (by dominated convergence) \(\nabla \varphi_\varepsilon = (\nabla \varphi) * \zeta_\varepsilon\).

Then we can write
\[
\varphi(x + v) - \varphi(x) = \lim_{\varepsilon \to 0} \left[ \varphi_\varepsilon(x + v) - \varphi_\varepsilon(x) \right]
= \lim_{\varepsilon \to 0} \int_0^1 \nabla \varphi_\varepsilon(x + tv) \cdot v \, dt. \tag{14.70}
\]

Let us assume that \(\varepsilon \leq |v|\); then, by (i), for all \(z \in B_{2\varepsilon}(x)\),
\[
\nabla \varphi_\varepsilon(z) = \nabla \varphi(x) + A(z - x) + o(|v|).
\]
If \(y \in B_\varepsilon(x)\), we can integrate this identity against \(\zeta_\varepsilon(y - z)\, dz\) (since \(\zeta_\varepsilon(y - z) = 0\) if \(|y - z| > \varepsilon\)); taking into account \(\int (z - x) \zeta_\varepsilon(z - x)\, dz = 0\), we obtain
\[ \nabla \varphi_\varepsilon (y) = \nabla \varphi_\varepsilon (x) + A (y - x) + o(|v|). \]

In particular, \( \nabla \varphi_\varepsilon (x + tv) = \nabla \varphi_\varepsilon (x) + tA v + o(|v|) \). By plugging this into the right-hand side of (14.70), we obtain Property (ii).

Now let us prove that (ii') \( \Rightarrow \) (i'). Without loss of generality we may assume that \( x = 0 \) and \( \nabla \varphi (x) = 0 \). So the assumption is \( \varphi (tw) = t^2 \langle Aw, w \rangle / 2 + o(t^2) \), for any \( w \). If (i') is false, then there are sequences \( x_k \rightarrow 0, \ |x_k| \neq 0, \) and \( y_k \in \partial \varphi (x_k) \) such that
\[
\frac{y_k - Ax_k}{|x_k|} \xrightarrow[k \to \infty]{} 0. \tag{14.71}
\]

Extract an arbitrary sequence from \((x_k, y_k)\) (still denoted \((x_k, y_k)\) for simplicity) and define
\[
\varphi_k(w) := \frac{1}{|x_k|^2} \varphi (|x_k| w).
\]

Assumption (ii) implies that \( \varphi_k \) converges pointwise to \( \Phi \) defined by
\[
\Phi (w) = \frac{\langle Aw, w \rangle}{2}.
\]
The functions \( \varphi_k \) are convex, so the convergence is actually locally uniform by Lemma 14.26.

Since \( y_k \in \partial \varphi (x_k) \),
\[
\forall z \in \mathbb{R}^n, \quad \varphi (z) \geq \varphi (x_k) + \langle y_k, z - x_k \rangle,
\]
or equivalently, with the notation \( w_k = x_k / |x_k| \),
\[
\forall w \in \mathbb{R}^n, \quad \varphi_k (w) \geq \varphi_k (w_k) + \langle \frac{y_k}{|x_k|}, w - w_k \rangle. \tag{14.72}
\]
The choice \( w = w_k + y_k / |y_k| \) shows that \( |y_k| / |x_k| \leq \varphi_k (w) - \varphi_k (w_k) \), so \( |y_k| / |x_k| \) is bounded. Up to extraction of a subsequence, we may assume that \( w_k = x_k / |x_k| \to \sigma \in S^{n-1} \) and \( y_k / |x_k| \to y \). Then we can pass to the limit in (14.72) and recover
\[
\forall w \in \mathbb{R}^n, \quad \Phi (w) \geq \Phi (\sigma) + \langle y, w - \sigma \rangle.
\]
It follows that \( y \in \partial \Phi (\sigma) = \{ A \sigma \} \). So \( y_k / |x_k| \to A \sigma \), or equivalently \( (y_k - Ax_k) / |x_k| \to 0 \). What has been shown is that each subsequence of the original sequence \( (y_k - Ax_k) / |x_k| \) has a subsequence which converges to 0; thus the whole sequence converges to 0. This is in contradiction with (14.71), so (i') has to be true. \( \square \)
Now, before proving Theorem 14.25 in full generality, I shall consider two particular cases which are much simpler.

**Proof of Theorem 14.25 in dimension 1.** Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be a convex function. Then its derivative \( \varphi' \) is nondecreasing, and therefore differentiable almost everywhere. \( \square \)

**Proof of Theorem 14.25 when \( \nabla \varphi \) is locally Lipschitz.** Let \( \varphi : \mathbb{R}^n \to \mathbb{R} \) be a convex function, continuously differentiable and such that \( \nabla \varphi \) locally Lipschitz. By Rademacher’s theorem, each function \( \partial_i \varphi \) is differentiable almost everywhere, where \( \partial_i \) stands for the partial derivative with respect to \( x_i \). So the functions \( \partial_j (\partial_i \varphi) \) are defined almost everywhere. To conclude the proof, it suffices to show that \( \partial_j (\partial_i \varphi) = \partial_i (\partial_j \varphi) \) almost everywhere. To prove this, let \( \zeta \) be any \( C^2 \) compactly supported function; then, by successive use of the dominated convergence theorem and the smoothness of \( \varphi \ast \zeta \),

\[
(\partial_i \partial_j \varphi) \ast \zeta = \partial_i (\partial_j \varphi \ast \zeta) = \partial_i \partial_j (\varphi \ast \zeta) = \partial_j \partial_i (\varphi \ast \zeta) = (\partial_j \partial_i \varphi) \ast \zeta.
\]

It follows that \( (\partial_i \partial_j \varphi - \partial_j \partial_i \varphi) \ast \zeta = 0 \), and since \( \zeta \) is arbitrary this implies that \( \partial_i \partial_j \varphi - \partial_j \partial_i \varphi \) vanishes almost everywhere. This concludes the argument. \( \square \)

**Proof of Theorem 14.25 in the general case.** As in the proof of Theorem 10.8(ii), the strategy will be to reduce to the one-dimensional case. For any \( v \in \mathbb{R}^n \), \( t > 0 \), and \( x \) such that \( \varphi \) is differentiable at \( x \), define

\[
Q_v(t, x) = \frac{\varphi(x + tv) - \varphi(x) - t \nabla \varphi(x) \cdot v}{t^2} \geq 0.
\]

The goal is to show that for Lebesgue–almost all \( x \in \mathbb{R}^n \),

\[
q_v(x) := \lim_{t \to 0} Q_v(t, x)
\]

exists for all \( v \), and is a quadratic function of \( v \).

Let \( \text{Dom} q(x) \) be the set of \( v \in \mathbb{R}^n \) such that \( q_v(x) \) exists. It is clear from the definition that:

(a) \( q_v(x) \) is nonnegative and homogeneous of degree 2 in \( v \) on \( \text{Dom} q(x) \);

(b) \( q_v(x) \) is a convex function of \( v \) on \( \text{Dom} q(x) \): this is just because it is the limit of the family \( Q_v(t, x) \), which is convex in \( v \);
(c) If $v$ is interior to $\text{Dom} \ q(x)$ and $q_w(x) \to \ell$ as $w \to v$, $w \in \text{Dom} \ q(x)$, then also $v \in \text{Dom} \ q(x)$ and $q_v(x) = \ell$. Indeed, let $\varepsilon > 0$ and let $\delta$ be so small that $|w - v| \leq \delta \implies |q_w(x) - \ell| \leq \varepsilon$; then, we can find $v_1, \ldots, v_{n+1}$ in $\text{Dom} \ q(x) \cap B(v, \delta)$ so that $v$ lies in the convex hull of $v_1, \ldots, v_{n+1}$, and then $v_0 \in \text{Dom} \ q(x) \cap B(v, \delta)$, so $v \in B(v_0, \delta)$ and $B(v_0, \delta)$ is included in the convex hull of $v_1, \ldots, v_{n+1}$. By Lemma 14.26,

$$2Q_{v_0}(t, x) - \max Q_{v_i}(t, x) \leq Q_v(t, x) \leq \max Q_{v_i}(t, x).$$

So

$$\ell - 3\varepsilon \leq 2q_{v_0}(x) - \max q_{v_i}(x) \leq \liminf_{t \to 0} Q_v(t, x) \leq \limsup_{t \to 0} Q_v(t, x) \leq \max q_{v_i}(x) \leq \ell + \varepsilon.$$

It follows that $\lim Q_v(t, x) = \ell$, as desired.

Next, we can use the same reasoning as in the proof of Rademacher’s theorem (Theorem 10.8(ii)): Let $v$ be given, $v \neq 0$, let us show that $q_v(x)$ exists for almost all $x$. By Fubini’s theorem, it is sufficient to show that $q_v(x)$ exists $\lambda_1$-almost everywhere on each line parallel to $v$.

So let $x_0 \in v^\perp$ be given, and let $L_{x_0} = x_0 + \mathbb{R}v$ be the line passing through $x_0$, parallel to $v$; the existence of $q_v(x_0 + t_0v)$ is equivalent to the second differentiability of the convex function $\psi : t \to \varphi(x_0 + tv)$ at $t = t_0$, and from our study of the one-dimensional case we know that this happens for $\lambda_1$-almost all $t_0 \in \mathbb{R}$.

So for each $v$, the set $A_v$ of $x \in \mathbb{R}^n$ such that $q_v(x)$ does not exist is of zero measure. Let $(v_k)$ be a dense subset of $\mathbb{R}^n$, and let $A = \cup A_{v_k}$; $A$ is of zero measure, and for each $x \in \mathbb{R}^n \setminus A$, $\text{Dom} \ q(x)$ contains all the vectors $v_k$.

Again, let $x \in \mathbb{R}^n \setminus A$. By Property (b), $q_v(x)$ is a convex function of $v$, so it is locally Lipschitz and can be extended uniquely into a continuous convex function $r(v)$ on $\mathbb{R}^n$. By Property (c), $r(v) = q_v(x)$, which means that $\text{Dom} \ q(x) = \mathbb{R}^n$.

At this point we know that for almost any $x$ the limit $q_v(x)$ exists for all $v$, and it is a convex function of $v$, homogeneous of degree 2. What we do not know is whether $q_v(x)$ is a quadratic function of $v$.

Let us try to solve this problem by a regularization argument. Let $\zeta$ be a smooth nonnegative compactly supported function on $\mathbb{R}^n$, with $\int \zeta = 1$. Then $\nabla \varphi \ast \zeta = \nabla (\varphi \ast \zeta)$. Moreover, thanks to the nonnegativity of $Q_v(x, t)$ and Fatou’s lemma,
\((q_v * \zeta)(x) = \int \lim_{t \downarrow 0} Q_v(y, t) \zeta(x - y) \, dy\)

\[ \leq \liminf_{t \downarrow 0} \int Q_v(y, t) \zeta(x - y) \, dy \]

\[ = \liminf_{t \downarrow 0} \frac{1}{t^2} \left[ (\varphi * \zeta)(x + tv) - (\varphi * \zeta)(x) - t \nabla (\varphi * \zeta)(x) \cdot v \right] \]

\[ = \frac{1}{2} \langle \nabla^2 (\varphi * \zeta)(x) \cdot v, v \rangle. \]

It is obvious that the right-hand side is a quadratic form in \(v\), but this is only an upper bound on \(q_v * \zeta(x)\). In fact, in general \(q_v * \zeta\) does not coincide with \((1/2) \langle \nabla^2 \varphi \cdot v, v \rangle\). The difference is caused by the singular part of the measure \(\mu_v := (1/2) \langle \nabla^2 \varphi \cdot v, v \rangle\), defined in the distribution sense by

\[ \int \zeta(x) \mu_v(dx) = \frac{1}{2} \int \langle \nabla^2 \zeta(x) \cdot v, v \rangle \varphi(x) \, dx. \]

This obstacle is the main new difficulty in the proof of Alexandrov’s theorem, as compared to the proof of Rademacher’s theorem.

To avoid the singular part of the measure \(\mu_v\), we shall appeal to Lebesgue’s density theory, in the following precise form: Let \(\mu\) be a locally finite measure on \(\mathbb{R}^n\), and let \(\rho \lambda_n + \mu_s\) be its Lebesgue decomposition into an absolutely continuous part and a singular part. Then, for Lebesgue–almost all \(x \in \mathbb{R}^n\),

\[ \frac{1}{\delta^n} \| \mu - \rho(x) \lambda_n \|_{TV(B_\delta(x))} \xrightarrow[\delta \to 0]{} 0, \]

where \(\| \cdot \|_{TV(B_\delta(x))}\) stands for the total variation on the ball \(B_\delta(x)\). Such an \(x\) will be called a Lebesgue point of \(\mu\).

So let \(\rho_v\) be the density of \(\mu_v\). It is easy to check that \(\mu_v\) is locally finite, and we also showed that \(q_v\) is locally integrable. So, for \(\lambda_n\)-almost all \(x_0\) we have

\[ \left\{ \begin{array}{l}
\frac{1}{\delta^n} \int_{B_\delta(x_0)} |q_v(x) - q_v(x_0)| \, dx \xrightarrow[\delta \to 0]{} 0; \\
\frac{1}{\delta^n} \| \mu_v - \rho_v(x_0) \lambda_n \|_{TV(B_\delta(x_0))} \xrightarrow[\delta \to 0]{} 0.
\end{array} \right. \]

The goal is to show that \(q_v(x_0) = \rho_v(x_0)\). Then the proof will be complete, since \(\rho_v\) is a quadratic form in \(v\) (indeed, \(\rho_v(x_0)\) is obtained by
averaging \(\mu_v(dx)\), which itself is quadratic in \(v\). Without loss of generality, we may assume that \(x_0 = 0\).

To prove that \(q_v(0) = \rho_v(0)\), it suffices to establish

\[
\lim_{\delta \to 0} \frac{1}{\delta^n} \int_{B_\delta(0)} |q_v(x) - \rho_v(0)| \, dx = 0, \tag{14.73}
\]

To estimate \(q_v(x)\), we shall express it as a limit involving points in \(B_\delta(x)\), and then use a Taylor formula; since \(\varphi\) is not a priori smooth, we shall regularize it on a scale \(\varepsilon \leq \delta\). Let \(\zeta \) be as before, and let \(\zeta_\varepsilon(x) = \varepsilon^{-n} \zeta(x/\varepsilon)\); further, let \(\varphi_\varepsilon := \varphi * \zeta\).

We can restrict the integral in (14.73) to those \(x\) such that \(\nabla \varphi(x)\) exists and such that \(x\) is a Lebesgue point of \(\nabla \varphi\); indeed, such points form a set of full measure. For such an \(x\), \(\varphi(x) = \lim_{\varepsilon \to 0} \varphi_\varepsilon(x)\), and \(\nabla \varphi(x) = \lim_{\varepsilon \to 0} \nabla \varphi_\varepsilon(x)\). So,

\[
\frac{1}{\delta^n} \int_{B_\delta(0)} |q_v(x) - \rho_v(0)| \, dx
\]

\[
= \frac{1}{\delta^n} \int_{B_\delta(0)} \lim_{\varepsilon \to 0} \left[ \frac{\varphi(x + t\delta v) - \varphi(x) - \nabla \varphi(x) \cdot t\delta v}{t^2 \delta^2} \right] - \rho_0(v) \, dx
\]

\[
= \frac{1}{\delta^n} \int_{B_\delta(0)} \lim_{\varepsilon \to 0} \lim_{t \to 0} \left[ \frac{\varphi_\varepsilon(x + t\delta v) - \varphi_\varepsilon(x) - \nabla \varphi_\varepsilon(x) \cdot t\delta v}{t^2 \delta^2} \right] - \rho_0(v) \, dx
\]

\[
= \frac{1}{\delta^n} \int_{B_\delta(0)} \lim_{\varepsilon \to 0} \int_{0}^{1} \left[ \langle \nabla^2 \varphi_\varepsilon(x + st\delta v) \cdot \nabla \varphi_\varepsilon(x), v \rangle - 2\rho_v(0) \right] \, (1 - s) \, ds \, dx
\]

\[
\leq \liminf_{\varepsilon \to 0} \liminf_{t \to 0} \frac{1}{\delta^n} \int_{B_\delta(0)} \int_{0}^{1} \left[ \langle \nabla^2 \varphi_\varepsilon(y) \cdot \nabla \varphi_\varepsilon(x), v \rangle - 2\rho_v(0) \right] \, (1 - s) \, ds \, dx
\]

where Fatou’s lemma and Fubini’s theorem were used successively. Since \(B(st\delta v, \delta) \subset B(0, (1 + |v|)\delta)\), independently of \(s\) and \(t\), we can bound the above expression by

\[
\liminf_{\varepsilon \to 0} \frac{1}{\delta^n} \int_{B(0, (1 + |v|)\delta)} \left| \langle \nabla^2 \varphi_\varepsilon(y) \cdot \nabla \varphi_\varepsilon(x), v \rangle - \rho_v(0) \right| \, dy
\]

\[
= \liminf_{\varepsilon \to 0} \frac{1}{\delta^n} \int_{B(0, (1 + |v|)\delta)} \left| \int \zeta_\varepsilon(y - z)[\mu_v - \rho_v(0)\lambda_n](dz) \right| \, dy
\]

\[
\leq \liminf_{\varepsilon \to 0} \frac{1}{\delta^n} \int_{B(0, (1 + |v|)\delta)} \left| \int \zeta_\varepsilon(y - z)[\mu_v - \rho_v(0)\lambda_n](dz) \right| \, dy.
\]
When $y$ varies in $B(0,(1+|v|)\delta)$, $z$ stays in $B(0,(1+|v|)\delta+\varepsilon)$, which itself is included in $B(0,C\delta)$ with $C = 2 + |v|$. So, after using Fubini’s theorem and integrating out $c(y-z)\,dy$, we conclude that

$$\frac{1}{\delta^n} \int_{B_{\delta}(0)} |q_v(x) - \rho_v(0)| \, dx \leq \|\mu_v - \rho_v(0)\lambda_n\|_{TV(B(0,C\delta))}.$$  

The conclusion is obtained by taking the limit $\delta \to 0$.

Once $\nabla^2 \varphi$ has been identified as the density of the distributional Hessian of $\varphi$, it follows immediately that $\Delta \varphi := \text{tr } (\nabla^2 \varphi)$ is the density of the distributional Laplacian of $\varphi$. (The trace of a matrix-valued nonnegative measure is singular if and only if the measure itself is singular.) \hfill \Box

**Remark 14.27.** The notion of a distributional Hessian on a Riemannian manifold is a bit subtle, which is why I did not state anything about it in Theorem 14.1. On the other hand, there is no difficulty in defining the distributional Laplacian.

---

**Second Appendix: Very elementary comparison arguments**

There are well-developed theories of comparison estimates for second-order linear differential equations; but the statement to be considered here can be proven by very elementary means.

**Theorem 14.28 (One-dimensional comparison for second-order inequalities).** Let $\Lambda \in \mathbb{R}$, and $f \in C([0,1]) \cap C^2(0,1)$, $f \geq 0$. Then the following two statements are equivalent:

(i) $\ddot{f} + \Lambda f \leq 0$ in $(0,1)$;

(ii) If $\Lambda < \pi^2$ then for all $t_0, t_1 \in [0,1]$,

$$f((1-\lambda)t_0 + \lambda t_1) \geq \tau^{1-\lambda}(|t_0 - t_1|) f(t_0) + \tau^{\lambda}(|t_0 - t_1|) f(t_1),$$

where
\[ \tau^{(\lambda)}(\theta) = \begin{cases} 
\frac{\sin(\lambda \sqrt{\Lambda})}{\sin(\theta \sqrt{\Lambda})} & \text{if } 0 < \Lambda < \pi^2 \\
\lambda & \text{if } \Lambda = 0 \\
\frac{\sinh(\lambda \sqrt{-\Lambda})}{\sinh(\theta \sqrt{-\Lambda})} & \text{if } \Lambda < 0.
\end{cases} \]

If \( \Lambda = \pi^2 \) then \( f(t) = c \sin(\pi t) \) for some \( c \geq 0 \); finally if \( \Lambda > \pi^2 \) then \( f = 0 \).

**Proof of Theorem 14.28.** The easy part is (ii) \( \Rightarrow \) (i). If \( \Lambda \geq \pi^2 \) this is trivial. If \( \Lambda < \pi^2 \), take \( \lambda = 1/2 \), then a Taylor expansion shows that

\[ \tau^{(1/2)}(\theta) = \frac{1}{2} \left( 1 + \frac{\theta A^2}{8} \right) + o(\theta^2) \]

and

\[ \frac{f(t_0) + f(t_1)}{2} = f\left( \frac{t_0 + t_1}{2} \right) + \frac{(t_0 - t_1)^2}{4} \tilde{f}\left( \frac{t_0 + t_1}{2} \right) + o(|t_0 - t_1|^2). \]

So, if we fix \( t \in (0, 1) \) and let \( t_0, t_1 \to t \) in such a way that \( t = (t_0 + t_1)/2 \), we get

\[
\tau^{(1/2)}(|t_0 - t_1|) f(t_0) + \tau^{(1/2)}(|t_0 - t_1|) f(t_1) - f(t) = \frac{(t_0 - t_1)^2}{8} \left( \tilde{f}(t) + Af(t) + o(1) \right).
\]

By assumption the left-hand side is nonnegative, so in the limit we recover \( \tilde{f} + Af \leq 0 \).

Now consider the reverse implication (ii) \( \Rightarrow \) (i). By abuse of notation, let us write \( f(\lambda) = f((1 - \lambda) t_0 + \lambda t_1) \), and denote by a prime the derivation with respect to \( \lambda \); so \( f'' + \Lambda \theta^2 f \leq 0, \theta = |t_0 - t_1| \). Let \( g(\lambda) \) be defined by the right-hand side of (ii); that is, \( \lambda \to g(\lambda) \) is the solution of \( g'' + \Lambda \theta^2 g = 0 \) with \( g(0) = f(0), g(1) = f(1) \). The goal is to show that \( f \geq g \) on \([0, 1]\).

(a) Case \( \Lambda < 0 \). Let \( a > 0 \) be any constant; then \( f_a := f + a \) still solves the same differential inequality as \( f \), and \( f_a > 0 \) (even if we did not assume \( f \geq 0 \), we could take \( a \) sufficiently large for this to be true). Let \( g_a \) be defined as the solution of \( g_a'' + \Lambda \theta^2 g_a = 0 \) with \( g_a(0) = f_a(0) \),
$g_a(1) = f_a(1)$. As $a \to 0$, $f_a$ converges to $f$ and $g_a$ converges to $g$, so it is sufficient to show $f_a \geq g_a$. Therefore, without loss of generality we may assume that $f, g$ are positive, so $g/f$ is continuous.

If $g/f$ attains its maximum at 0 or 1, then we are done. Otherwise, there is $\lambda_0 \in (0, 1)$ such that $(g/f)''(\lambda_0) \leq 0$, $(g/f)'(\lambda_0) = 0$, and then the identity

$$
\left( \frac{g}{f} \right)'' = \frac{(g'' + Ag)}{f} - \frac{g'' + Af}{f^2} \left( \frac{f'' + Af}{f} \right) - 2 \frac{f''}{f} \left( \frac{g}{f} \right)' - 2A \frac{g}{f},
$$

evaluated at $\lambda_0$, yields $0 > -2Ag/f$, which is impossible.

(b) Case $\Lambda = 0$. This is the basic property of concave functions.

(c) Case $0 < \Lambda < \pi^2$. Let $\theta = |t_0 - t_1| \leq 1$. Since $\theta \sqrt{\Lambda} < \pi$, we can find a function $w$ such that $w'' + \Lambda w \leq 0$ and $w > 0$ on $(0, 1)$. (Just take a well-chosen sine or cosine function.) Then $f_a := f + aw$ still satisfies the same differential inequality as $f$, and it is positive. Let $g_a$ be defined by the equation $g_a'' + \Lambda g_a = 0$ with $g_a(0) = f_a(0)$, $g_a(1) = f_a(1)$. As $a \to 0$, $f_a$ converges to $f$ and $g_a$ to $g$, so it is sufficient to show that $f_a \geq g_a$. Thus we may assume that $f$ and $g$ are positive, and $f/g$ is continuous.

The rest of the reasoning is parallel to the case $\Lambda < 0$: If $f/g$ attains its minimum at 0 or 1, then we are done. Otherwise, there is $\lambda_0 \in (0, 1)$ such that $(f/g)''(\lambda_0) \geq 0$, $(f/g)'(\lambda_0) = 0$, and then the identity

$$
\left( \frac{f}{g} \right)'' = \frac{(f'' + Af)}{g} - \frac{f'' + Ag}{g^2} \left( \frac{f'' + Ag}{g} \right) - 2 \frac{f''}{g} \left( \frac{f}{g} \right)' - 2A \frac{f}{g},
$$

evaluated at $\lambda_0$, yields $0 < -2Af/g$, which is impossible.

(d) Case $\Lambda = \pi^2$. Take $t_0 = 0$, $t_1 = 1$. Then let $g(\lambda) = \sin(\pi \lambda)$, and let $h := f/g$. The differential equations $f'' + \Lambda f \leq 0$ and $g'' + Ag = 0$ combine to yield $(h'g^2)' = h''g^2 + 2gh'g' \leq 0$. So $h'g^2$ is nonincreasing. If $h'(\lambda_0) < 0$ for some $\lambda_0 \in (0, 1)$, then $h'g^2(\lambda_0) < 0$ for all $\lambda \geq \lambda_0$, so $h'(\lambda) \leq -C/g(\lambda)^2 \leq -C'/(1 - \lambda)^2$ as $\lambda \to 1$, where $C, C'$ are positive constants. It follows that $h(\lambda)$ becomes negative for $\lambda$ close to 1, which is impossible. If on the other hand $h'(\lambda_0) > 0$, then a similar reasoning shows that $h(\lambda)$ becomes negative for $\lambda$ close to 0. The conclusion is that $h'$ is identically 0, so $f/g$ is a constant.

(e) If $\Lambda > \pi^2$, then for all $t_0, t_1 \in [0, 1]$ with $|t_0 - t_1| = \pi/\sqrt{\Lambda}$, the function $f(\lambda) = f(\lambda t_0 + (1 - \lambda t_1))$ is proportional to $\sin(\pi \lambda)$, by Case (d). By letting $t_0, t_1$ vary, it is easy to deduce that $f$ is identically 0. \qed
Third Appendix: Jacobi fields forever

Let $R : t \mapsto R(t)$ be a continuous map defined on $[0, 1]$, valued in the space of $n \times n$ symmetric matrices, and let $\mathcal{U}$ be the space of functions $u : t \mapsto u(t) \in \mathbb{R}^n$ solving the second-order linear differential equation

$$\ddot{u}(t) + R(t) u(t) = 0. \quad (14.74)$$

By the theory of linear differential equations, $\mathcal{U}$ is a $(2n)$-dimensional vector space and the map $u \mapsto (u(0), \dot{u}(0))$ is a linear isomorphism $\mathcal{U} \to \mathbb{R}^{2n}$.

As explained in the beginning of this chapter, if $\gamma : [0, 1] \to M$ is a geodesic in a Riemannian manifold $M$, and $\xi$ is a Jacobi field along $\gamma$ (that is, an infinitesimal variation of geodesic around $\gamma$), then the coordinates of $\xi(t)$, written in an orthonormal basis of $T_{\gamma(t)}M$ evolving by parallel transport, satisfy an equation of the form (14.74).

It is often convenient to consider an array $(u_1(t), \ldots, u_n(t))$ of solutions of (14.74); this can be thought of as a time-dependent matrix $t \mapsto J(t)$ solving the differential (matrix) equation

$$\ddot{J}(t) + R(t) J(t) = 0.$$

Such a solution will be called a **Jacobi matrix**. If $J$ is a Jacobi matrix and $A$ is a constant matrix, then $JA$ is still a Jacobi matrix.

Jacobi matrices enjoy remarkable properties, some of which are summarized in the next three statements. In the sequel, the time-interval $[0, 1]$ and the symmetric matrix $t \mapsto R(t)$ are fixed once for all, and the dot stands for time-derivation.

**Proposition 14.29 (Jacobi matrices have symmetric logarithmic derivatives).** Let $J$ be a Jacobi matrix such that $J(0)$ is invertible and $\dot{J}(0) J(0)^{-1}$ is symmetric. Let $t_* \in [0, 1]$ be largest possible such that $J(t)$ is invertible for $t < t_*$. Then $\dot{J}(t) J(t)^{-1}$ is symmetric for all $t \in [0, t_*]$.

**Proposition 14.30 (Cosymmetrization of Jacobi matrices).** Let $J_0^1$ and $J_1^0$ be Jacobi matrices defined by the initial conditions

$$J_0^1(0) = I_n, \quad \dot{J}_0^1(0) = 0, \quad J_1^0(0) = 0, \quad \dot{J}_1^0(0) = I_n;$$

so that any Jacobi matrix can be written as

$$J(t) = J_0^1(t) J(0) + J_1^0(t) \dot{J}(0). \quad (14.75)$$
Assume that $J^0(t)$ is invertible for all $t \in (0, 1]$. Then:

(a) $S(t) := J^0(t)^{-1}J^1_0(t)$ is symmetric positive for all $t \in (0, 1]$, and it is a decreasing function of $t$.

(b) There is a unique pair of Jacobi matrices $(J^{1,0}, J^{0,1})$ such that

\[ J^{1,0}(0) = I_n, \quad J^{1,0}(1) = 0, \quad J^{0,1}(0) = 0, \quad J^{0,1}(1) = I_n; \]

moreover $J^{1,0}(0)$ and $J^{0,1}(1)$ are symmetric.

(c) For $t \in [0, 1]$ let

\[ K(t) = t J^0(t)^{-1}, \]

extended by continuity at $t = 0$ by $K(0) = I_n$. If $J$ is a Jacobi matrix such that $J(0)$ is invertible, and $J(0)^* S(1) J(0)^{-1} = S(1)$ and $J(0) J(0)^{-1}$ are symmetric, then for any $t \in [0, 1]$ the matrices

\[ K(t) (J^{1,0}(t) J(0)) J(0)^{-1} \quad \text{and} \quad K(t) (J^{0,1}(t) J(1)) J(0)^{-1} \]

are symmetric. Moreover, $\det K(t) > 0$ for all $t \in [0, 1]$.

**Proposition 14.31 (Jacobi matrices with positive determinant).**

Let $S(t)$ and $K(t)$ be the matrices defined in Proposition 14.30. Let $J$ be a Jacobi matrix such that $J(0) = I_n$ and $J(0)$ is symmetric. Then the following properties are equivalent:

(i) $\dot{J}(0) + S(1) > 0$;

(ii) $K(t) J^{0,1}(t) J(1) > 0$ for all $t \in (0, 1)$;

(iii) $K(t) J(t) > 0$ for all $t \in [0, 1]$;

(iv) $\det J(t) > 0$ for all $t \in [0, 1]$.

The equivalence remains true if one replaces the strict inequalities in (i)–(ii) by nonstrict inequalities, and the time-interval $[0, 1]$ in (iii)–(iv) by $[0, 1)$.

Before proving these propositions, it is interesting to discuss their geometric interpretation:

- If $\gamma(t) = \exp_x(t \nabla \psi(x))$ is a minimizing geodesic, then $\dot{\gamma}(t) = \nabla \psi(t, \gamma(t))$, where $\psi$ solves the Hamilton–Jacobi equation

\[
\begin{cases}
\frac{\partial \psi(t, x)}{\partial t} + \frac{\nabla \psi(t, x)^2}{2} = 0 \\
\psi(0, \cdot) = \psi;
\end{cases}
\]
at least before the first shock of the Hamilton–Jacobi equation. This
 corresponds to Proposition 14.29 with \( J(0) = I_n, \dot{J}(0) = \nabla^2 \psi(x), \)
 \( \dot{J}(t) J(t)^{-1} = \nabla^2 \psi(t, \gamma(t)). \) (Here \( \nabla^2 \psi(x) \) and \( \nabla^2 \psi(t, \gamma(t)) \) are
 identified with the matrix of their respective coordinates, as usual in a
 varying orthonormal basis).

- The Jacobi matrices \( J^1_0(t) \) and \( J^0_1(t) \) represent \( \partial_x F_t \) and \( \partial_v F_t \) respec-
tively, where \( F_t(x, v) = (\exp_x(tv), (d/dt) \exp_x(tv)) \) is the geodesic
 flow at time \( t \). So the hypothesis of invertibility of \( J^0_1(t) \) in Propo-
sition 14.30 corresponds to an assumption of nonfocalization along
 the geodesic \( \gamma \).

- The formula

\[
\gamma(t) = \exp_x \left( -\nabla_x \frac{d(\cdot, \gamma(t))^2}{2} \right)
\]

yields, after differentiation,

\[
0 = J^1_0(t) - J^0_1(t) \frac{H(t)}{t},
\]

where (modulo identification)

\[
H(t) = \nabla_x^2 \frac{d(\cdot, \gamma(t))^2}{2}.
\]

(The extra \( t \) in the denominator comes from time-reparameterization.)
So \( S(t) = J^0_1(t)^{-1} J^1_0(t) = H(t)/t \) should be symmetric.

- The assumption

\[
J(0) = I_n, \quad \dot{J}(0) + S(1) \geq 0
\]

is the Jacobi field version of the formulas

\[
\gamma(t) = \exp_x (t \nabla \psi(x)), \quad \nabla^2 \psi(x) + \nabla_x^2 \frac{d(\cdot, \exp_x \nabla \psi(x))^2}{2} \geq 0.
\]

The latter inequality holds true if \( \psi \) is \( d^2/2 \)-convex, so Proposition
14.31 implies the last part of Theorem 11.3, according to which
the Jacobian of the optimal transport map remains positive for
\( 0 < t < 1 \).

Now we can turn to the proofs of Propositions 14.29 to 14.31.
Proof of Proposition 14.29. The argument was already mentioned in the beginning of this chapter: the matrix $U(t) = J(t)J(t)^{-1}$ satisfies the Ricatti equation

$$\dot{U}(t) + U(t)^2 + R(t) = 0$$

on $[0, t_*)$; and since $R$ is symmetric the transpose $U(t)^*$ of $U(t)$ satisfies the same equation. By assumption $U(0) = U(0)^*$; so the Cauchy–Lipschitz uniqueness theorem implies $U(t) = U(t)^*$ for all $t$. \qed

Proof of Proposition 14.30. First of all, the identity in (14.75) follows immediately from the observation that both sides solve the Jacobi equation with the same initial conditions.

Let now $t \in (0, 1]$, $w \in \mathbb{R}^n$ and $\tilde{w} = J_0^1(t)^{-1}J_0^1(t)w$; so that $J_0^1(t) \tilde{w} = J_0^1(t)w$. The function $s \mapsto u(s) = J_0^1(s)w - J_0^1(s)\tilde{w}$ belongs to $\mathcal{U}$ and satisfies $u(t) = 0$. Moreover, $w = u(0)$, $\tilde{w} = -\dot{u}(0)$. So the matrix $S(t) = J_0^1(t)^{-1}J_0^1(t)$ can be interpreted as the linear map $u(0) \mapsto -\dot{u}(0)$, where $s \mapsto u(s)$ varies in the vector space $\mathcal{U}_t$ of solutions of the Jacobi equation (14.74) satisfying $u(t) = 0$. To prove the symmetry of $S(t)$ it suffices to check that for any two $u, v$ in $\mathcal{U}_t$,

$$\langle u(0), \dot{v}(0) \rangle = \langle \dot{u}(0), v(0) \rangle,$$

where $\langle \cdot, \cdot \rangle$ stands for the usual scalar product on $\mathbb{R}^n$. But

$$\frac{d}{ds} \left( \langle u(s), \dot{v}(s) \rangle - \langle \dot{u}(s), v(s) \rangle \right) = -\langle u(s), R(s)v(s) \rangle + \langle R(s)u(s), v(s) \rangle$$

$$= 0 \quad (14.76)$$

by symmetry of $R$. This implies the symmetry of $S$ since

$$\langle u(0), \dot{v}(0) \rangle - \langle \dot{u}(0), v(0) \rangle = \langle u(t), \dot{v}(t) \rangle - \langle \dot{u}(t), v(t) \rangle = 0.$$

Remark 14.32. A knowledgeable reader may have noticed that this is a “symplectic” argument (related to the Hamiltonian nature of the geodesic flow): if $\mathbb{R}^n \times \mathbb{R}^n$ is equipped with its natural symplectic form

$$\omega((u, \dot{u}), (v, \dot{v})) = \langle \dot{u}, v \rangle - \langle \dot{v}, u \rangle,$$

then the flow $(u(s), \dot{u}(s)) \mapsto (u(t), \dot{u}(t))$, where $u \in \mathcal{U}$, preserves $\omega$. The subspaces $\mathcal{U}_0 = \{ u \in \mathcal{U}; u(0) = 0 \}$ and $\dot{\mathcal{U}}_0 = \{ u \in \mathcal{U}; \dot{u}(0) = 0 \}$ are Lagrangian: this means that their dimension is the half of the dimension.
of $\mathcal{U}$, and that $\omega$ vanishes identically on each of them. Moreover $\omega$ is nondegenerate on $\mathcal{U}_0 \times \mathcal{U}_0$, providing an identification of these spaces. Then $\mathcal{U}_t$ is also Lagrangian, and if one writes it as a graph in $\mathcal{U}_0 \times \mathcal{U}_0$, it is the graph of a symmetric operator.

Back to the proof of Proposition 14.29, let us show that $S(t)$ is a decreasing function of $t$. To reformulate the above observations we write, for any $w \in \mathbb{R}^n$,

$$\langle S(t)w, w \rangle = -\left\langle w, \frac{\partial u}{\partial s}(0, t) \right\rangle,$$

where $u(s, t)$ is defined by

\begin{align*}
\begin{cases}
\frac{\partial^2 u(s, t)}{\partial s^2} + R(s) u(s, t) = 0 \\
u(t, t) = 0 \\
u(0, t) = w.
\end{cases} \tag{14.77}
\end{align*}

So

$$\langle \dot{S}(t)w, w \rangle = -\left\langle w, \frac{\partial^2 u}{\partial s \partial t}(0, t) \right\rangle = -\left\langle w, \frac{\partial}{\partial s}(\partial_t u)(0, t) \right\rangle = -\left\langle u(0), \frac{\partial v}{\partial s}(0) \right\rangle,$$

where $s \mapsto v(s) = (\partial_t u)(s, t)$ and $s \mapsto u(s) = u(s, t)$ are solutions of the Jacobi equation. Moreover, by differentiating the conditions in (14.77) one obtains

$$v(t) + \frac{\partial u}{\partial s}(t) = 0; \quad v(0) = 0. \tag{14.78}$$

By (14.76) again,

$$-\left\langle u(0), \frac{\partial v}{\partial s}(0) \right\rangle = -\left\langle \frac{\partial u}{\partial s}(0), v(0) \right\rangle - \left\langle u(t), \frac{\partial v}{\partial s}(t) \right\rangle + \left\langle \frac{\partial u}{\partial s}(t), v(t) \right\rangle.$$

The first two terms in the right-hand side vanish because $v(0) = 0$ and $u(t) = u(t, t) = 0$. Combining this with the first identity in (14.78) one finds in the end

$$\langle \dot{S}(t)w, w \rangle = -\|v(t)\|^2. \tag{14.79}$$

We already know that $v(0) = 0$; if in addition $v(t) = 0$ then $0 = v(t) = J_t^0(\dot{t}) \dot{v}(0)$, so (by invertibility of $J_t^0(\dot{t})$) $\dot{v}(0) = 0$, and $v$ vanishes
identically; then by (14.78) \((du/ds)\) vanishes at \(s = t\), and since also \(u(t) = 0\) we know that \(\dot{u}\) vanishes identically, which implies \(w = 0\). In other words, the right-hand side of (14.79) is strictly negative unless \(w = 0\); this means that \(S(t)\) is a strictly decreasing function of \(t\). Thus the proof of (a) is finished.

To prove (b) it is sufficient to exhibit the matrices \(J^{1,0}(t)\) and \(J^{0,1}(t)\) explicitly in terms of \(J^1_0\) and \(J^0_1\):

\[
J^{1,0}(t) = J^1_0(t) - J^0_1(t) J^0_1(1) J^1_0(1); \quad J^{0,1}(t) = J^1_0(t) J^0_1(1)^{-1}.
\]

Moreover, \(\dot{J}^{1,0}(0) = -J^0_1(1)^{-1} J^0_1(1)\) and \(\dot{J}^{0,1}(t) = J^1_0(1) J^0_1(1)^{-1}\) are symmetric in view of (a) and Proposition 14.29. Also

\[
K(t) J^{1,0}(t) J(0) J(0)^{-1} = t J^1_0(t)^{-1} \left( J^0_1(t) - J^0_1(t) J^0_1(1)^{-1} J^1_0(1) \right)
\]

is positive symmetric since by (a) the matrix \(S(t) = J^0_1(t)^{-1} J^1_0(t)\) is a strictly decreasing function of \(t\). In particular \(K(t)\) is invertible for \(t > 0\); but since \(K(0) = I_n\), it follows by continuity that \(\det K(t)\) remains positive on \([0, 1]\).

Finally, if \(J\) satisfies the assumptions of (c), then \(S(1) J(0)^{-1}\) is symmetric (because \(S(1)^* = S(1)\)). Then

\[
(K(t) J^{0,1}(t)) J(1) J(0)^{-1} = t J^1_0(t)^{-1} J^0_1(t) J^0_1(1)^{-1} (J^1_0(1) + J^0_1(1) \dot{J}(0)) J(0)^{-1}
\]

is also symmetric.

\[\square\]

**Proof of Proposition 14.31.** Assume (i); then, by the formulas in the end of the proof of Proposition 14.30, with \(J(0) = I_n\),

\[
K(t) J^{1,0}(t) = t [S(t) - S(1)]; \quad K(t) J^{0,1}(t) J(1) = t [S(1) + \dot{J}(0)].
\]

As we already noticed, the first matrix is positive for \(t \in (0, 1)\); and the second is also positive, by assumption. In particular (ii) holds true.

The implication (ii) \(\Rightarrow\) (iii) is obvious since \(J(t) = J^{1,0}(t) + J^{0,1}(t) J(1)\) is the sum of two positive matrices for \(t \in (0, 1)\). (At \(t = 0\) one sees directly \(K(0) J(0) = I_n\).)
If (iii) is true then \((\det K(t)) (\det J(t)) > 0\) for all \(t \in [0, 1]\), and we already know that \(\det K(t) > 0\); so \(\det J(t) > 0\), which is (iv).

It remains to prove (iv) \(\Rightarrow\) (i). Recall that \(K(t) J(t) = t [S(t) + \dot{J}(0)]\); since \(\det K(t) > 0\), the assumption (iv) is equivalent to the statement that the symmetric matrix \(A(t) = t S(t) + t \dot{J}(0)\) has positive determinant for all \(t \in (0, 1]\). The identity \(t S(t) = K(t) J_0(t)\) shows that \(A(t)\) approaches \(I_n\) as \(t \to 0\); and since none of its eigenvalues vanishes, \(A(t)\) has to remain positive for all \(t\). So \(S(t) + \dot{J}(0)\) is positive for all \(t \in (0, 1]\); but \(S\) is a decreasing function of \(t\), so this is equivalent to \(S(1) + \dot{J}(0) > 0\), which is condition (i).

The last statement in Proposition 14.31 is obtained by similar arguments and its proof is omitted. \(\square\)

**Bibliographical notes**

Recommended textbooks about Riemannian geometry are the ones by do Carmo [306], Gallot, Hulin and Lafontaine [394] and Chavel [223]. All the necessary background about Hessians, Laplace–Beltrami operators, Jacobi fields and Jacobi equations can be found there.

Apart from these sources, a review of comparison methods based on Ricci curvature bounds can be found in [846].

Formula (14.1) does not seem to appear in standard textbooks of Riemannian geometry, but can be derived with the tools found therein, or by comparison with the sphere/hyperbolic space. On the sphere, the computation can be done directly, thanks to a classical formula of spherical trigonometry: If \(a, b, c\) are the lengths of the sides of a triangle drawn on the unit sphere \(S^2\), and \(\gamma\) is the angle opposite to \(c\), then \(\cos c = \cos a \cos b + \sin a \sin b \cos \gamma\). A more standard computation usually found in textbooks is the asymptotic expansion of the perimeter of a circle centered at \(x\) with (geodesic) radius \(r\), as \(r \to 0\). Y. H. Kim and McCann [520, Lemma 4.5] recently generalized (14.1) to more general cost functions, and curves of possibly differing lengths.

The differential inequalities relating the Jacobian of the exponential map to the Ricci curvature can be found (with minor variants) in a number of sources, e.g. [223, Section 3.4]. They usually appear in conjunction with volume comparison principles such as the Heintze–Kärcher, Lévy–Gromov, Bishop–Gromov theorems, all of which express
the idea that if the Ricci curvature is bounded below by $K$, and the dimension is less than $N$, then volumes along geodesic fields grow no faster than volumes in model spaces of constant sectional curvature having dimension $N$ and Ricci curvature identically equal to $K$. These computations are usually performed in a smooth setting; their adaptation to the nonsmooth context of semiconvex functions has been achieved only recently, first by Cordero-Erausquin, McCann and Schmuckenschläger [246] (in a form that is somewhat different from the one presented here) and more recently by various sets of authors [247, 577, 761].

Bochner’s formula appears, e.g., as [394, Proposition 4.15] (for a vector field $\xi = \nabla \psi$) or as [680, Proposition 3.3 (3)] (for a vector field $\xi$ such that $\nabla \xi$ is symmetric, i.e. the 1-form $p \to \xi \cdot p$ is closed). In both cases, it is derived from properties of the Riemannian curvature tensor. Another derivation of Bochner’s formula for a gradient vector field is via the properties of the square distance function $d(x_0, x)^2$; this is quite simple, and not far from the presentation that I have followed, since $d(x_0, x)^2/2$ is the solution of the Hamilton–Jacobi equation at time 1, when the initial datum is 0 at $x_0$ and $+\infty$ everywhere else. But I thought that the explicit use of the Lagrangian/Eulerian duality would make Bochner’s formula more intuitive to the readers, especially those who have some experience of fluid mechanics.

There are several other Bochner formulas in the literature; Chapter 7 of Petersen’s book [680] is entirely devoted to that subject. In fact “Bochner formula” is a generic name for many identities involving commutators of second-order differential operators and curvature.

The examples (14.10) are by now standard; they have been discussed for instance by Bakry and Qian [61], in relation with spectral gap estimates. When the dimension $N$ is an integer, these reference spaces are obtained by “projection” of the model spaces with constant sectional curvature.

The practical importance of separating out the direction of motion is implicit in Cordero-Erausquin, McCann and Schmuckenschläger [246], but it was Sturm who attracted my attention on this. To implement this idea in the present chapter, I essentially followed the discussion in [763, Section 1]. Also the integral bound (14.56) can be found in this reference.

Many analytic and geometric consequences of Ricci curvature bounds are discussed in Riemannian geometry textbooks such as the one by
Gallot, Hulin and Lafontaine [394], and also in hundreds of research papers.

Cordero-Erausquin, McCann and Schmuckenslager [246, Section 2] express differential inequalities about the Jacobian determinant in terms of volume distortion coefficients; all the discussion about distortion coefficients is inspired from this reference, and most of the material in the Third Appendix is also adapted from that source. This Appendix was born from exchanges with Cordero-Erausquin, who also unwillingly provided its title. It is a pleasure to acknowledge the help of my geometer colleagues (Ghys, Sikorav, Welschinger) in getting the “symplectic argument” for the proof of Proposition 14.29.

Concerning Bakry’s approach to curvature-dimension bounds, among many sources one can consult the survey papers [54] and [545].

The almost everywhere second differentiability of convex functions was proven by Alexandrov in 1942 [16]. The proof which I gave in the first Appendix has several points in common with the one that can be found in [331, pp. 241–245], but I have modified the argument to make it look as much as possible like the proof of Rademacher’s theorem (Theorem 10.8(ii)). The resulting proof is a bit redundant in some respects, but hopefully it will look rather natural to the reader; also I think it is interesting to have a parallel presentation of the theorems by Rademacher and Alexandrov. Alberti and Ambrosio [11, Theorem 7.10] prove Alexandrov’s theorem by a quite different technique, since they deduce it from Rademacher’s theorem (in the form of the almost everywhere existence of the tangent plane to a Lipschitz graph) together with the area formula. Also they directly establish the differentiability of the gradient, and then deduce the existence of the Hessian; that is, they prove formulation (i) in Theorem 14.1 and then deduce (ii), while in the First Appendix I did it the other way round.

Lebesgue’s density theorem can be found for instance in [331, p. 42].

The theorem according to which a nonincreasing function $\mathbb{R} \to \mathbb{R}$ is differentiable almost everywhere is a well-know result, which can be deduced as a corollary of [318, Theorems 7.2.4 and 7.2.7].
Let $M$ be a Riemannian manifold, and let $P_2(M)$ be the associated Wasserstein space of order 2. Recall from Chapter 7 that $P_2(M)$ is a length space and that there is a nice representation formula for the Wasserstein distance $W_2$:

$$W_2(\mu_0, \mu_1)^2 = \inf \int_0^1 \|\dot{\mu}_t\|_{\mu_t}^2 \, dt,$$

where $\|\dot{\mu}\|_{\mu}$ is the norm of the infinitesimal variation $\dot{\mu}$ of the measure $\mu$, defined by

$$\|\dot{\mu}\|_{\mu} = \inf \left\{ \int |v|^2 \, d\mu; \quad \dot{\mu} + \nabla \cdot (v\mu) = 0 \right\}.$$

One of the reasons for the popularity of Riemannian geometry (as opposed to the study of more general metric structures) is that it allows for rather explicit computations. At the end of the nineties, Otto realized that some precious inspiration could be gained by performing computations of a Riemannian nature in the Wasserstein space. His motivations will be described later on; to make a long story short, he needed a good formalism to study certain diffusive partial differential equations which he knew could be considered as gradient flows in the Wasserstein space.

In this chapter, as in Otto's original papers, this problem will be considered from a purely formal point of view, and there will be no attempt at rigorous justification. So the problem is to set up rules for formally differentiating functions (i.e. functionals) on $P_2(M)$. To fix the ideas, and because this is an important example arising in many different contexts, I shall discuss only a certain class of functionals.
that involve (i) a function $V : M \to \mathbb{R}$, used to distort the reference volume measure; and (ii) a function $U : \mathbb{R}_+ \to \mathbb{R}$, twice differentiable (at least on $(0, +\infty)$), which will relate the values of the density of our probability measure and the value of the functional. So let

$$\begin{cases}
\nu(dx) := e^{-V(x)} \text{vol}(dx)

U_\nu(\mu) := \int_M U(\rho(x)) \, d\nu(x), \quad \mu = \rho \nu.
\end{cases} \quad (15.2)$$

So far the functional $U_\nu$ is only defined on the set of probability measures that are absolutely continuous with respect to $\nu$, or equivalently with respect to the volume measure, and I shall not go beyond that setting before Part III of these notes. If $\rho^0$ stands for the density of $\mu$ with respect to the plain volume, then obviously $\rho^0 = e^{-V} \rho$, so there is the alternative expression

$$U_\nu(\mu) = \int_M U(e^V \rho^0) e^{-V} \, d\text{vol}, \quad \mu = \rho^0 \text{vol}.$$

One can think of $U$ as a constitutive law for the internal energy of a fluid: this is jargon to say that the energy “contained” in a fluid of density $\rho$ is given by the formula $\int U(\rho)$. The function $U$ should be a property of the fluid itself, and might reflect some microscopic interaction between the particles which constitute it; it is natural to assume $U(0) = 0$.

In the same thermodynamical analogy, one can also introduce the pressure law:

$$p(\rho) = \rho U'(\rho) - U(\rho). \quad (15.3)$$

The physical interpretation is as follows: if the fluid is enclosed in a domain $\Omega$, then the pressure felt by the boundary $\partial \Omega$ at a point $x$ is normal and proportional to $p(\rho)$ at that point. (Recall that the pressure is defined, up to a sign, as the partial derivative of the internal energy with respect to the volume of the fluid.) So if you consider a homogeneous fluid of total mass 1, in a volume $V$, then its density is $\rho = 1/V$, the total energy is $V U(1/V)$, and the pressure should be $(-d/dV)[V U(1/V)] = p(1/V)$; this justifies formula (15.3).

To the pressure $p$ is associated a total pressure $\int p(\rho) \, d\nu$, and one can again consider the influence of small variations of volume on this functional; this leads to the definition of the iterated pressure:
Both the pressure and the iterated pressure will appear naturally when one differentiates the energy functional: the pressure for first-order derivatives, and the iterated pressure for second-order derivatives.

**Example 15.1.** Let $m \neq 1$, and

$$U(\rho) = U^{(m)}(\rho) = \frac{\rho^m - \rho}{m - 1};$$

then

$$p(\rho) = \rho^m, \quad p_2(\rho) = (m - 1) \rho^m.$$  

There is an important limit case as $m \to 1$:

$$U^{(1)}(\rho) = \rho \log \rho;$$

then

$$p(\rho) = \rho, \quad p_2(\rho) = 0.$$

By the way, the linear part $-\rho/(m - 1)$ in $U^{(m)}$ does not contribute to the pressure, but has the merit of displaying the link between $U^{(m)}$ and $U^{(1)}$.

Differential operators will also be useful. Let $\Delta$ be the Laplace operator on $M$, then the distortion of the volume element by the function $V$ leads to a natural second-order operator:

$$L = \Delta - \nabla V \cdot \nabla. \quad (15.5)$$

Recall from Chapter 14 the expression of the *carré du champ itéré* associated with $L$:

$$\Gamma_2(\psi) = L \left( \frac{|\nabla \psi|^2}{2} \right) - \nabla \psi \cdot \nabla (L \psi) \quad (15.6)$$

$$= \|\nabla^2 \psi\|_{\text{HS}}^2 + (\text{Ric} + \nabla^2 V) (\nabla \psi); \quad (15.7)$$

the second equality is a consequence of Bochner’s formula (14.28), as we shall briefly check. With respect to (14.28), there is an additional term in the left-hand side:

$$-\nabla V \cdot \nabla \frac{|\nabla \psi|^2}{2} + \nabla \psi \cdot \nabla (\nabla V \cdot \nabla \psi)$$

$$= -\langle \nabla^2 \psi \cdot \nabla V, \nabla \psi \rangle + \langle \nabla^2 V \cdot \nabla \psi, \nabla \psi \rangle + \langle \nabla^2 \psi \cdot \nabla V, \nabla \psi \rangle$$

$$= \langle \nabla^2 V \cdot \nabla \psi, \nabla \psi \rangle,$$
which is precisely the additional term in the right-hand side.

The next formula is the first important result in this chapter: it gives an “explicit” expression for the gradient of the functional $U_\nu$. For a given measure $\mu$, the gradient of $U_\nu$ at $\mu$ is a “tangent vector” at $\mu$ in the Wasserstein space, so this should be an infinitesimal variation of $\mu$.

**Formula 15.2 (Gradient formula in Wasserstein space).** Let $\mu$ be absolutely continuous with respect to $\nu$. Then, with the above notation,

$$
\text{grad}_\mu U_\nu = -\nabla \cdot (\mu \nabla U'(\rho)) \\
= -\nabla \cdot (e^{-\nu} \nabla p(\rho)) \text{ vol} \\
= -(L p(\rho)) \nu.
$$

**Remark 15.3.** The expression in the right-hand side of (15.8) is the divergence of a vector-valued measure; recall that $\nabla \cdot m$ is defined in the weak sense by its action on compactly supported smooth functions:

$$
\int \phi \, d(\nabla \cdot m) = -\int \nabla \phi \cdot (dm).
$$

On the other hand, the divergence in (15.9) is the divergence of a vector field. Note that $\nabla \cdot (\xi \text{ vol}) = (\nabla \cdot \xi) \text{ vol}$, so in (15.9) one could put the volume “inside the divergence”. All three expressions in Formula (15.2) are interesting, the first one because it writes the “tangent vector” $\text{grad}_\mu U_\nu$ in the normalized form $-\nabla \cdot (\mu \nabla \psi)$, with $\psi = U'(\rho)$; the second one because it gives the result as the divergence of a vector field; the third one because it is stated in terms of the infinitesimal variation of density $\rho = d\mu/d\nu$.

Below are some important examples of application of Formula 15.2.

**Example 15.4.** Define the $H$-functional of Boltzmann (opposite of the entropy) by

$$
H(\mu) = \int_M \rho \log \rho \, d\text{vol}.
$$

Then the second expression in equation (15.8) yields

$$
\text{grad}_\mu H = -\Delta \mu,
$$

which can be identified with the function $-\Delta \rho$. Thus the gradient of Boltzmann’s entropy is the Laplace operator. This short statement is one of the first striking conclusions of Otto’s formalism.
Example 15.5. Now consider a general \( \nu = e^{-V} \text{vol} \), write \( \mu = \rho \nu = \rho^0 \text{vol} \), and define

\[
H_\nu(\mu) = \int_M \rho \log \rho \, d\nu = \int_M (\log \rho^0 + V) \, d\mu
\]

(this is the \( H \)-functional relative to the reference measure \( \nu \)). Then

\[
\text{grad}_\mu H_\nu = -(\nabla \rho - \nabla V \cdot \nabla \rho) \nu = -(L\rho) \nu.
\]

In short, the gradient of the relative entropy is the distorted Laplace operator.

Example 15.6. To generalize Example 15.4 in another direction, consider

\[
H^{(m)}(\mu) = \int_M \frac{\rho^m - \rho}{m-1} \, d\text{vol};
\]
then

\[
\text{grad}_\mu H^{(m)} = -\Delta (\rho^m).
\]

More generally, if \( \rho \) is the density with respect to \( \nu = e^{-V} \text{vol} \), and

\[
H^{(m)}_\nu(\mu) = \int_M \frac{\rho^m - \rho}{m-1} \, d\nu,
\]
then

\[
\text{grad}_\mu U_\nu = -e^V \nabla \cdot (e^{-V} \nabla \rho^m) \nu \quad \text{(15.11)}
\]

\[
= -(L\rho^m) \nu. \quad \text{(15.12)}
\]

The next formula is about second-order derivatives, or Hessians. Since the Hessian of \( U_\nu \) at \( \mu \) is a quadratic form on the tangent space \( T_\mu P_2 \), I shall write down its expression when evaluated on a tangent vector of the form \( -\nabla \cdot (\mu \nabla \psi) \).

Formula 15.7 (Hessian formula in Wasserstein space). Let \( \mu \) be absolutely continuous with respect to \( \nu \), and let \( \dot{\mu} = -\nabla \cdot (\mu \nabla \psi) \) be a tangent vector at \( \mu \). Then, with the above notation,

\[
\text{Hess}_\mu U_\nu(\dot{\mu}) = \int_M \Gamma_2(\psi) p(\rho) \, d\nu + \int_M (L\psi)^2 p_2(\rho) \, d\nu \quad \text{(15.13)}
\]

\[
= \int_M \left[ \|\nabla^2 \psi\|_{\text{HS}}^2 + (\text{Ric} + \nabla^2 V)(\nabla \psi) \right] p(\rho) \, d\nu
\]

\[
+ \int_M \left( -\Delta \psi + \nabla V \cdot \nabla \psi \right)^2 p_2(\rho) \, d\nu. \quad \text{(15.14)}
\]
Remark 15.8. As expected, this is a quadratic expression in $\nabla \psi$ and its derivatives; and this expression does depend on the measure $\mu$.

Example 15.9. Applying the formula with $U(\rho) = (\rho^m - \rho)/(m - 1)$, recalling that $\mu = \rho \nu$, one obtains

$$\text{Hess}_\mu H^{(m)}(\dot{\mu}) = \int_M \left( \|\nabla^2 \psi\|_{\text{HS}}^2 + (\text{Ric} + \nabla^2 V)(\nabla \psi) + (m - 1)(\Delta \psi - \nabla V \cdot \nabla \psi)^2 \right) \rho^{m-1} d\mu.$$ 

In the limit case $m = 1$, which is $U(\rho) = \rho \log \rho$, this expression simplifies into

$$\text{Hess}_\mu H(\dot{\mu}) = \int_M \left( \|\nabla^2 \psi\|_{\text{HS}}^2 + (\text{Ric} + \nabla^2 V)(\nabla \psi) \right) d\mu;$$

or equivalently, with the notation of Chapter 14,

$$\text{Hess}_\mu H(\dot{\mu}) = \int_M \left( \|\nabla^2 \psi\|_{\text{HS}}^2 + \text{Ric}_{\infty,\nu}(\nabla \psi) \right) d\mu.$$

Formulas 15.2 and 15.7 will be justified only at a heuristic level. A rigorous proof would require many more definitions and much more apparatus, as well as regularity and decay assumptions on the measures and the functionals. So here I shall disregard all issues about integrability and regularity, which will be a huge simplification. Still, the proofs will not be completely trivial.

"Proof" of Formula 15.2. When the integration measure is not specified, it will be the volume rather than $\nu$. To understand the proof, it is important to make the distinction between a gradient and a differential.

Let $\zeta$ be such that the tangent vector $\text{grad}_\mu U(\nu)$ can be represented as $-\nabla \cdot (\mu \nabla \zeta)$, and let $\partial_t \mu = -\nabla \cdot (\mu \nabla \psi)$ be an arbitrary "tangent vector". The infinitesimal variation of the density $\rho = d\mu/d\nu$ is given by

$$\partial_t \rho = -e^V \nabla \cdot \left( \rho e^{-V} \nabla \psi \right).$$

By direct computation and integration by parts, the infinitesimal variation of $U(\nu)$ along that variation is equal to

$$\int U'(\rho) \partial_t \rho \, d\nu = -\int U'(\rho) \nabla \cdot (\rho e^{-V} \nabla \psi)$$

$$= \int \nabla U'(\rho) \cdot \nabla \psi \, \rho e^{-V}$$

$$= \int \nabla U'(\rho) \cdot \nabla \psi \, d\mu.$$
By definition of the gradient operator, this should coincide with

\[ \langle \text{grad}_\mu U_\nu, \partial_t \mu \rangle = \int \nabla \zeta \cdot \nabla \psi \, d\mu. \]

If this should hold true for all \( \psi \), the only possible choice is that

\[ \nabla U'(\rho) = \nabla \zeta(\rho), \]

at least \( \mu \)-almost everywhere. In any case \( \zeta := U'(\rho) \) provides an admissible representation of \( \text{grad}_\mu U_\nu \). This proves formula (15.8). The other two formulas are obtained by noting that

\[ p'(\rho) = \rho U''(\rho), \]

and so

\[ \nabla U'(\rho) \rho = \rho U''(\rho) \nabla \rho = p'(\rho) \nabla \rho = \nabla p(\rho); \]

therefore

\[ \nabla \cdot (\mu \nabla U'(\rho)) = \nabla \cdot (e^{-V} \rho \nabla U'(\rho)) = e^{-V} L p(\rho). \]

For the second order (formula (15.7)), things are more intricate. The following identity will be helpful: If \( \xi \) is a tangent vector at \( x \) on a Riemannian manifold \( M \), and \( F \) is a function on \( M \), then

\[ \text{Hess}_x F(\xi) = \left. \frac{d^2}{dt^2} \right|_{t=0} F(\gamma(t)), \]

(15.15)

where \( \gamma(t) \) is a geodesic starting from \( \gamma(0) = x \) with velocity \( \dot{\gamma}(0) = \xi \).

To prove (15.15), it suffices to note that the first derivative of \( F(\gamma(t)) \) is \( \dot{\gamma}(t) \cdot \nabla F(\gamma(t)) \); so the second derivative is \( (d/dt)(\dot{\gamma}(t)) \cdot \nabla F(\gamma(t)) + \langle \nabla^2 F(\gamma(t)) \cdot \dot{\gamma}(t), \dot{\gamma}(t) \rangle \), and the first term vanishes because a geodesic has zero acceleration.

"Proof" of Formula 15.7. The problem consists in differentiating \( U_\nu(\mu_t) \) twice along a geodesic path of the form

\[
\begin{cases}
\partial_t \mu + \nabla \cdot (\mu \nabla \psi) = 0 \\
\partial_t \psi + \frac{|
abla \psi|^2}{2} = 0.
\end{cases}
\]

The following integration by parts formula will be useful:

\[ \int \nabla f \cdot \nabla g \, d\nu = - \int (Lf) g \, d\nu. \]

(15.16)
From the proof of the gradient formula, one has, with the notation \( \mu_t = \rho_t \nu \),

\[
\frac{dU_\nu(\mu_t)}{dt} = \int_M \nabla \psi_t \cdot \nabla U'(\rho_t) \rho_t \, d\nu \\
= \int_M \nabla \psi_t \cdot \nabla p(\rho_t) \, d\nu \\
= - \int_M (L\psi_t) p(\rho_t) \, d\nu.
\]

It remains to differentiate again. To alleviate notation, I shall not write the time variable explicitly. So

\[
\frac{d^2 U_\nu(\mu)}{dt^2} = -\int (L\partial_t \psi) p(\rho) \, d\nu - \int (L\psi)p'(\rho) \partial_t \rho \, d\nu \\
= \int L \left( \frac{|\nabla \psi|^2}{2} \right) p(\rho) \, d\nu - \int (L\psi) p'(\rho) \partial_t \mu. \tag{15.17}
\]

The last term in (15.18) can be rewritten as

\[
\int (L\psi) p'(\rho) \nabla \cdot (\mu \nabla \psi) \\
= -\int \nabla((L\psi)p'(\rho)) \cdot \nabla \psi \, d\mu \\
= -\int \nabla((L\psi)p'(\rho)) \cdot \nabla \rho \, d\nu \\
= -\int \nabla(L\psi) \cdot \nabla \psi \, p'(\rho) \, d\nu - \int (L\psi) \rho \nabla \rho \cdot \nabla \psi \, d\nu \\
= -\int \nabla(L\psi) \cdot \nabla \psi \, p'(\rho) \, d\nu - \int (L\psi) \nabla p_2(\rho) \cdot \nabla \psi \, d\nu. \tag{15.19}
\]

The second term in (15.19) needs a bit of reworking: it can be recast as

\[
-\int \nabla(L\psi p_2(\rho)) \cdot \nabla \psi \, d\nu - \int (\nabla L\psi) p_2(\rho) \cdot \nabla \psi \, d\nu \\
= \int (L\psi)^2 p_2(\rho) \, d\nu - \int (\nabla L\psi) \cdot \nabla p_2(\rho) \, d\nu,
\]

where (15.16) has been used once more.

By collecting all these calculations,
\[
\frac{d^2 U_\nu(\mu)}{dt^2} = \int L \left( \frac{|\nabla \psi|^2}{2} \right) p(\rho) \, d\nu + \int (L\psi)^2 p_2(\rho) \, d\nu \\
+ \int (\nabla \psi \cdot \nabla L\psi) \left( p_2(\rho) - \rho p'(\rho) \right) \, d\nu.
\]

Since \( p_2(\rho) - \rho p'(\rho) = -p(\rho) \), this transforms into

\[
\int \left( L \left( \frac{|\nabla \psi|^2}{2} \right) - \nabla \psi \cdot \nabla L\psi \right) p(\rho) \, d\nu + \int (L\psi)^2 p_2(\rho).
\] (15.20)

In view of (15.6)–(15.7), this establishes formula (15.13). \( \square \)

**Exercise 15.10.** “Prove” that the gradient of an arbitrary functional \( \mathcal{F} \) on \( P_2(M) \) can be written

\[
\text{grad}_\mu \mathcal{F} = -\nabla \cdot (\mu \nabla \phi), \quad \phi = \frac{\delta \mathcal{F}}{\delta \mu},
\]

where \( \delta \mathcal{F}/\delta \mu \) is a function defined by

\[
\frac{d}{dt} \mathcal{F}(\mu_t) = \int \left( \frac{\delta \mathcal{F}}{\delta \mu} \right) \partial_t \mu_t.
\]

Check that in the particular case

\[
\mathcal{F}(\mu) = \int_M F(x, \rho(x), \nabla \rho(x)) \, d\nu(x),
\] (15.21)

where \( F = F(x, \rho, p) \) is a smooth function of \( \rho \in \mathbb{R}_+, (x, p) \in TM \), one has

\[
\left( \frac{\partial \mathcal{F}}{\partial \mu} \right)(x) = (\partial_\rho F)(x, \rho(x), \nabla \rho(x)) \\
- (\nabla_x - \nabla V(x)) \cdot (\nabla_p F)(x, \rho(x), \nabla \rho(x))
\]

The following two open problems (loosely formulated) are natural and interesting, and I don’t know how difficult they are:

**Open Problem 15.11.** Find a nice formula for the Hessian of the functional \( \mathcal{F} \) appearing in (15.21).

**Open Problem 15.12.** Find a nice formalism playing the role of the Otto calculus in the space \( P_p(M) \), for \( p \neq 2 \). More generally, are there nice formal rules for taking derivatives along displacement interpolation, for general Lagrangian cost functions?
To conclude this chapter, I shall come back to the subject of rigorous justification of Otto’s formalism. At the time of writing, several theories have been developed, at least in the Euclidean setting (see the bibliographical notes); but they are rather heavy and not yet completely convincing.\footnote{I can afford this negative comment since myself I participated in the story.} From the technical point of view, they are based on the natural strategy which consists in truncating and regularizing, then applying the arguments presented in this chapter, then passing to the limit.

A quite different strategy, which I personally recommend, consists in translating all the Eulerian statements in the language of Lagrangian formalism. This is less appealing for intuition and calculations, but somehow easier to justify in the case of optimal transport. For instance, instead of the Hessian operator, one will only speak of the second derivative along geodesics in the Wasserstein space. This point of view will be developed in the next two chapters, and then a rigorous treatment will not be that painful.

Still, in many situations the Eulerian point of view is better for intuition and for understanding, in particular in certain problems involving functional inequalities. The above discussion might be summarized by the slogan \textit{“Think Eulerian, prove Lagrangian”}. This is a rather exceptional situation from the point of view of fluid dynamics, where the standard would rather be “Think Lagrangian, prove Eulerian” (for instance, shocks are delicate to treat in a Lagrangian formalism). Once again, the point is that “there are no shocks” in optimal transport: as discussed in Chapter 8, trajectories do not meet until maybe at final time.

\section*{Bibliographical notes}

Otto’s seminal paper \cite{669} studied the formal Riemannian structure of the Wasserstein space, and gave applications to the study of the porous medium equation; I shall come back to this topic later. With all the preparations of Part I, the computations performed in this chapter may look rather natural, but they were a little conceptual tour de force at the time of Otto’s contribution, and had a strong impact on the research community. This work was partly inspired by the desire to
understand in depth a previous contribution by Jordan, Kinderlehrer and Otto [493].

Otto’s computations were concerned with the case $U(\rho) = \rho^m$ in $\mathbb{R}^n$. Then Otto and I considered $U(\rho) = \rho \log \rho$ on a manifold [671, Section 3]; we computed the Hessian by differentiating twice along geodesics in the Wasserstein space. (To my knowledge, this was the first published work where Ricci curvature appeared in relation to optimal transport.) Functionals of the form $E(\mu) = \int W(x - y) \mu(dx) \mu(dy)$ in $\mathbb{R}^n$ were later studied by Carrillo, McCann and myself [213]. More recently, Lott and I [577, Appendix E] considered the functionals $U_\nu$ presented in this chapter (on a manifold and with a reference measure $e^{-V \text{vol}}$).

In my previous book [814, Section 9.1], I already gave formulas for the gradient and Hessian of three basic types of functionals on $P^2(\mathbb{R}^n)$ that I called internal energy, potential energy and interaction energy, and which can be written respectively (with obvious notation) as

$$\int U(\rho(x)) \, dx; \quad \int V \, d\mu; \quad \frac{1}{2} \int W(x - y) \, d\mu(x) \, d\mu(y). \quad (15.22)$$

A short presentation of the differential calculus in the Wasserstein space can be found in [814, Chapter 8]; other sources dealing with this subject, with some variations in the presentation, are [30, 203, 214, 671, 673].

Apart from computations of gradients and Hessians, little is known about Riemannian calculus in $P^2(M)$. The following issues are natural (I am not sure how important they are, but at least they are natural):

- Is there a Jacobi equation in $P^2(M)$, describing small variations of geodesic fields?
- Can one define Christoffel symbols, at least formally?
- Can one define a Laplace operator?
- Can one define a volume element? A divergence operator?

Recently, Lott [575] partly answered some of these questions by establishing formulas for the Riemannian connection and Riemannian curvature in the subset $P^\infty(M)$ of smooth positive densities, viewed as a subset of $P^2(M)$, when $M$ is compact. In a different direction, Gigli [415] gave a rigorous construction of a parallel transport along a curve in $P^2(\mathbb{R}^n)$ for which $\int_0^1 \|v_t\|_{\text{Lip}} \, dt < +\infty$. (See [29] for improved results.)
The problem whether there exists a natural probability measure ("volume", or "Boltzmann–Gibbs measure") on $P_2(M)$ is, I think, very relevant for applications in geometry or theoretical statistics. Von Renesse and Sturm [827] have managed to construct natural probability measures on $P_2(S^1)$; these measures depend on a parameter $\beta$ ("inverse temperature") and may be written heuristically as

$$\mathbb{P}_\beta(d\mu) = \frac{e^{-H_\nu(\mu)}d\text{vol}(\mu)}{Z_\beta}, \quad (15.23)$$

where $\nu$ is the reference measure on $S^1$, that is, the Lebesgue measure. Their construction strongly uses the one-dimensional assumption, and makes the link with the theory of "Poisson measures" used in nonparametric statistics. A particle approximation was studied in [38].

The point of view that was first advocated by Otto himself, and which I shall adopt in this course, is that the "Otto calculus" should primarily be considered a heuristic tool, and conclusions drawn by its use should then be checked by "direct" means. This might lack elegance, but it is much safer from the point of view of mathematical rigor. Some papers in which this strategy has been used with success are [577, 669, 671, 673, 761]. Recently, Calvez [197] used the Otto formalism to derive complex identities for chemotaxis models of Keller–Segel type, which would have been very difficult to guess otherwise.

In most of these works, rigorous justifications are done in Lagrangian formalism, or by methods which do not use transport at all. The work by Otto and Westdickenberg [673] is an interesting exception: there everything is attacked from an Eulerian perspective (using such tools as regularization of currents on manifolds); see [271] for an elaboration of these ideas, which applies even without smoothness.

All the references quoted above mainly deal with calculus in $P_p(M)$ for $p = 2$. The case $p \neq 2$ is much less well understood; as noticed in [30, p. 10], $P_p(M)$ can be seen as a kind of Finsler structure, and there are also rules to compute derivatives in that space, at least to first order. The most general results to this date are in [30].

A better understood generalization treats the case when geodesics in $P_2(M)$ are replaced by action-minimizing curves, for some Lagrangian action like those considered in Chapter 7; the adaptation of Otto calculus to this situation was worked out by Lott [576], with applications to the study of the Ricci flow.
Let me conclude with some remarks about the functionals considered in this chapter.

Functionals of the form (15.22) appear everywhere in mathematical physics to model all kinds of energies. It would be foolish to try to make a list.

The interpretation of \( p(\rho) = \rho U'(\rho) - U(\rho) \) as a pressure associated to the constitutive law \( U \) is well-known in thermodynamics, and was explained to me by McCann; the discussion in the present chapter is slightly expanded in [814, Remarks 5.18].

The functional \( H_\nu(\mu) = \int \rho \log \rho \, d\nu \) is well-known in statistical physics, where it was introduced by Boltzmann [141]. In Boltzmann’s theory of gases, \( H_\nu \) is identified with the negative of the entropy. It would take a whole book to review the meaning of entropy in thermodynamics and statistical mechanics (see, e.g., [812] for its use in kinetic theory). I should also mention that the \( H \) functional coincides with the Kullback information in statistics, and it appears in Shannon’s theory of information as an optimal compression rate [747], and in Sanov’s theorem as the rate function for large deviations of the empirical measure of independent samples [302, Chapter 3] [296, Theorem 6.2.10].

An interesting example of a functional of the form (15.21) that was considered in relation with optimal transport is the so-called Fisher information,

\[
I(\mu) = \int \frac{|\nabla \rho|^2}{\rho};
\]

see [30, Example 11.1.10] and references there provided. We shall encounter this functional again later.
Convexity plays a prominent role in analysis in general. It is most generally used in a vector space $V$: A function $F : V \to \mathbb{R} \cup \{+\infty\}$ is said to be convex if for all $x, y \in V$,

$$\forall t \in [0, 1] \quad F((1 - t) x + ty) \leq (1 - t) F(x) + t F(y). \quad (16.1)$$

But convexity is also a metric notion: In short, convexity in a metric space means convexity along geodesics. Consequently, geodesic spaces are a natural setting in which to define convexity:

**Definition 16.1 (Convexity in a geodesic space).** Let $(\mathcal{X}, d)$ be a complete geodesic space. Then a function $F : \mathcal{X} \to \mathbb{R} \cup \{+\infty\}$ is said to be geodesically convex, or just convex, if for any constant-speed geodesic path $(\gamma_t)_{0 \leq t \leq 1}$ valued in $\mathcal{X}$,

$$\forall t \in [0, 1] \quad F(\gamma_t) \leq (1 - t) F(\gamma_0) + t F(\gamma_1). \quad (16.2)$$

It is said to be weakly convex if for any $x_0, x_1$ in $\mathcal{X}$ there exists at least one constant-speed geodesic path $(\gamma_t)_{0 \leq t \leq 1}$ with $\gamma_0 = x_0$, $\gamma_1 = x_1$, such that inequality (16.2) holds true.

It is a natural problem to identify functionals that are convex on the Wasserstein space. In his 1994 PhD thesis, McCann established and used the convexity of certain functionals on $P_2(\mathbb{R}^n)$ to prove the uniqueness of their minimizers. Since then, his results have been generalized; yet almost all examples which have been treated so far belong to the general class

$$\mathcal{F}(\mu) = \int_{\mathcal{X}^k} I(x_1, \ldots, x_k) d\mu(x_1) \ldots d\mu(x_k) + \int_{\mathcal{X}} U \left( \frac{d\mu}{d\nu} \right) d\nu,$$
where \( I(x_1, \ldots, x_k) \) is a certain “\( k \)-particle interaction potential”, \( U \) is a nice function \( \mathbb{R}_+ \to \mathbb{R} \), and \( \nu \) is a reference measure.

In this and the next chapter I shall consider the convexity problem on a general Riemannian manifold \( M \), in the case \( I = 0 \), so the functionals under study will be the functionals \( U_\nu \) defined by

\[
U_\nu(\mu) = \int_M U(\rho) \, d\nu, \quad \mu = \rho \nu. \tag{16.3}
\]

As a start, I shall give some reminders about the notion of convexity and its refinements; then I shall make these notions more explicit in the case of the Wasserstein space \( P_2(M) \). In the last section of this chapter I shall use Otto’s calculus to guess sufficient conditions under which \( U_\nu \) satisfies some interesting convexity properties (Guesses 16.6 and 16.7).

Let the reader not be offended if I strongly insist that convexity in the metric space \( P_2(M) \) has nothing to do with the convex structure of the space of probability measures. The former concept will be called “convexity along optimal transport” or displacement convexity.

**Reminders on convexity: differential and integral conditions**

The material in this section has nothing to do with optimal transport, and is, for the most part, rather standard.

It is well-known that a function \( F : \mathbb{R}^n \to \mathbb{R} \) is convex, in the sense of (16.1), if and only if it satisfies

\[
\nabla^2 F \geq 0 \tag{16.4}
\]

(nonnegative Hessian) on \( \mathbb{R}^n \). The latter inequality should generally be understood in distribution sense, but let me just forget about this subtlety which is not essential here.

The inequality (16.4) is a differential condition, in contrast with the “integral” condition (16.1). There is a more general principle relating a lower bound on the Hessian (differential condition) to a convexity-type inequality (integral condition). It can be stated in terms of the one-dimensional Green function (of the Laplace operator with Dirichlet boundary conditions). That Green function is the nonnegative kernel \( G(s, t) \) such that for all functions \( \varphi \in C([0, 1]; \mathbb{R}) \cap C^2((0, 1); \mathbb{R}) \),
\( \varphi(t) = (1 - t) \varphi(0) + t \varphi(1) - \int_0^1 \dot{\varphi}(s) G(s, t) \, ds. \) \hfill (16.5)

It is easy to give an explicit expression for \( G \) (see Figure 16.1):

\[
G(s, t) = \begin{cases} 
  s (1 - t) & \text{if } s \leq t \\
  t (1 - s) & \text{if } s \geq t.
\end{cases} \hfill (16.6)
\]

Then formula (16.5) actually extends to arbitrary continuous functions \( \varphi \) on \([0, 1]\), provided that \( \dot{\varphi} \) (taken in a distribution sense) is bounded below by a real number.

![Fig. 16.1. The Green function \( G(s, t) \) as a function of \( s \).](image)

The next statement provides the equivalence between several differential and integral convexity conditions in a rather general setting.

**Proposition 16.2 (Convexity and lower Hessian bounds).** Let \((M, g)\) be a Riemannian manifold, and let \( \Lambda = \Lambda(x, \cdot) \) be a continuous quadratic form on \( TM \); that is, for any \( x \), \( \Lambda(x, \cdot) \) is a quadratic form in \( v \), and it depends continuously on \( x \). Assume that for any constant-speed geodesic \( \gamma : [0, 1] \to M \),

\[
\lambda[\gamma] := \inf_{0 \leq t \leq 1} \frac{\Lambda(\gamma_t, \dot{\gamma}_t)}{\| \gamma_t \|^2} > -\infty. \hfill (16.7)
\]

Then, for any function \( F \in C^2(M) \), the following statements are equivalent:

(i) \( \nabla^2 F \geq \Lambda \);

(ii) For any constant-speed, minimizing geodesic \( \gamma : [0, 1] \to M \),

\[
F(\gamma_t) \leq (1 - t) F(\gamma_0) + t F(\gamma_1) - \int_0^1 \Lambda(\gamma_s, \dot{\gamma}_s) G(s, t) \, ds;
\]
(iii) For any constant-speed, minimizing geodesic $\gamma : [0,1] \to M$,

$$F(\gamma_1) \geq F(\gamma_0) + \langle \nabla F(\gamma_0), \dot{\gamma}_0 \rangle + \int_0^1 A(\gamma_t, \dot{\gamma}_t) (1 - t) \, dt;$$

(iv) For any constant-speed, minimizing geodesic $\gamma : [0,1] \to M$,

$$\langle \nabla F(\gamma_1), \dot{\gamma}_1 \rangle - \langle \nabla F(\gamma_0), \dot{\gamma}_0 \rangle \geq \int_0^1 A(\gamma_t, \dot{\gamma}_t) \, dt.$$

When these properties are satisfied, $F$ is said to be $\Lambda$-convex. The equivalence is still preserved if conditions (ii), (iii) and (iv) are respectively replaced by the following a priori weaker conditions:

(ii’) For any constant-speed, minimizing geodesic $\gamma : [0,1] \to M$,

$$F(\gamma_t) \leq (1 - t) F(\gamma_0) + t F(\gamma_1) - \lambda[\gamma] \int_0^1 g(\gamma_s, \dot{\gamma}_s) G(s,t) \, ds;$$

(iii’) For any constant-speed, minimizing geodesic $\gamma : [0,1] \to M$,

$$F(\gamma_1) \geq F(\gamma_0) + \langle \nabla F(\gamma_0), \dot{\gamma}_0 \rangle + \lambda[\gamma] \frac{d(\gamma_0, \gamma_1)^2}{2};$$

(iv’) For any constant-speed, minimizing geodesic $\gamma : [0,1] \to M$,

$$\langle \nabla F(\gamma_1), \dot{\gamma}_1 \rangle - \langle \nabla F(\gamma_0), \dot{\gamma}_0 \rangle \geq \lambda[\gamma] \frac{d(\gamma_0, \gamma_1)^2}{2}.$$

**Remark 16.3.** In the particular case when $\Lambda$ is equal to $\lambda g$ for some constant $\lambda \in \mathbb{R}$, Property (ii) reduces to Property (ii’) with $\lambda[\gamma] = \lambda$. Indeed, since $\gamma$ has constant speed,

$$F(\gamma_t) \leq (1 - t) F(\gamma_0) + t F(\gamma_1) - \lambda \int_0^1 g(\gamma_s, \dot{\gamma}_s) G(s,t) \, ds$$

$$= (1 - t) F(\gamma_0) + t F(\gamma_1) - \lambda d(\gamma_0, \gamma_1)^2 \int_0^1 G(s,t) \, ds.$$

By plugging the function $\varphi(t) = t^2$ into (16.5) one sees that $\int_0^1 G(s,t) \, ds = t(1 - t)/2$. So (ii) indeed reduces to

$$F(\gamma_t) \leq (1 - t) F(\gamma_0) + t F(\gamma_1) - \frac{\lambda t(1 - t)}{2} d(\gamma_0, \gamma_1)^2. \quad (16.8)$$
Definition 16.4 ($\Lambda$-convexity). Let $M$ be a Riemannian manifold, and let $\Lambda = \Lambda(x,v)$ be a continuous quadratic form on $M$, satisfying (16.7). A function $F : M \to \mathbb{R} \cup \{+\infty\}$ is said to be $\Lambda$-convex if Property (ii) in Proposition 16.2 is satisfied. In the case when $\Lambda = \lambda g$, $\lambda \in \mathbb{R}$, $F$ will be said to be $\lambda$-convex; this means that inequality (16.8) is satisfied. In particular, 0-convexity is just plain convexity.

Proof of Proposition 16.2. The arguments in this proof will come again several times in the sequel, in various contexts.

Assume that (i) holds true. Consider $x_0$ and $x_1$ in $M$, and introduce a constant-speed minimizing geodesic $\gamma$ joining $\gamma_0 = x_0$ to $\gamma_1 = x_1$. Then
\[
\frac{d^2}{dt^2} F(\gamma_t) = \langle \nabla^2 F(\gamma_t) \cdot \dot{\gamma}_t, \dot{\gamma}_t \rangle \geq \Lambda(\gamma_t, \dot{\gamma}_t).
\]
Then Property (ii) follows from identity (16.5) with $\varphi(t) := F(\gamma_t)$.

As for Property (iii), it can be established either by dividing the inequality in (ii) by $t > 0$, and then letting $t \to 0$, or directly from (i) by using the Taylor formula at order 2 with $\varphi(t) = F(\gamma_t)$ again. Indeed, $\ddot{\varphi}(0) = \langle \nabla F(\gamma_0), \dot{\gamma}_0 \rangle$, while $\dot{\varphi}(t) \geq \Lambda(\gamma_t, \dot{\gamma}_t)$.

To go from (iii) to (iv), replace the geodesic $\gamma_t$ by the geodesic $\gamma_{1-t}$, to get
\[
F(\gamma_0) \geq F(\gamma_1) - \langle \nabla F(\gamma_1), \dot{\gamma}_1 \rangle + \int_0^1 \Lambda(\gamma_{1-t}, \dot{\gamma}_{1-t}) (1 - t) \, dt.
\]
After changing variables in the last integral, this is
\[
F(\gamma_0) \geq F(\gamma_1) - \langle \nabla F(\gamma_1), \dot{\gamma}_1 \rangle + \int_0^1 \Lambda(\gamma_t, \dot{\gamma}_t) \, t \, dt,
\]
and by adding up (iii), one gets Property (iv).

So far we have seen that (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) $\Rightarrow$ (iv). To complete the proof of equivalence it is sufficient to check that (iv') implies (i).

So assume (iv'). From the identity
\[
\langle \nabla F(\gamma_1), \dot{\gamma}_1 \rangle - \langle \nabla F(\gamma_0), \dot{\gamma}_0 \rangle = \int_0^1 \nabla^2 F(\gamma_t)(\dot{\gamma}_t) \, dt
\]
and (iv'), one deduces that for all geodesic paths $\gamma$,
\[
\lambda[\gamma] d(\gamma_0, \gamma_1)^2 \leq \int_0^1 \nabla^2 F(\gamma_t)(\dot{\gamma}_t) \, dt. \tag{16.9}
\]
Choose \((x_0, v_0)\) in \(TM\), with \(v_0 \neq 0\), and \(\gamma(t) = \exp_{x_0}(\varepsilon tv_0)\), where \(\varepsilon > 0\); of course \(\gamma\) depends implicitly on \(\varepsilon\). Note that \(d(\gamma_0, \gamma_1) = \varepsilon |v_0|\). Write

\[
\lambda[\gamma] \frac{d(\gamma_0, \gamma_1)^2}{\varepsilon^2} \leq \int_0^1 \nabla^2 F(\gamma_t) \left( \frac{\dot{\gamma}_t}{\varepsilon} \right) \, dt.
\]

(16.10)

As \(\varepsilon \to 0\), \((\gamma_t, \dot{\gamma}_t) \simeq (x_0, \varepsilon v_0)\) in \(TM\), so

\[
\lambda[\gamma] = \inf_{0 \leq t \leq 1} \frac{A(\gamma_t, \dot{\gamma}_t)}{|\dot{\gamma}_t|^2} = \inf_{0 \leq t \leq 1} \frac{A(\gamma_t, \dot{\gamma}_t/\varepsilon)}{|\gamma_t/\varepsilon|^2} \xrightarrow{\varepsilon \to 0} \frac{A(x_0, v_0)}{|v_0|^2}.
\]

Thus the left-hand side of (16.10) converges to \(A(x_0, v_0)\). On the other hand, since \(\nabla^2 F\) is continuous, the right-hand side obviously converges to \(\nabla^2 F(x_0)(v_0)\). Property (i) follows.

\[\square\]

### Displacement convexity

I shall now discuss convexity in the context of optimal transport, replacing the manifold \(M\) of the previous section by the geodesic space \(P_2(M)\). For the moment I shall only consider measures that are absolutely continuous with respect to the volume on \(M\), and denote by \(P_{2ac}(M)\) the space of such measures. It makes sense to study convexity in \(P_{2ac}(M)\) because this is a geodesically convex subset of \(P_2(M)\): By Theorem 8.7, a displacement interpolation between any two absolutely continuous measures is itself absolutely continuous. (Singular measures will be considered later, together with singular metric spaces, in Part III.)

So let \(\mu_0\) and \(\mu_1\) be two probability measures on \(M\), absolutely continuous with respect to the volume element, and let \((\mu_t)_{0 \leq t \leq 1}\) be the displacement interpolation between \(\mu_0\) and \(\mu_1\). Recall from Chapter 13 that this displacement interpolation is uniquely defined, and characterized by the formulas \(\mu_t = (T_t)_{#}\mu_0\), where

\[
T_t(x) = \exp_x(t \tilde{\nabla} \psi(x)),
\]

(16.11)

and \(\psi\) is \(d^2/2\)-convex. (Forget about the \(\tilde{\;}\) symbol if you don’t like it.) Moreover, \(T_t\) is injective for \(t < 1\); so for any \(t < 1\) it makes sense to define the velocity field \(v(t, x)\) on \(T_t(M)\) by
\[ v(t, T_t(x)) = \frac{d}{dt} T_t(x), \]

and one also has
\[ v(t, T_t(x)) = \nabla \psi_t(T_t(x)), \]

where \( \psi_t \) is a solution at time \( t \) of the quadratic Hamilton–Jacobi equation with initial datum \( \psi_0 = \psi \).

The next definition adapts the notions of convexity, \( \lambda \)-convexity and \( \Lambda \)-convexity to the setting of optimal transport. Below \( \lambda \) is a real number that might nonnegative or nonpositive, while \( \Lambda = \Lambda(\mu, v) \) defines for each probability measure \( \mu \) a quadratic form on vector fields \( v : M \to TM \).

**Definition 16.5 (Displacement convexity).** With the above notation, a functional \( F : P_2^\text{ac}(M) \to \mathbb{R} \cup \{+\infty\} \) is said to be:

- **displacement convex** if, whenever \( (\mu_t)_{0 \leq t \leq 1} \) is a (constant-speed, minimizing) geodesic in \( P_2^\text{ac}(M) \),
  \[ \forall t \in [0, 1] \quad F(\mu_t) \leq (1 - t) F(\mu_0) + t F(\mu_1); \]

- **\( \lambda \)-displacement convex**, if, whenever \( (\mu_t)_{0 \leq t \leq 1} \) is a (constant-speed, minimizing) geodesic in \( P_2^\text{ac}(M) \),
  \[ \forall t \in [0, 1] \quad F(\mu_t) \leq (1 - t) F(\mu_0) + t F(\mu_1) - \lambda t (1 - t) \frac{\mu}{2} W_2^2(\mu_0, \mu_1); \]

- **\( \Lambda \)-displacement convex**, if, whenever \( (\mu_t)_{0 \leq t \leq 1} \) is a (constant-speed, minimizing) geodesic in \( P_2^\text{ac}(M) \), and \( (\psi_t)_{0 \leq t \leq 1} \) is an associated solution of the Hamilton–Jacobi equation,
  \[ \forall t \in [0, 1] \quad F(\mu_t) \leq (1 - t) F(\mu_0) + t F(\mu_1) - \frac{1}{2} \int_0^1 \Lambda(\mu_s, \nabla \psi_s) G(s, t) ds, \]

where \( G(s, t) \) is the one-dimensional Green function of \( (16.6) \). (It is assumed that \( \Lambda(\mu_s, \nabla \psi_s) G(s, t) \) is bounded below by an integrable function of \( s \in [0, 1] \).)

Of course these definitions are more and more general: \( \Lambda \)-displacement convexity reduces to \( \lambda \)-displacement convexity when \( \Lambda(\mu, v) = \lambda \| v \|^2_{L^2(\mu)} \), and this in turn reduces to plain displacement convexity when \( \lambda = 0 \).
Displacement convexity from curvature-dimension bounds

The question is whether the previously defined concepts apply to functionals of the form $U_\nu$, as in (16.3). Of course Proposition 16.2 does not apply, because neither $P_2(M)$ nor $P_{2c}(M)$ are smooth manifolds. However, if one believes in Otto’s formalism, then one can hope that displacement convexity, $\lambda$-displacement convexity, $\Lambda$-displacement convexity of $U_\nu$ would be respectively equivalent to

$$
\text{Hess}_\mu U_\nu \geq 0, \quad \text{Hess}_\mu U_\nu \geq \lambda, \quad \text{Hess}_\mu U_\nu(\dot{\mu}) \geq \Lambda(\mu, \dot{\mu}),
$$

(16.12)

where $\text{Hess}_\mu U_\nu$ stands for the formal Hessian of $U_\nu$ at $\mu$ (which was computed in Chapter 15), $\lambda$ is shorthand for $\lambda \| \cdot \|^2_{L^2(\mu)}$, and $\dot{\mu}$ is identified with $\nabla \psi$ via the usual continuity equation

$$
\dot{\mu} + \nabla \cdot (\nabla \psi \mu) = 0.
$$

Let us try to identify simple sufficient conditions on the manifold $M$, the reference measure $\nu$ and the energy function $U$, for (16.12) to hold. This quest is, for the moment, just formal; it will be checked later, without any reference to Otto’s formalism, that our guess is correct.

To identify conditions for displacement convexity I shall use again the formalism of Chapter 14. Equip the Riemannian manifold $M$ with a reference measure $\nu = e^{-V} \text{vol}$, where $V$ is a smooth function on $M$, and assume that the resulting space satisfies the curvature-dimension bound $\text{CD}(K, N)$, as in Theorem 14.8, for some $N \in [1, \infty]$ and $K \in \mathbb{R}$. Everywhere in the sequel, $\rho$ will stand for the density of $\mu$ with respect to $\nu$.

Consider a continuous function $U : \mathbb{R}_+ \to \mathbb{R}$. I shall assume that $U$ is convex and $U(0) = 0$. The latter condition is quite natural from a physical point of view (no matter $\Rightarrow$ no energy). The convexity assumption might seem more artificial, and to justify it I will argue that (i) the convexity of $U$ is necessary for $U_\nu$ to be lower semicontinuous with respect to the weak topology induced by the metric $W_2$; (ii) if one imposes the nonnegativity of the pressure $p(r) = r U'(r) - U(r)$, which is natural from the physical point of view, then conditions for displacement convexity will be in the end quite more stringent than just convexity of $U$; (iii) the convexity of $U$ automatically implies the nonnegativity of the pressure, since $p(r) = r U'(r) - U(r) = r U'(r) - U(r) + U(0) \geq 0$. For simplicity I shall also impose that $U$ is twice continuously differentiable.
everywhere in $(0, +\infty)$. Finally, I shall assume that $\psi$ in (16.11) is $C^2$, and I shall avoid the discussion about the domain of definition of $U_\nu$ by just considering compactly supported probability measures. Then, from (15.13) and (14.51),

$$\text{Hess}_\mu U_\nu(\dot{\mu}) = \int_M \Gamma_2(\psi) p(\rho) d\nu + \int_M (L\psi)^2 p_2(\rho) d\nu$$  \hspace{1cm} (16.13)

$$\geq \int_M \text{Ric}_{N,\nu}(\nabla \psi) p(\rho) d\nu + \int_M (L\psi)^2 \left[p_2 + \frac{p}{N}\right] (\rho) d\nu$$  \hspace{1cm} (16.14)

$$\geq K \int_M |\nabla \psi|^2 p(\rho) d\nu + \int_M (L\psi)^2 \left[p_2 + \frac{p}{N}\right] (\rho) d\nu.$$  \hspace{1cm} (16.15)

To get a bound on this expression, it is natural to assume that

$$p_2 + \frac{p}{N} \geq 0.$$  \hspace{1cm} (16.16)

The set of all functions $U$ for which (16.16) is satisfied will be called the displacement convexity class of dimension $N$ and denoted by $\mathcal{DC}_N$. A typical representative of $\mathcal{DC}_N$, for which (16.16) holds as an equality, is $U = U_N$ defined by

$$U_N(\rho) = \begin{cases} -N(\rho^{1\frac{1}{N}} - \rho) & (1 < N < \infty) \\ \rho \log \rho & (N = \infty). \end{cases}$$  \hspace{1cm} (16.17)

These functions will come back again and again in the sequel, and the associated functionals will be denoted by $H_{N,\nu}$.

If inequality (16.16) holds true, then

$$\text{Hess}_\mu U_\nu \geq KA_U,$$

where

$$A_U(\mu, \dot{\mu}) = \int_M |\nabla \psi|^2 p(\rho) d\nu.$$  \hspace{1cm} (16.18)

So the conclusion is as follows:

**Guess 16.6.** Let $M$ be a Riemannian manifold satisfying a curvature-dimension bound $\text{CD}(K, N)$ for some $K \in \mathbb{R}$, $N \in (1, \infty]$, and let $U$ satisfy (16.16); then $U_\nu$ is $KA_U$-displacement convex.
Actually, there should be an equivalence between the two statements in Guess 16.6. To see this, assume that $U_\nu$ is $K\Lambda_U$-displacement convex; pick up an arbitrary point $x_0 \in M$, and a tangent vector $v_0 \in T_{x_0}M$; consider the particular function $U = U_N$, a probability measure $\mu$ which is very much concentrated close to $x_0$, and a function $\psi$ such that $\nabla \psi(x_0) = v_0$ and $\Gamma_2(\psi) + (L\psi)^2/N = \text{Ric}_{N,\nu}(v_0)$ (as in the proof of Theorem 14.8). Then, on the one hand,

$$K\Lambda_U(\mu, \dot{\mu}) = K \int |\nabla \psi|^2 \rho^{1-\frac{1}{N}} d\nu \simeq K|v_0|^2 \int \rho^{1-\frac{1}{N}} d\nu; \quad (16.19)$$
onumber

on the other hand, by the choice of $U$,

$$\text{Hess}_\mu U_\nu(\dot{\mu}) = \int \left[ \Gamma_2(\psi) + \frac{(L\psi)^2}{N} \right] \rho^{1-\frac{1}{N}} d\nu,$$

but then since $\mu$ is concentrated around $x_0$, this is well approximated by

$$\left[ \Gamma_2(\psi) + \frac{(L\psi)^2}{N} \right](x_0) \int \rho^{1-\frac{1}{N}} d\nu = \text{Ric}_{N,\nu}(v_0) \int \rho^{1-\frac{1}{N}} d\nu.$$

Comparing the latter expression with (16.19) shows that $\text{Ric}_{N,\nu}(v_0) \geq K|v_0|^2$. Since $x_0$ and $v_0$ were arbitrary, this implies $\text{Ric}_{N,\nu} \geq K$. Note that this reasoning only used the functional $H_{N,\nu} = (U_N)_\nu$, and probability measures $\mu$ that are very concentrated around a given point.

This heuristic discussion is summarized in the following:

**Guess 16.7.** If, for each $x_0 \in M$, $H_{N,\nu}$ is $K\Lambda_U$-displacement convex when applied to probability measures that are supported in a small neighborhood of $x_0$, then $M$ satisfies the $\text{CD}(K,N)$ curvature-dimension bound.

**Example 16.8.** Condition $\text{CD}(0, \infty)$ with $\nu = \text{vol}$ just means $\text{Ric} \geq 0$, and the statement $U \in \mathcal{DC}_\infty$ just means that the iterated pressure $p_2$ is nonnegative. The typical example is when $U(\rho) = \rho \log \rho$, and then the corresponding functional is

$$H(\mu) = \int \rho \log \rho d\text{vol}, \quad \mu = \rho \text{vol}.$$

Then the above considerations suggest that the following statements are equivalent:
(i) \( \text{Ric} \geq 0 \);
(ii) If the nonlinearity \( U \) is such that the nonnegative iterated pressure \( p_2 \) is nonnegative, then the functional \( U_{\text{vol}} \) is displacement convex;

(iii) \( H \) is displacement convex;
(iii') For any \( x_0 \in M \), the functional \( H \) is displacement convex when applied to probability measures that are supported in a small neighborhood of \( x_0 \).

**Example 16.9.** The above considerations also suggest that the inequality \( \text{Ric} \geq Kg \) is equivalent to the \( K \)-displacement convexity of the \( H \) functional, whatever the value of \( K \in \mathbb{R} \).

These guesses will be proven and generalized in the next chapter.

---

**A fluid mechanics feeling for Ricci curvature**

Ricci curvature is familiar to physicists because it plays a crucial role in Einstein’s theory of general relativity. But what we have been discovering in this chapter is that Ricci curvature can also be given a physical interpretation in terms of classical fluid mechanics. To provide the reader with a better feeling of this new point of view, let us imagine how two physicists, the first one used to relativity and light propagation, the second one used to fluid mechanics, would answer the following question: **Describe in an informal way an experiment that can determine whether we live in a nonnegatively Ricci-curved space.**

**The light source test:** Take a small light source, and try to determine its volume by looking at it from a distant position. If you systematically overestimate the volume of the light source, then you live in a nonnegatively curved space (recall Figure 14.4).

**The lazy gas experiment:** Take a perfect gas in which particles do not interact, and ask him to move from a certain prescribed density field at time \( t = 0 \), to another prescribed density field at time \( t = 1 \). Since the gas is lazy, he will find a way to do so that needs a minimal amount of work (least action path). Measure the entropy of the gas at each time, and check that it always lies above the line joining the final and initial entropies. If such is the case, then we know that we live in a nonnegatively curved space (see Figure 16.2).
\[ S = -\int \rho \log \rho \]

**Fig. 16.2.** The lazy gas experiment: To go from state 0 to state 1, the lazy gas uses a path of least action. In a nonnegatively curved world, the trajectories of the particles first diverge, then converge, so that at intermediate times the gas can afford to have a lower density (higher entropy).

**Bibliographical notes**

Convexity has been extensively studied in the Euclidean space [705] and in Banach spaces [172, 324]. I am not aware of textbooks where the study of convexity in more general geodesic spaces is developed, although this notion is now quite frequently used (in the context of optimal transport, see, e.g., [30, p. 50]).

The concept and terminology of displacement convexity were introduced by McCann in the mid-nineties [614]. He identified (16.16) as the basic criterion for convexity in \( P_2(\mathbb{R}^n) \), and also discussed other formulations of this condition, which will be studied in the next chapter. Inequality (16.16) was later rediscovered by several authors, in various contexts.
The application of Otto calculus to the study of displacement convexity goes back to [669] and [671]. In the latter reference it was conjectured that nonnegative Ricci curvature would imply displacement convexity of $H$.

Ricci curvature appears explicitly in Einstein’s equations, and will be encountered in any mildly advanced book on general relativity. Fluid mechanics analogies for curvature appear explicitly in the work by Cordero-Erausquin, McCann and Schmuckenschläger [246].

Lott [576] recently pointed out some interesting properties of displacement convexity for functionals explicitly depending on $t \in [0,1]$; for instance the convexity of $t \int \rho_t \log \rho_t \, d\nu + N t \log t$ along displacement interpolation is a characterization of CD$(0,N)$. The Otto formalism is also useful here.
Displacement convexity II

In Chapter 16, a conjecture was formulated about the links between displacement convexity and curvature-dimension bounds; its plausibility was justified by some formal computations based on Otto’s calculus. In the present chapter I shall provide a rigorous justification of this conjecture. For this I shall use a Lagrangian point of view, in contrast with the Eulerian approach used in the previous chapter. Not only is the Lagrangian formalism easier to justify, but it will also lead to new curvature-dimension criteria based on so-called “distorted displacement convexity”.

The main results in this chapter are Theorems 17.15 and 17.37.

Displacement convexity classes

What I shall call displacement convexity class of order $N$ is a family of convex nonlinearities satisfying a certain characteristic differential inequality of second order (recall (16.16)).

**Definition 17.1 (Displacement convexity classes).** Let $N$ be a real parameter in $[1, \infty]$. The class $\mathcal{DC}_N$ is defined as the set of continuous convex functions $U : \mathbb{R}_+ \to \mathbb{R}$, twice continuously differentiable on $(0, +\infty)$, such that $U(0) = 0$, and, with the notation

$$p(r) = r U'(r) - U(r), \quad p_2(r) = r p'(r) - p(r),$$

$U$ satisfies any one of the following equivalent differential conditions:

(i) $p_2 + \frac{p}{N} \geq 0$;
(ii) \( \frac{p(r)}{r^{1-1/N}} \) is a nondecreasing function of \( r \);

(iii) \( u(\delta) := \begin{cases} \delta^N U(\delta^{-N}) & (\delta > 0) \text{ if } N < \infty \\
\ e^{\delta} U(e^{-\delta}) & (\delta \in \mathbb{R}) \text{ if } N = \infty \end{cases} \) is a convex function of \( \delta \).

**Remark 17.2.** Since \( U \) is convex and \( U(0) = 0 \), the function \( u \) appearing in (iii) is automatically nonincreasing.

**Remark 17.3.** It is clear (from condition (i) for instance) that \( \mathcal{DC}_N \subset \mathcal{DC}_{N'} \) if \( N' \geq N \). So the smallest class of all is \( \mathcal{DC}_\infty \), while \( \mathcal{DC}_1 \) is the largest (actually, conditions (i)–(iii) are void for \( N = 1 \)).

**Remark 17.4.** If \( U \) belongs to \( \mathcal{DC}_N \), then for any \( a \geq 0 \), \( b > 0 \), \( c \in \mathbb{R} \), the function \( r \mapsto -aU(br) + cr \) also belongs to \( \mathcal{DC}_N \).

**Remark 17.5.** The requirement for \( U \) to be twice differentiable on \( (0, +\infty) \) could be removed from many subsequent results involving displacement convexity classes. Still, this regularity assumption will simplify the proofs, without significantly restricting the generality of applications.

**Examples 17.6.** (i) For any \( \alpha \geq 1 \), the function \( U(r) = r^\alpha \) belongs to all classes \( \mathcal{DC}_N \).

(ii) If \( \alpha < 1 \), then the function \( U(r) = -r^\alpha \) belongs to \( \mathcal{DC}_N \) if and only if \( N \leq (1 - \alpha)^{-1} \) (that is, \( \alpha \geq 1 - 1/N \)). The function \(-r^{1-1/N}\) is in some sense the minimal representative of \( \mathcal{DC}_N \).

(iii) The function \( U_\infty(r) = r \log r \) belongs to \( \mathcal{DC}_\infty \). It can be seen as the limit of the functions \( U_N(r) = -N(r^{1-1/N} - r) \), which are the same (up to multiplication and addition of a linear function) as the functions appearing in (ii) above.

**Proof of the equivalence in Definition 17.1.** Assume first \( N < \infty \), and write \( r(\delta) = \delta^{-N} \). By computation, \( u'(\delta) = -Np(r)/r^{1-1/N} \). So \( u \) is convex if and only if \( p(r)/r^{1-1/N} \) is a nonincreasing function of \( \delta \), i.e. a nondecreasing function of \( r \). Thus (ii) and (iii) are equivalent.

Next, by computation again,

\[
u''(\delta) = N^2 r^{\frac{2}{N}-1} \left( p_2(r) + \frac{p(r)}{N} \right).
\]  (17.1)
So $u$ is convex if and only if $p_2 + p/N$ is nonnegative. This shows the equivalence between (i) and (iii).

In the case $N = \infty$, the arguments are similar, with the formulas

$$r(\delta) = e^{-\delta}, \quad u'(\delta) = -\frac{p(r)}{r}, \quad u''(\delta) = \frac{p_2(r)}{r}.$$ 

\[\square\]

The behavior of functions in $\mathcal{DC}_N$ will play an important role in the sequel of this course. Functions in $\mathcal{DC}_N$ may present singularities at the origin; for example $U_N(r)$ is not differentiable at $r=0$. It is often possible to get around this problem by replacing $U_N(r)$ by a smooth approximation which still belongs to $\mathcal{DC}_N$, for instance $-\frac{N}{r(r+\varepsilon)} - \frac{1}{N} - r$.

The next proposition provides more systematic ways to “regularize” functions in $\mathcal{DC}_N$ near 0 or $+\infty$; at the same time it gives additional information about the behavior of functions in $\mathcal{DC}_N$. The notation $p(r)$ and $p_2(r)$ is the same as in Definition 17.1.

**Proposition 17.7 (Behavior of functions in $\mathcal{DC}_N$).**

(i) Let $N \in [1, \infty)$, and $\Psi \in C(\mathbb{R}_+; \mathbb{R}_+)$ such that $\Psi(r)/r \to +\infty$ as $r \to \infty$; then there exists $U \in \mathcal{DC}_N$ such that $0 \leq U \leq \Psi$, and $U(r)/r \to +\infty$ as $r \to \infty$.

(ii) If $U \in \mathcal{DC}_\infty$, then either $U$ is linear, or there exist constants $a > 0$, $b \in \mathbb{R}$ such that $\forall r \geq 0, \quad U(r) \geq a r \log r + b r$.

(iii) Let $N \in [1, \infty]$ and let $U \in \mathcal{DC}_N$. If $r_0 \in (0, +\infty)$ is such that $p(r_0) > 0$, then there is a constant $K > 0$ such that $p'(r) \geq Kr^{-1/N}$ for all $r \geq r_0$. If on the contrary $p(r_0) = 0$, then $U$ is linear on $[0, r_0]$. In particular, the set $\{ r; U''(r) = 0 \}$ is either empty, or an interval of the form $[0, r_0]$.

(iv) Let $N \in [1, \infty]$ and let $U \in \mathcal{DC}_N$. Then $U$ is the pointwise nondecreasing limit of a sequence of functions $(U_\ell)_{\ell \in \mathbb{N}}$ in $\mathcal{DC}_N$, such that (a) $U_\ell$ coincides with $U$ on $[0, r_\ell]$, where $r_\ell$ is arbitrarily large; (b) for each $\ell$ there are $a \geq 0$ and $b \in \mathbb{R}$ such that $U_\ell(r) = -a r^{1-\frac{1}{N}} + b r$ (or $a r \log r + b r$ if $N = \infty$) for $r$ large enough; (c) $U'_\ell(\infty) \to U'(\infty)$ as $\ell \to \infty$.

(v) Let $N \in [1, \infty]$ and let $U \in \mathcal{DC}_N$. Then $U$ is the pointwise nonincreasing limit of a sequence of functions $(U_\ell)_{\ell \in \mathbb{N}}$ in $\mathcal{DC}_N$, such
that (a) \( U_\ell \) coincides with \( U \) on \([r_\ell, +\infty)\), where \( r_\ell \) is an arbitrary real number such that \( p'(r_\ell) > 0 \); (b) \( U_\ell(r) \) is a linear function of \( r \) close to the origin; (c) \( (U_\ell)'(0) \to U'(0) \) as \( \ell \to \infty \).

(vi) In statements (iv) and (v), one can also impose that \( U_\ell'' \leq C U'' \), for some constant \( C \) independent of \( \ell \). In statement (v), one can also impose that \( U_\ell'' \) increases nicely from 0, in the following sense: If \([0, r_0] \) is the interval where \( U_\ell'' = 0 \), then there are \( r_1 > r_0 \), an increasing function \( h : [r_0, r_1] \to \mathbb{R}^+ \), and constants \( K_1, K_2 \) such that \( K_1 h \leq U_\ell'' \leq K_2 h \) on \([r_0, r_1] \).

(vii) Let \( N \in [1, +\infty] \) and let \( U \in DC_N \). Then there is a sequence \((U_\ell)_{\ell\in\mathbb{N}} \) of functions in \( DC_N \) such that \( U_\ell \in C^\infty((0, +\infty)) \), \( U_\ell \) converges to \( U \) monotonically and in \( C^2_{loc}((0, +\infty)) \); and, with the notation 
\[
inf_r \frac{p_\ell(r)}{r^{1-1/N}} \xrightarrow{\ell \to \infty} \inf_r \frac{p(r)}{r^{1-1/N}}; \quad \sup_r \frac{p_\ell(r)}{r^{1-1/N}} \xrightarrow{\ell \to \infty} \sup_r \frac{p(r)}{r^{1-1/N}}.
\]

Here are some comments about these results. Statements (i) and (ii) show that functions in \( DC_N \) can grow as slowly as desired at infinity if \( N < \infty \), but have to grow at least like \( r \log r \) if \( N = \infty \). Statements (iv) to (vi) make it possible to write any \( U \in DC_N \) as a monotone limit (nonincreasing for small \( r \), nondecreasing for large \( r \)) of “very nice” functions \( U_\ell \in DC_N \), which behave linearly close to 0 and like \( br - a r^{1-1/N} \) (or \( a r \log r + b r \)) at infinity (see Figure 17.1). This approximation scheme makes it possible to extend many results which can be proven for very nice nonlinearities, to general nonlinearities in \( DC_N \).

The proof of Proposition 17.7 is more tricky than one might expect, and it is certainly better to skip it at first reading.

**Proof of Proposition 17.7.** The case \( N = 1 \) is not difficult to treat separately (recall that \( DC_1 \) is the class of all convex continuous functions \( U \) with \( U(0) = 0 \) and \( U \in C^2((0, +\infty)) \)). So in the sequel I shall assume \( N > 1 \). The strategy will always be the same: First approximate \( u \), then reconstruct \( U \) from the approximation, thanks to the formula 
\[
U(r) = r u(r^{-1/N}) \quad (r u(\log 1/r) \text{ if } N = \infty).
\]

Let us start with the proof of (i). Without loss of generality, we may assume that \( \Psi \) is identically 0 on \([0, 1] \) (otherwise, replace \( \Psi \) by \( \chi \Psi \), where \( 0 \leq \chi \leq 1 \) and \( \chi \) is identically 0 on \([0, 1] \), identically 1 on \([2, +\infty) \)). Define a function \( u : (0, +\infty) \to \mathbb{R} \) by
Fig. 17.1. $U_\ell$ (dashed line) is an approximation of $U$ (solid line); it is linear close to the origin and almost affine at infinity. This regularization can be made without going out of the class $\mathcal{DC}_N$, and without increasing too much the second derivative of $U$.

$$u(\delta) = \delta^N \Psi(\delta^{-N}).$$

Then $u \equiv 0$ on $[1, +\infty)$, and $\lim_{\delta \to 0^+} u(\delta) = +\infty$.

The problem now is that $u$ is not necessarily convex. So let $\tilde{u}$ be the lower convex hull of $u$ on $(0, \infty)$, i.e. the supremum of all linear functions bounded above by $u$. Then $\tilde{u} \equiv 0$ on $[1, \infty)$ and $\tilde{u}$ is nonincreasing. Necessarily,

$$\lim_{\delta \to 0^+} \tilde{u}(\delta) = +\infty. \quad (17.2)$$

Indeed, suppose on the contrary that $\lim_{\delta \to 0^+} \tilde{u}(\delta) = M < +\infty$, and let $a \in \mathbb{R}$ be defined by $a := \sup_{\delta \geq 0} \frac{M+1-u(\delta)}{\delta}$ (the latter function is nonpositive when $\delta$ is small enough, so the supremum is finite). Then $u(\delta) \geq M + 1 - a\delta$, so $\lim_{\delta \to 0^+} u(\delta) \geq M + 1$, which is a contradiction. Thus (17.2) does hold true.

Then let

$$U(r) := r \tilde{u}(r^{-1/N}).$$
Clearly $U$ is continuous and nonnegative, with $U \equiv 0$ on $[0, 1]$. By computation, $U''(r) = N^{-2} r^{-1-1/N} (r^{-1/N} \tilde{u}''(r^{-1/N}) - (N - 1) \tilde{u}'(r^{-1/N}))$. As $\tilde{u}$ is convex and nonincreasing, it follows that $U$ is convex. Hence $U \in DC_N$. On the other hand, since $\tilde{u} \leq u$ and $\Psi(r) = r u(r^{-1/N})$, it is clear that $U \leq \Psi$; and still (17.2) implies that $U(r)/r$ goes to $+\infty$ as $r \to \infty$.

Now consider Property (ii). If $N = \infty$, then the function $U$ can be reconstructed from $u$ by the formula

$$U(r) = r u(\log(1/r)), \quad (17.3)$$

As $u$ is convex and nonincreasing, either $u$ is constant (in which case $U$ is linear), or there are constants $a > 0$, $b \in \mathbb{R}$, such that $u(\delta) \geq -a\delta + b$, and then $U(r) \geq -a r \log 1 + br = a r \log r + br$.

Next let us turn to (iii). First assume $N < \infty$. The formula

$$p(r) = r U'(r) - U(r) = -\frac{1}{N} r^{1-\frac{1}{N}} u'(r^{-\frac{1}{N}})$$

shows that $p(r_0) > 0$ if and only if $u'(r_0^{-1/N}) < 0$. Then for any $r \leq r_0$, $u'(r^{-1/N}) \leq u'(r_0^{-1/N})$, so

$$p'(r) = r U''(r) = \frac{r^{-\frac{1}{N}}}{N^2} \left( r^{-\frac{1}{N}} u''(r^{-\frac{1}{N}}) - (N - 1) u'(r^{-\frac{1}{N}}) \right) \geq -\left( \frac{(N - 1) u'(r_0^{-\frac{1}{N}})}{N^2} \right) r^{-\frac{1}{N}}.$$

If on the other hand $u'(r_0^{-1/N}) = 0$, then necessarily $u'(r^{-1/N}) = 0$ for all $r \leq r_0$, which means that $u$ is constant on $[r_0^{-1/N}, +\infty)$, so $U$ is linear on $[0, r_0]$.

The reasoning is the same in the case $N = \infty$, with the help of the formulas

$$p(r) = -r u' \left( \log \frac{1}{r} \right), \quad U''(r) = \frac{1}{r} \left( u'' \left( \log \frac{1}{r} \right) - u' \left( \log \frac{1}{r} \right) \right)$$

and

$$r \geq r_0 \implies p'(r) = r U''(r) \geq -u' \left( \log \frac{1}{r_0} \right).$$
By direct computation,

Now consider statement (iv). The idea is to replace \( u \) by an affine function close to the origin, essentially by smoothing of the trivial \( C^1 \) approximation by the tangent. First let \( N \in [1, \infty) \), let \( U \in \mathcal{DC}_N \) and let \( u(\delta) = \delta^N U(\delta^{-N}) \). We know that \( u \) is a nonincreasing, twice differentiable convex function on \((0, +\infty)\). If \( u \) is linear close to the origin, there is nothing to prove. Otherwise there is a sequence of positive numbers \((a_\ell)_{\ell \in \mathbb{N}}\) such that \( a_{\ell+1} \leq a_\ell / 4 \) and \( u'(a_{\ell+1}) < u'(a_\ell / 2) < 0 \). For each \( \ell \), construct a \( C^2 \) function \( u_\ell \) as follows:

- on \([a_\ell, +\infty)\), \( u_\ell \) coincides with \( u \);
- on \([0, a_\ell]\), \( u'_\ell = \chi_\ell u'' \), where \( \chi_\ell \) is a smooth cutoff function such that

\[ 0 \leq \chi_\ell \leq 1, \chi_\ell(a_\ell) = 1, \chi_\ell(\delta) = 0 \text{ for } \delta \leq a_\ell / 2. \]

Since \( u_\ell \) is convex and \( u'_\ell(a_\ell) < 0 \), also \( u'_\ell < 0 \) on \((0, a_\ell] \). By construction, \( u_\ell \) is linear on \([0, a_\ell / 2] \). Also \( u''_\ell \leq u'' \), \( u'_\ell(a_\ell) = u'(a_\ell) \), \( u_\ell(a_\ell) = u(a_\ell) \); by writing the Taylor formula on \([s, a_\ell] \) (with \( 1/\ell \) as base point), we deduce that \( u_\ell(s) \leq u(s), u'_\ell(s) \geq u'(s) \) for all \( s \leq a_\ell \) (and therefore for all \( s \)).

For each \( \ell \), \( u_\ell \) lies above the tangent to \( u \) at \( 1/\ell \); that is

\[ u_\ell(s) \geq u(a_\ell) + (s - a_\ell) u'(a_\ell) =: T_\ell(s). \]

Since \( u' \) is nondecreasing and \( u'(a_{\ell+1}) < u'(a_\ell / 2) \), the curve \( T_\ell \) lies strictly below the curve \( T_{\ell+1} \) on \([0, a_\ell / 2] \), and therefore on \([a_\ell, a_{\ell+1}] \). By choosing \( \chi_\ell \) in such a way that \( \int_{a_\ell / 2}^{a_\ell} \chi_\ell u'' \) is very small, we can make sure that \( u_\ell \) is very close to the line \( T_\ell(s) \) on \([0, a_\ell] \); and in particular that the whole curve \( u_\ell \) is bounded above by \( T_{\ell+1} \) on \([a_\ell+1, a_\ell] \). This will ensure that \( u_\ell \) is a nondecreasing function of \( \ell \).

To recapitulate: \( u_\ell \leq u; u_{\ell+1} \leq u_\ell; u_\ell = u \text{ on } [a_\ell, +\infty); 0 \leq u''_\ell \leq u''; 0 \geq u'_\ell \geq u' \); \( u_\ell \) is affine on \([0, a_\ell / 2] \).

Now let

\[ U_\ell(r) = r u_\ell(r^{-1}/N). \]

By direct computation,

\[ U''_\ell(r) = \frac{r^{-1-1/N}}{N^2} \left( r^{-1/N} u''(r^{-1/N}) - (N - 1) u'_\ell(r^{-1/N}) \right), \quad (17.4) \]

Since \( u_\ell \) is convex nonincreasing, the above expression is nonnegative; so \( U_\ell \) is convex, and by construction, it lies in \( \mathcal{DC}_N \). Moreover \( U_\ell \) satisfies the first requirement in (vi), since \( U''_\ell(r) \) is bounded above by

\[ (r^{-1-1/N} / N^2) (r^{-1/N} u''(r^{-1/N}) - (N - 1) u'(r^{-1/N})) = U''(r). \]
In the case \( N = \infty \), things are similar, except that now \( u \) is defined on the whole of \( \mathbb{R} \), the sequence \( a_\ell \) converges to \(-\infty \) (say \( a_{\ell + 1} \leq 2a_\ell \)), and one should use the formulas

\[
U_\ell(r) = ru_\ell(\log 1/r); \quad U''_\ell(r) = \frac{1}{r}\left(\frac{ru''_\ell(\log \frac{1}{r})}{r} - u'_\ell(\log \frac{1}{r})\right).
\]

For (v), the idea is to replace \( u \) by a constant function for large values of \( \delta \). But this cannot be done in a \( C^1 \) way, so the smoothing turns out to be more tricky. (Please consider again possibly skipping the rest of this proof.)

I shall distinguish four cases, according to the behavior of \( u \) at infinity, and the value of \( u'(\pm \infty) = \lim_{s \to \pm \infty} u'(s) \). To fix ideas I shall assume that \( N < \infty \); but the case \( N = \infty \) can be treated similarly.

In each case I shall also check the first requirement of (vi), which is \( U''_\ell \leq CU'' \).

**Case 1:** \( u \) is affine at infinity and \( u'(\pm \infty) = 0 \). This means that \( u(\delta) = c \) for \( \delta \geq \delta_0 \) large enough, where \( c \) is some constant. Then \( U(r) = ru(r^{-1/N}) = cr \) for \( r \leq \delta_0^{-1/N} \), and there is nothing to prove.

**Case 2:** \( u \) is affine at infinity and \( u'(\pm \infty) < 0 \). Let \( a := -u'(\pm \infty) \), so \( u' \leq -a \). By assumption there are \( \delta_0 > 0 \) and \( b \in \mathbb{R} \) such that \( u(s) = -as + b \) for \( s \geq \delta_0 \). Let \( a_1 \geq \max(1, \delta_0) \). I shall define recursively an increasing sequence \( (a_\ell)_{\ell \in \mathbb{N}} \), and \( C^2 \) functions \( u_\ell \) such that:

- on \([0, a_\ell]\), \( u_\ell \) coincides with \( u \);
- on \([a_\ell, \pm \infty)\), \( u''_\ell(s) = \chi_\ell(s)/s \), where \( \chi_\ell \) is a continuous function with compact support in \((a_\ell, \pm \infty)\), \( 0 \leq \chi_\ell \leq 1 \). (So \( u_\ell \) is obtained by integrating this twice, and ensuring the \( C^1 \) continuity at \( s = \ell \); note that \( u''(a_\ell) = 0 \), so the result will be \( C^2 \).

Let us choose \( \chi_\ell \) to be supported in some interval \((a_\ell, b_\ell)\), such that

\[
\int_{a_\ell}^{+\infty} \frac{\chi_\ell(s)}{s} ds = a.
\]

Such a \( \chi_\ell \) exists since \( \int_{a_\ell}^{+\infty} ds/s = +\infty \). Then we let \( a_{\ell + 1} \geq b_\ell + 1 \).

The function \( u_\ell \) is convex by construction, and affine at infinity; moreover, \( u''_\ell(\pm \infty) = u''(a_{\ell + 1}) = u''(a_\ell) + \int_{a_\ell}^{+\infty} \chi_\ell(s) ds/s = 0 \), so \( u_\ell \) is actually constant at infinity and \( u'_\ell \leq 0 \). Obviously \( u''_\ell \geq u'' \), so \( u'_\ell \geq u' \) and \( u_\ell \geq u \). Also, on \([a_{\ell + 1}, \pm \infty)\), \( u_{\ell + 1} \leq u(a_{\ell + 1}) \leq u_\ell(a_{\ell + 1}) \leq u_\ell \).
while on \([0, a_{\ell+1}], u_{\ell+1} = u \leq u_{\ell}\); so the sequence \((u_{\ell})\) is nonincreasing in \(\ell\).

Let \(U_{\ell}(r) = r u_{\ell}(r^{-1/N})\). Formula (17.4) shows again that \(U''_{\ell} \geq 0\), and it is clear that \(U_{\ell}(0) = 0, U_{\ell} \in C(\mathbb{R}_+)^{2}(0, +\infty)\); so \(U_{\ell} \in DC_N\). It is clear also that \(U_{\ell} \geq U\), \(U_{\ell}\) coincides with \(U\) on \([0, a_{\ell}^{-N}]\), \(U_{\ell}\) is linear on \([0, b_{\ell}^{-N}]\), \(U_{\ell}\) converges monotonically to \(U\) as \(\ell \to \infty\), and \(U'_{\ell}(0) = u_{\ell}(+\infty)\) converges to \(u(+\infty) = U''(0) = -\infty\).

It only remains to check the bound \(U''_{\ell} \leq CU''\). This bound is obvious on \([a_{\ell}^{-N}, +\infty)\); for \(r \leq a_{\ell}^{-N}\) it results from the formulas

\[
U''_{\ell}(r) = \frac{r^{-1-\frac{1}{N}}}{N^2} \left( r^{-\frac{1}{N}} \chi_{\ell} (r^{-\frac{1}{N}}) r^\frac{1}{N} - (N-1) u'_{\ell}(r) \right) \\
\leq \frac{r^{-1-\frac{1}{N}}}{N^2} (1 + (N-1)a); \\
U''(r) = \left( \frac{N-1}{N^2} \right) a r^{-1-\frac{1}{N}}.
\]

So \(C = 1 + 1/((N-1)a)\) is admissible.

**Case 3:** \(u\) is not affine at infinity and \(u'(+\infty) = 0\). The proof is based again on the same principle, but modified as follows:

- on \([0, a_{\ell}]\), \(u_{\ell}\) coincides with \(u\);
- on \([a_{\ell}, +\infty)\), \(u''_{\ell}(s) = \zeta_{\ell}(s) u''(s)\), where \(\zeta_{\ell}\) is a smooth function identically equal to 1 close to \(a_{\ell}\), identically equal to 0 at infinity, with values in \([0,2]\).

Choose \(a_{\ell} < b_{\ell} < c_{\ell}\), and \(\zeta_{\ell}\) supported in \([a_{\ell}, c_{\ell}]\), so that \(1 \leq \zeta_{\ell} \leq 2\) on \([a_{\ell}, b_{\ell}]\), \(0 \leq \zeta_{\ell} \leq 2\) on \([b_{\ell}, c_{\ell}]\), and

\[
\int_{a_{\ell}}^{b_{\ell}} \zeta_{\ell}(s) u''(s) \, ds > u'(b_{\ell}) - u'(a_{\ell}); \\
\int_{a_{\ell}}^{c_{\ell}} \zeta_{\ell}(s) u''(s) \, ds = -u'(a_{\ell}).
\]

This is possible since \(u'\) and \(u''\) are continuous and \(\int_{a_{\ell}}^{+\infty} (2u''(s)) \, ds = 2(u'(+\infty) - u'(a_{\ell})) > u'(+\infty) - u'(a_{\ell}) > 0\) (otherwise \(u\) would be affine on \([a_{\ell}, +\infty)\)). Then choose \(a_{\ell+1} > c_{\ell} + 1\).

The resulting function \(u_{\ell}\) is convex and it satisfies \(u'_{\ell}(+\infty) = u'(a_{\ell}) - u'(a_{\ell}) = 0\), so \(u'_{\ell} \leq 0\) and \(u_{\ell}\) is constant at infinity.

On \([a_{\ell}, b_{\ell}]\), \(u''_{\ell} \geq u''\), so \(u'_{\ell} \geq u'\) and \(u_{\ell} \geq u\), and these inequalities are strict at \(b_{\ell}\). Since \(u'\) and \(u''\) are continuous, we can always arrange that \(b_{\ell}\) is so close to \(c_{\ell}\) that the inequalities \(u_{\ell} \geq u\) and \(u'_{\ell} \geq u'\) hold.
true on \([b_\ell, c_\ell]\). Then these inequalities will also hold true on \([c_\ell, +\infty)\) since \(u_\ell\) is constant there, and \(u\) is nonincreasing.

Define \(U_\ell(r) = r u_\ell(r^{-1}/N)\). The same reasoning as in the previous case shows that \(U_\ell\) lies in \(DC_N\), \(U_\ell \geq U\), \(U_\ell\) is linear on \([0, c_\ell^{-N}]\), \(U_\ell\) converges monotonically to \(U\) as \(\ell \to \infty\), and \(U_\ell''(0) = u_\ell'(0)\) converges to \(u'(+\infty) = U''(0)\). The sequence \((U_\ell)\) satisfies all the desired properties; in particular the inequalities \(u_\ell'' \leq 2u''\) and \(u_\ell' \geq u'\) ensure that \(U'' \leq 2U''\).

**Case 4:** \(u\) is not affine at infinity and \(u'(+\infty) < 0\). In this case the proof is based on the same principle, and \(u_\ell\) is defined as follows:

- on \([0, a_\ell]\), \(u_\ell\) coincides with \(u\);
- on \([a_\ell, +\infty)\), \(u_\ell''(s) = \eta_\ell(s) u'' + \chi_\ell(s)/s\), where \(\chi_\ell\) and \(\eta_\ell\) are both valued in \([0, 1]\), \(\chi_\ell\) is a smooth cutoff function with compact support in \((a_\ell, +\infty)\), and \(\eta_\ell\) is a smooth function identically equal to 1 close to \(a_\ell\), and identically equal to 0 close to infinity.

To construct these functions, first choose \(b_\ell > a_\ell\) and \(\chi_\ell\) supported in \([a_\ell, b_\ell]\) in such a way that

\[
\int_{a_\ell}^{b_\ell} \frac{\chi_\ell(s)}{s} ds = -\left(\frac{u'(b_\ell) + u'(+\infty)}{2}\right).
\]

This is always possible since \(\int_{a_\ell}^{+\infty} ds/s = +\infty\), \(u'\) is continuous and \(- (u'(b_\ell) + u'(+\infty))/2\) approaches the finite limit \(-u'(+\infty)\) as \(b_\ell \to +\infty\).

Then choose \(c_\ell > b_\ell\), and \(\eta_\ell\) supported in \([a_\ell, c_\ell]\) such that \(\eta_\ell = 1\) on \([a_\ell, b_\ell]\) and

\[
\int_{b_\ell}^{c_\ell} \eta_\ell u'' = \frac{u'(+\infty) - u'(b_\ell)}{2}.
\]

This is always possible since \(\int_{b_\ell}^{+\infty} u''(s) ds = u'(+\infty) - u'(b_\ell) > [u'(+\infty) - u'(b_\ell)]/2 > 0\) (otherwise \(u\) would be affine on \([b_\ell, +\infty)\)).

Finally choose \(a_{\ell+1} \geq c_\ell + 1\).

The function \(u_\ell\) so constructed is convex, affine at infinity, and

\[
u_\ell'(+\infty) = u'(a_\ell) + \int_{a_\ell}^{b_\ell} u'' + \int_{a_\ell}^{b_\ell} \frac{\chi_\ell(s)}{s} ds + \int_{b_\ell}^{c_\ell} \eta_\ell u'' = 0.
\]

So \(u_\ell\) is actually constant at infinity, and \(u_\ell' \leq 0\).

On \([a_\ell, b_\ell]\), \(u'' \geq u''\), \(u_\ell'(a_\ell) = u'(a_\ell)\), \(u_\ell(a_\ell) = u(a_\ell)\); so \(u_\ell' \geq u'\) and \(u_\ell \geq u\) on \([a_\ell, b_\ell]\).
On \([b_\ell, +\infty),\) one has \(u'_\ell \geq u'_\ell(b_\ell) = (u'(b_\ell) - u'(+\infty))/2 \geq u'(+\infty)\) if \(u'(b_\ell) \geq 3u'(+\infty).\) We can always ensure that this inequality holds true by choosing \(a_1\) large enough that \(u'(a_1) \geq 3u'(+\infty).\) Then \(u_\ell(s) \geq u_\ell(b_\ell) + u'(+\infty)(s - b_\ell) \geq u_\ell(b_\ell) + \int_{b_\ell}^{s} u' = u(s);\) so \(u_\ell \geq u\) also on \([b_\ell, +\infty).\)

Define \(U_\ell(r) = r u_\ell(r^{-1/N}).\) All the desired properties of \(U_\ell\) can be shown just as before, except for the bound on \(U'_\ell\), which we shall now check. On \([a_\ell^{-N}, +\infty),\) \(U'' = U''.\) On \([0, a_\ell^{-N}),\) with the notation \(a = -u'(+\infty),\) we have \(u'_\ell(r^{-1/N}) \geq -a,\) \(u'(r^{-1/N}) \geq -3a\) (recall that we imposed \(u'(a_1) \geq -3a),\) so

\[
U''(r) \leq \frac{r^{-1-\frac{1}{N}}}{N^2} \left( r^{-\frac{1}{N}} u''(r^{-\frac{1}{N}}) + 1 + 3(N - 1)a \right),
\]

\[
U''(r) \geq \frac{r^{-1-\frac{1}{N}}}{N^2} \left( r^{-\frac{1}{N}} u''(r^{-\frac{1}{N}}) + (N - 1)a \right),
\]

and once again \(U'' \leq C U''\) with \(C = 3 + 1/((N - 1)a).\)

It remains to prove the second part of (vi). This will be done by a further approximation scheme. So let \(U \in DC_N\) be linear close to the origin. (We can always reduce to this case by (v).) If \(U\) is linear on the whole of \(\mathbb{R}_+,\) there is nothing to do. Otherwise, by (iii), the set where \(U''\) vanishes is an interval \([0, r_0],\) The goal is to show that we may approximate \(U\) by \(U_\ell\) in such a way that \(U_\ell \in DC_N, U_\ell\) is nonincreasing in \(\ell, U_\ell\) is linear on some interval \([0, r_0],\) and \(U'_\ell\) increases nicely from 0 on \([r_0(\ell), r_1(\ell)].\)

In this case, \(u\) is a nonincreasing function, identically equal to a constant on \([s_0, +\infty),\) with \(s_0 = r_0^{-1/N};\) and also \(u'\) is nonincreasing to 0, so in fact \(u\) is strictly decreasing up to \(s_0.\) Let \(a_1 \in (s_0/2, s_0).\) We can recursively define real numbers \(a_\ell\) and \(C^2\) functions \(u_\ell\) as follows:

- on \((0, a_\ell),\) \(u_\ell\) coincides with \(u;\)
- on \([a_\ell, +\infty),\) \((u_\ell)' = \chi_\ell u'' + \eta_\ell(-u'),\) where \(\chi_\ell\) and \(\eta_\ell\) are smooth functions valued in \([0, 2],\) \(\chi_\ell(r)\) is identically equal to 1 for \(r\) close to \(a_\ell\) and identically equal to 0 for \(r \geq b_\ell;\) and \(\eta_\ell\) is compactly supported in \([b_\ell, c_\ell]\) and decreasing to 0 close to \(c_\ell; a_\ell < b_\ell < c_\ell < s_0.\)

Let us choose \(\chi_\ell, \eta_\ell, b_\ell, c_\ell\) in such a way that
\[ \int_{a_{\ell}}^{b_{\ell}} \chi_{\ell} u'' > \int_{a_{\ell}}^{b_{\ell}} u''; \quad \int_{a_{\ell}}^{b_{\ell}} \chi_{\ell} u'' + \int_{b_{\ell}}^{c_{\ell}} \eta_{\ell}(-u') = -u'_{\ell}(a_{\ell}); \quad \int_{b_{\ell}}^{c_{\ell}} \eta_{\ell}(-u') > 0. \]

This is possible since \( u', u'' \) are continuous, \( \int_{a_{\ell}}^{b_{\ell}} (2u'') = -2u'_{\ell}(a_{\ell}) > -u'_{\ell}(a_{\ell}) \), and \((-u')\) is strictly positive on \([a_{\ell}, s_{0}]\). It is clear that \( u_{\ell} \geq u \) and \( u'_{\ell} \geq u' \) on \([a_{\ell}, b_{\ell}]\), with strict inequalities at \( b_{\ell} \); by choosing \( c_{\ell} \) very close to \( b_{\ell} \), we can make sure that these inequalities are preserved on \([b_{\ell}, c_{\ell}]\). Then we choose \( a_{\ell+1} = (c_{\ell} + s_{0})/2 \).

Let us check that \( U_{\ell}(r) := r u_{\ell}(r^{-1/N}) \) satisfies all the required properties. To bound \( U'_{\ell}'' \), note that for \( r \in [s_{0}^{-N}, (s_{0}/2)^{-N}] \),

\[
U''_{\ell}(r) \leq C(N, r_{0}) \left( u''_{\ell}(r^{-1/N}) - u'_{\ell}(r^{-1/N}) \right)
\leq 2C(N, r_{0}) \left( u''(r^{-1/N}) - u'(r^{-1/N}) \right)
\]

and

\[
U''(r) \geq K(N, r_{0}) \left( u''(r^{-1/N}) - u'(r^{-1/N}) \right),
\]

where \( C(N, r_{0}) \), \( K(N, r_{0}) \) are positive constants. Finally, on \([b_{\ell}, c_{\ell}]\), \( u''_{\ell} = \eta_{\ell}(-u') \) is decreasing close to \( c_{\ell} \) (indeed, \( \eta_{\ell} \) is decreasing close to \( c_{\ell} \), and \(-u'\) is positive nonincreasing); and of course \(-u'_{\ell}\) is decreasing as well. So \( u''_{\ell}(r^{-1/N}) \) and \(-u'_{\ell}(r^{-1/N})\) are increasing functions of \( r \) in a small interval \([r_{0}, r_{1}]\). This concludes the argument.

To prove (vi), we may first approximate \( u \) by a \( C^{\infty} \) convex, nonincreasing function \( u_{\ell} \), in such a way that \( \|u - u_{\ell}\|_{C^{2}([a, b])} \to 0 \) for any \( a, b > 0 \). This can be done in such a way that \( u_{\ell}(s) \) is nondecreasing for small \( s \) and nonincreasing for large \( s \); and \( u'_{\ell}(0) \to u'(0) \), \( u'_{\ell}(+\infty) \to u'(+\infty) \). The conclusion follows easily since \( p(r)/r^{1-1/N} \) is nondecreasing and equal to \(-1/N)u'(r^{-1/N})\) \((-u'(\log 1/r)\) in the case \( N = \infty \). \( \Box \)

**Domain of the functionals \( U_{\nu} \)**

To each \( U \in \mathcal{DC}_{N} \) corresponds a functional \( U_{\nu} \). However, some conditions might be needed to make sense of \( U_{\nu}(\mu) \). Why is that so? If \( U \) is, say, nonnegative, then an integral such as \( \int U(\rho) \, d\nu \) always makes
sense in \([0, +\infty]\), so \(U_\nu\) is well-defined on the whole of \(P^\text{ac}_2(M)\). But \(U\) might be partially negative, and then one should not exclude the possibility that both the negative and the positive parts of \(U(\rho)\) have infinite integrals. The problem comes from infinity and does not arise if \(M\) is a compact manifold, or more generally if \(\nu\) has finite mass.

Theorem 17.8 below solves this issue: It shows that under some integral growth condition on \(\nu\), the quantity \(U_\nu(\mu)\) is well-defined if \(\mu\) has finite moments of order \(p\) large enough. This suggests that we study \(U_\nu\) on the set \(P^\text{ac}_p(M)\) of absolutely continuous measures with finite moment of order \(p\), rather than on the whole space \(P^\text{ac}_2(M)\).

Since this theorem only uses the metric structure, I shall state it in the context of general Polish spaces rather than Riemannian manifolds.

**Theorem 17.8 (Moment conditions make sense of \(U_\nu(\mu)\)).** Let \((\mathcal{X}, d)\) be a Polish space and let \(\nu\) be a reference Borel measure on \(\mathcal{X}\). Let \(N \in [1, \infty]\). Assume that there exists \(x_0 \in \mathcal{X}\) and \(p \in [2, +\infty)\) such that

\[
\begin{align*}
\int_{\mathcal{X}} & \frac{d\nu(x)}{[1 + d(x_0, x)]^{p(N-1)}} < +\infty & \text{if } N < \infty, \\
\exists c > 0; & \int_{M} e^{-c d(x_0, x)^p} d\nu(x) < +\infty & \text{if } N = \infty.
\end{align*}
\]

(17.5)

Then, for any \(U \in \mathcal{D}C_N\), the formula

\[
U_\nu(\mu) = \int_{\mathcal{X}} U(\rho) \, d\nu, \quad \mu = \rho \nu
\]

unambiguously defines a functional \(U_\nu : P^\text{ac}_p(\mathcal{X}) \to \mathbb{R} \cup \{+\infty\}\), where \(P^\text{ac}_p(\mathcal{X})\) is the set of absolutely continuous probability measures on \(\mathcal{X}\) with a finite moment of order \(p\).

Even if no such \(p\) exists, \(U_\nu\) is still well-defined on \(P^\text{ac}_c(\mathcal{X})\), the set of absolutely continuous compactly supported probability measures, provided that \(\nu\) is finite on compact sets.

**Example 17.9.** If \(\nu\) is the Lebesgue measure on \(\mathbb{R}^N\), then \(U_\nu\) is well-defined on \(P^\text{ac}_2(\mathbb{R}^N)\) for all \(U \in \mathcal{D}C_N\), as long as \(N \geq 3\). For \(N = 2\), Theorem 17.8 allows us to define \(U_\nu\) on \(P^\text{ac}_p(\mathbb{R}^N)\), for any \(p > 2\). In the case \(N = 1\), \(U_\nu\) is well-defined on \(P^\text{ac}_c(\mathbb{R}^N)\). All this remains true if \(\mathbb{R}^N\) is replaced by an arbitrary \(N\)-dimensional Riemannian manifold.
with nonnegative Ricci curvature. (Indeed, \( \text{vol}[B_r(x_0)] = O(r^N) \) for any fixed \( x_0 \in M \), so \( \int d\nu(x)/[1 + d(x_0, x)]^{p(N-1)} < +\infty \) if \( p(N-1) > N \).)

**Convention 17.10.** In the sequel of this course I shall sometimes write “\( p \in [2, +\infty) \cup \{c\} \)” satisfying the assumptions of Theorem 17.8” or “\( p \in [2, +\infty) \cup \{c\} \)” satisfying (17.5)”. This means that \( p \) is either a real number greater or equal than 2, satisfying (17.5) (the metric space \( (X, d) \) and the reference measure \( \nu \) should be obvious from the context); or the symbol “\( c \)”, so that \( P_p(X) \) stands for the set \( P_c(X) \) of compactly supported probability measures.

**Remark 17.11.** For any positive constant \( C \), the set of probability measures \( \mu \) in \( P_p(X) \) with \( \int d(x_0, x)^p d\mu(x) \leq C \) is closed in \( P_2(X) \); but in general the whole set \( P_p(X) \) is not. Similarly, if \( K \) is a given compact subset of \( X \), then the set of probability measures with support in \( K \) is compact in \( P_2(X) \); but \( P_c(X) \) is not closed in general.

**Remark 17.12.** If \( X \) is a length space (for instance a Riemannian manifold equipped with its geodesic distance), then \( P_p(M) \) is a geodesically convex subset of \( P_q(M) \), for any \( q \in (1, +\infty) \). Indeed, let \( (\mu_t)_{0 \leq t \leq 1} \) be a geodesic in \( P_q(M) \); according to Corollary 7.22, there is a random geodesic \( \gamma \) such that \( \mu_t = \text{law} (\gamma_t) \); then the bounds \( \mathbb{E} d(x_0, \gamma_0)^p < +\infty \) and \( \mathbb{E} d(x_0, \gamma_1)^p < +\infty \) together imply \( \mathbb{E} d(x_0, \gamma_t)^p < +\infty \), in view of the inequality

\[
0 \leq t \leq 1 \implies d(x_0, \gamma_t)^p \leq 2^{2p-1} [d(x_0, \gamma_0)^p + d(x_0, \gamma_1)^p].
\]

Combining this with Theorem 8.7, we deduce that \( P_{p_{\text{ac}}}(M) \) is geodesically convex in \( P_{2}(M) \), and more precisely

\[
\int d(x_0, x)^p \mu_1(dx) \leq 2^{2p-1} \left( \int d(x_0, x)^p \mu_0(dx) + \int d(x_0, x)^p \mu_1(dx) \right).
\]

Thus even if the functional \( U_{\nu} \) is a priori only defined on \( P_{p_{\text{ac}}}(M) \), it is not absurd to study its convexity properties along geodesics of \( P_2(M) \).

**Proof of Theorem 17.8.** The problem is to show that under the assumptions of the theorem, \( U(\rho) \) is bounded below by a \( \nu \)-integrable function; then \( U_{\nu}(\mu) = \int U(\rho) d\nu \) will be well-defined in \( \mathbb{R} \cup \{+\infty\} \).

Suppose first that \( N < \infty \). By convexity of \( u \), there is a constant \( A > 0 \) so that \( \delta^N U(\delta^{-N}) \geq -A\delta - A \), which means

\[
U(\rho) \geq -A(\rho + \rho^{1-N}).
\] (17.6)
Of course, $\rho$ lies in $L^1(\nu)$; so it is sufficient to show that also $\rho^{1-1/N}$ lies in $L^1(\nu)$. But this is a simple consequence of Hölder’s inequality:

$$
\int_{X} \rho(x)^{1-\frac{1}{N}} \, d\nu(x)
= \int_{X} \left( (1 + d(x_0, x)^p) \rho(x) \right)^{1-\frac{1}{N}} \left( (1 + d(x_0, x)^p)^{-1+\frac{1}{N}} \right) \, d\nu(x)
\leq \left( \int_{X} (1 + d(x_0, x)^p) \rho(x) \, d\nu(x) \right)^{1-\frac{1}{N}} \left( \int_{X} (1 + d(x_0, x)^p)^{-\left(\frac{N-1}{N}\right)} \, d\nu(x) \right)^{\frac{1}{N}}.
$$

Now suppose that $N = \infty$. By Proposition 17.7(ii), there are positive constants $a, b$ such that

$$
U(\rho) \geq a \rho \log \rho - b \rho.
$$

(17.7)

So it is sufficient to show that $(\rho \log \rho)_- \in L^1(\nu)$. Write

$$
\int_{X} \rho(x) \log \rho(x) \, d\nu(x)
= \int_{X} \rho(x) e^{c d(x_0, x)^p} \log \left( \rho(x) e^{c d(x_0, x)^p} \right) e^{-c d(x_0, x)^p} \, d\nu(x)
- c \int_{X} d(x_0, x)^p \rho(x) \, d\nu(x).
$$

(17.8)

By Jensen’s inequality, applied with the convex function $r \rightarrow r \log r$, the probability measure $\int_{X} e^{-c d(x_0, \cdot)^p} \, d\nu$ and the integrable function $\rho e^{c d(x_0, \cdot)^p}$, (17.8) can be bounded below by

$$
\left( \int_{X} e^{-c d(x_0, x)^p} \, d\nu(x) \right) \left( \frac{\int_{X} \rho \, d\nu}{\int_{X} e^{-c d(x_0, \cdot)^p} \, d\nu(x)} \right) \log \left( \frac{\int_{X} \rho \, d\nu}{\int_{X} e^{-c d(x_0, x)^p} \, d\nu(x)} \right)
- c \int_{X} d(x_0, x)^p \rho(x) \, d\nu(x).
$$

This concludes the argument.

\[\square\]

In the sequel of this chapter, I shall study properties of the functionals $U_\nu$ on $P^\text{ac}_p(M)$, where $M$ is a Riemannian manifold equipped with its geodesic distance.
Recall the notation $U_N$ introduced in (16.17) (or in Example 17.6 (iii)). For any $N > 1$, the functional $(U_N)_\nu$ will instead be denoted by $H_{N,\nu}$:

$$H_{N,\nu}(\mu) = \int_M U_N(\rho) \, d\nu, \quad \mu = \rho \nu.$$ 

I shall often write $H_\nu$ instead of $H_{\infty,\nu}$; and I may even write just $H$ if the reference measure is the volume measure. This notation is justified by analogy with Boltzmann’s $H$ functional: $H(\rho) = \int \rho \log \rho \, d\text{vol}.$

For each $U \in \text{DC}_N$, formula (16.18) defines a functional $\Lambda_U$ which will later play a role in displacement convexity estimates. It will be convenient to compare this quantity with $\Lambda_N := A_{U_N}$; explicitly,

$$\Lambda_N(\mu, v) = \int_M |v(x)|^2 \rho^{1-\frac{1}{N}}(x) \, d\nu(x), \quad \mu = \rho \nu. \quad (17.9)$$

It is clear that $A_U \geq K_{N,U} \Lambda_N$, where

$$K_{N,U} = \inf_{r > 0} \frac{KP(r)}{r^{1-1/N}} \begin{cases} K \lim_{r \to 0} \frac{p(r)}{r^{1-1/N}} & \text{if } K > 0 \\ 0 & \text{if } K = 0 \\ K \lim_{r \to \infty} \frac{p(r)}{r^{1-1/N}} & \text{if } K < 0. \end{cases} \quad (17.10)$$

It will also be useful to introduce a local version of displacement convexity. In short, a functional $U_\nu$ is said to be locally displacement convex if it is displacement convex in the neighborhood of each point.

**Definition 17.13 (Local displacement convexity).** Let $M$ be a Riemannian manifold, and let $F$ be defined on a geodesically convex subset of $P_2^\infty(M)$, with values in $\mathbb{R} \cup \{+\infty\}$. Then $F$ is said to be locally displacement convex if, for any $x_0 \in M$ there is $r > 0$ such that the convexity inequality

$$\forall t \in [0, 1] \quad F(\mu_t) \leq (1-t) F(\mu_0) + t F(\mu_1)$$

holds true as soon as all measures $\mu_t$, $0 \leq t \leq 1$, are supported in the ball $B_r(x_0)$.

The notions of local $\Lambda$-displacement convexity and local $\lambda$-displacement convexity are defined similarly, by localizing Definition 16.5.
**Warning 17.14.** When one says that a functional $F$ is locally displacement convex, this **does not** mean that $F$ is displacement convex in a small neighborhood of $\mu$, for any $\mu$. The word “local” refers to the topology of the base space $M$, not the topology of the Wasserstein space.

The next theorem is a rigorous implementation of Guesses 16.6 and 16.7; it relates curvature-dimension bounds, as appearing in Theorem 14.8, to displacement convexity properties. Recall Convention 17.10.

**Theorem 17.15 (CD bounds read off from displacement convexity).** Let $M$ be a Riemannian manifold, equipped with its geodesic distance $d$ and a reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$. Let $K \in \mathbb{R}$ and $N \in (1, \infty]$. Let $p \in [2, +\infty) \cup \{c\}$ satisfy the assumptions of Theorem 17.8. Then the following three conditions are equivalent:

(i) $M$ satisfies the curvature-dimension criterion $\text{CD}(K,N)$;

(ii) For each $U \in \mathcal{DC}_N$, the functional $U_\nu$ is $\Lambda_{N,U}$-displacement convex on $\mathcal{P}_{ac}(M)$, where $\Lambda_{N,U} = K_{N,U} \Lambda_N$;

(iii) $H_{N,\nu}$ is locally $K \Lambda_N$-displacement convex;

and then necessarily $N \geq n$, with equality possible only if $V$ is constant.

**Remark 17.16.** Statement (ii) means, explicitly, that for any displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ in $\mathcal{P}_{p}^{ac}(M)$, and for any $t \in [0,1]$,

$$U_\nu(\mu_t) + K_{N,U} \int_0^1 \int_M \rho_s(x)^{1-\frac{N}{N-1}} |\nabla \psi_s(x)|^2 d\nu(x) G(s,t) ds \leq (1-t) U_\nu(\mu_0) + t U_\nu(\mu_1), \quad (17.11)$$

where $\rho_t$ is the density of $\mu_t$, $\psi_s = H^{0,s}_+ \psi$ (Hamilton-Jacobi semigroup), $\psi$ is $d^2/2$-convex, $\exp(\nabla \psi)$ is the Monge transport $\mu_0 \rightarrow \mu_1$, and $K_{N,U}$ is defined by (17.10).

**Remark 17.17.** If the two quantities in the left-hand side of (17.11) are infinite with opposite signs, the convention is $(+\infty) - (+\infty) = -\infty$, i.e. the inequality is void. This eventuality is ruled out by any one of the following conditions: (a) $K \geq 0$; (b) $N = \infty$; (c) $\mu_0, \mu_1 \in \mathcal{P}_q(M)$, where $q > 2N/(N-1)$ is such that $\int (1 + d(x_0, x)^q(N-1)-2N-\delta) \nu(dx) < +\infty$ for some $\delta > 0$. This is a consequence of Proposition 17.24 later in this chapter.
Remark 17.18. The case $N = 1$ is degenerate since $U_1$ is not defined; but the equivalence (i) $\iff$ (ii) remains true if one defines $K_{N,U}$ to be $+\infty$ if $K > 0$, and $0$ if $K \leq 0$. I shall address this case from a slightly different point of view in Theorem 17.41 below. (As stated in that theorem, $N = 1$ is possible only if $M$ is one-dimensional and $\nu = \text{vol}$.)

As a particular case of Theorem 17.15, we now have a rigorous justification of the guess formulated in Example 16.8: The nonnegativity of the Ricci curvature is equivalent to the (local) displacement convexity of Boltzmann’s $H$ functional. This is the intersection of two situations where Theorem 17.15 is easier to formulate: (a) the case $N = \infty$; and (b) the case $K = 0$. These cases are important enough to be stated explicitly as corollaries of Theorem 17.15:

**Corollary 17.19 (CD($K, \infty)$ and CD($0, N$) bounds via optimal transport).** Let $M$ be a Riemannian manifold, $K \in \mathbb{R}$ and $N \in (1, \infty]$; then:

(a) $M$ satisfies $\text{Ric} \geq Kg$ if and only if Boltzmann’s $H$ functional is $K$-displacement convex on $P^{ac}_c(M)$;

(b) $M$ has nonnegative Ricci curvature and dimension bounded above by $N$ if and only if $H_{N,\text{vol}}$ is displacement convex on $P^{ac}_c(M)$.

**Remark 17.20.** All these results can be extended to singular measures, so the restriction to absolutely continuous measures is nonessential. I shall come back to these issues in Chapter 30.

*Core of the proof of Theorem 17.15.* Before giving a complete proof, for pedagogical reasons I shall give the main argument behind the implication (i) $\Rightarrow$ (ii) in Theorem 17.15, in the simple case $K = 0$.

Let $(\mu_t)_{0 \leq t \leq 1}$ be a Wasserstein geodesic, with $\mu_t$ absolutely continuous, and let $\rho_t$ be the density of $\mu_t$ with respect to $\nu$. By change of variables,

\[
\int U(\rho_t) \, d\nu = \int U \left( \frac{\rho_0}{\mathcal{J}_t} \right) \mathcal{J}_t \, d\nu,
\]

where $\mathcal{J}_t$ is the Jacobian of the optimal transport taking $\mu_0$ to $\mu_t$. The next step consists in rewriting this as a function of the mean distortion. Let $u(\delta) = \delta^N U(\delta^{-N})$, then

\[
\int U \left( \frac{\rho_0}{\mathcal{J}_t} \right) \frac{\mathcal{J}_t}{\rho_0} \rho_0 \, d\nu = \int u \left( \frac{\mathcal{J}_t^N}{\rho_0^N} \right) \rho_0 \, d\nu.
\]
The fact that \( U \) belongs to \( DN \) means precisely that \( u \) is convex nonincreasing. The nonnegativity of the (generalized) Ricci curvature means that the argument of \( u \) is a concave function of \( t \). Then the convexity of the whole expression follows from the simple fact that the composition of a convex nonincreasing function with a concave function is itself convex.

\[ \square \]

Complete proof of Theorem 17.15. Let us start with the implication (i) \( \Rightarrow \) (ii). I shall only treat the case \( N < \infty \), since the case \( N = \infty \) is very similar. In a first step, I shall also assume that \( \mu_0 \) and \( \mu_1 \) are compactly supported; this assumption will be relaxed later on.

So let \( \mu_0 \) and \( \mu_1 \) be two absolutely continuous, compactly supported probability measures and let \( \mu_t \) be the unique displacement interpolation between \( \mu_0 \) and \( \mu_1 \). It can be written \( (T_t)^\# \mu_0 \), where \( T_t(x) = \exp_x(t\nabla \psi(x)) \), then let \( (\psi_t)_{0 \leq t \leq 1} \) solve the Hamilton–Jacobi equation with initial datum \( \psi_0 = \psi \). The goal is to show that

\[ U_\nu(\mu_t) \leq (1 - t) U_\nu(\mu_0) + t U_\nu(\mu_1) - K_{N,U} \int_0^1 \int_M \rho_s(x) \frac{1 - \frac{1}{N}}{2} |\nabla \psi_s(x)|^2 d\nu(x) G(s,t) ds. \]  

(17.12)

Note that the last integral is finite since \( |\nabla \psi_s(x)|^2 \) is almost surely bounded by \( D^2 \), where \( D \) is the maximum distance between elements of \( \text{Spt}(\mu_0) \) and elements of \( \text{Spt}(\mu_1) \); and that \( \int \rho_s^{\frac{1}{1 - \frac{1}{N}}} d\nu \leq \nu[\text{Spt} \mu_s]^{\frac{1}{N}} \) by Jensen’s inequality.

If either \( U_\nu(\mu_0) = +\infty \) or \( U_\nu(\mu_1) = +\infty \), then there is nothing to prove; so let us assume that these quantities are finite.

Let \( t_0 \) be a fixed time in \( (0, 1) \); on \( T_{t_0}(M) \), define, for all \( t \in [0, 1] \),

\[ T_{t_0 \to t}(\exp_x(t_0 \nabla \psi(x))) = \exp_x(t \nabla \psi(x)). \]

Then \( T_{t_0 \to t} \) is the unique optimal transport \( \mu_{t_0} \to \mu_t \). Let \( J_{t_0 \to t} \) be the associated Jacobian determinant (well-defined \( \mu_{t_0} \)-almost surely). Recall from Chapter 11 that \( \mu_t \) is concentrated on \( T_{t_0 \to t}(M) \) and that its density \( \rho_t \) is determined by the equation

\[ \rho_{t_0}(x) = \rho_t(T_{t_0 \to t}(x)) J_{t_0 \to t}(x). \]  

(17.13)

Since \( U(0) = 0 \), we may apply Theorem 11.3 to \( F(x) = U(\rho_t(x)) \); or more precisely, to the positive part and the negative part of \( F \) separately. So
\[
\int_M U(\rho_t(x)) \, d\nu(x) = \int_M U(\rho_t(T_{t_0-t}(x))) \, J_{t_0-t}(x) \, d\nu(x).
\]

Then formula (17.13) implies
\[
\int_M U(\rho_t) \, d\nu = \int_M U \left( \frac{\rho_{t_0}(x)}{J_{t_0-t}(x)} \right) J_{t_0-t}(x) \, d\nu(x). \tag{17.14}
\]

Since the contribution of \(\{\rho_{t_0} = 0\}\) does not matter, this can be rewritten

\[
U_{\nu}(\mu_t) = \int_M U \left( \frac{\rho_{t_0}(x)}{J_{t_0-t}(x)} \right) J_{t_0-t}(x) \rho_{t_0}(x) \, d\nu(x)
= \int_M U \left( \delta_{t_0}(t, x)^{-N} \right) \delta_{t_0}(t, x)^N \, d\mu_{t_0}(x)
= \int_M w(t, x) \, d\mu_{t_0}(x),
\]

where \(w(t, x) := U(\delta_{t_0}(t, x)^{-N}) \delta_{t_0}(t, x)^N\), and

\[
\delta_{t_0}(t, x) = \rho_t(T_{t_0-t}(x))^{-\frac{1}{N}} \left( \frac{J_{t_0-t}(x)}{\rho_{t_0}(x)} \right)^{\frac{1}{N}}.
\]

Up to a factor which does not depend on \(t\), \(\delta_{t_0}(\cdot, x)\) coincides with \(\mathcal{D}(t)\) in the notation of Chapter 14. So, by Theorem 14.8, for \(\mu_{t_0}\)-almost all \(x\) one has

\[
\ddot{\delta}_{t_0}(t, x) \leq -\frac{K}{N} \delta_{t_0}(t, x) \left| \nabla \psi_t(T_{t_0-t}(x)) \right|^2.
\]

Set \(u(\delta) = \delta^N U(\delta^{-N})\), so that \(w = u \circ \delta\), where \(\delta\) is shorthand for \(\delta_{t_0}(\cdot, x)\) and \(x\) is fixed. Since \(u'' \geq 0\) and \(u'(\delta) = -Np(r)/r^{1-1/N} \leq 0\), one has, with \(r = \delta^{-N}\),

\[
\frac{\partial^2 w}{\partial t^2} = \left( \frac{\partial^2 u}{\partial \delta^2} \right) (\dot{\delta}(t))^2 + \left( \frac{\partial u}{\partial \delta} \right) \ddot{\delta}(t)
\geq \left( -N \frac{p(r)}{r^{1-1/N}} \right) \left( -\frac{K}{N} \delta(t) \left| \nabla \psi_t(T_{t_0-t}(x)) \right|^2 \right).
\]

By combining this with the definition of \(K_{N,U}\), one obtains

\[
\dot{w}(t, x) \geq K_{N,U} \delta_{t_0}(t, x) \left| \nabla \psi_t(T_{t_0-t}(x)) \right|^2
= K_{N,U} \rho_t(T_{t_0-t}(x))^{-\frac{1}{N}} \left| \nabla \psi_t(T_{t_0-t}(x)) \right|^2. \tag{17.15}
\]
Since $w$ is a continuous function of $t$, this implies (recall Proposition 16.2)

$$w(t, x) - (1 - t) w(0, x) - t w(1, x) \leq -K_{N,U} \int_0^1 \rho_s(T_{t_0 \to s}(x))^{-\frac{1}{K}} |\nabla \psi_s(T_{t_0 \to s}(x))|^2 G(s, t) \, ds.$$ 

Upon integration against $\mu_{t_0}$ and use of Fubini’s theorem, this inequality becomes

$$U_{\nu}(\mu_t) - (1 - t) U_{\nu}(\mu_0) - t U_{\nu}(\mu_1) \leq -K_{N,U} \int_M \left( \int_0^1 \rho_s(T_{t_0 \to s}(x))^{-\frac{1}{K}} |\nabla \psi_s(T_{t_0 \to s}(x))|^2 G(s, t) \, ds \right) \, d\mu_{t_0}(x)$$

$$= -K_{N,U} \int_0^1 \int_M \rho(y)^{-\frac{1}{K}} |\nabla \psi(y)|^2 \, d\mu(y) G(s, t) \, ds$$

$$= -K_{N,U} \int_0^1 \int_M \rho(y)^{1 - \frac{1}{K}} |\nabla \psi(y)|^2 \, d\nu(y) G(s, t) \, ds.$$

This concludes the proof of Property (ii) when $\mu_0$ and $\mu_1$ have compact support. In a second step I shall relax this compactness assumption by a restriction argument. Let $p \in [2, +\infty) \cup \{c\}$ satisfy the assumptions of Theorem 17.8, and let $\mu_0, \mu_1$ be two probability measures in $P^c_p(M)$. Let $(Z_{t})_{t \in \mathbb{N}}$, $(\mu_{t, c})_{0 \leq t \leq 1, c \in \mathbb{N}}$, $(\nu(s, t, c))_{0 \leq t \leq 1, c \in \mathbb{N}}$ be as in Proposition 13.2. Let $\mu_{t, c}$ stand for the density of $\mu_{t, c}$. By Remark 17.4, the function $U_{\nu} : r \to U(Z_{t} r)$ belongs to $\mathcal{DC}_N$; and it is easy to check that $K_{N,U} = Z_{t}^{1 - \frac{1}{K}} K_{N,U}$. Since the measures $\mu_{t, c}$ are compactly supported, we can apply the previous inequality with $\mu_t$ replaced by $\mu_{t, c}$ and $U$ replaced by $U_{\nu}$:

$$\int U(Z_{t} \rho_{t, c}) \, d\nu \leq (1 - t) \int U(Z_{t} \rho_{0, c}) \, d\nu + t \int U(Z_{t} \rho_{1, c}) \, d\nu$$

$$- Z_{t}^{1 - \frac{1}{K}} K_{N,U} \int_0^1 \int_M \rho_{s, c}(y)^{1 - \frac{1}{K}} |\nabla \psi_{s, c}(y)|^2 \, d\nu(y) G(s, t) \, ds. \quad (17.16)$$

It remains to pass to the limit in (17.16) as $t \to \infty$. Recall from Proposition 13.2 that $Z_{t} \rho_{t, c}$ is a nondecreasing family of functions converging monotonically to $\rho_1$. Since $U_+$ is nondecreasing, it follows that
\[
U_+ (Z_\ell \rho_t, \ell) \uparrow U_+ (\rho_t).
\]

On the other hand, the proof of Theorem 17.8 shows that \( U_- (r) \leq A (r + r^{1 - \frac{1}{N}}) \) for some constant \( A = A(N, U) \); so

\[
U_- (Z_\ell \rho_t, \ell) \leq A (Z_\ell \rho_t, \ell + Z_\ell^{1 - \frac{1}{N}} \rho_t^{1 - \frac{1}{N}}) \leq A \left( \rho_t + \rho_t^{1 - \frac{1}{N}} \right). \tag{17.17}
\]

By the proof of Theorem 17.8 and Remark 17.12, the function on the right-hand side of (17.17) is \( \nu \)-integrable, and then we may pass to the limit by dominated convergence. To summarize:

\[
\int U_+ (Z_\ell \rho_t, \ell) \, d\nu \xrightarrow{\ell \to \infty} \int U_+ (\rho_t) \, d\nu \quad \text{by monotone convergence;}
\]

\[
\int U_- (Z_\ell \rho_t, \ell) \, d\nu \xrightarrow{\ell \to \infty} \int U_- (\rho_t) \, d\nu \quad \text{by dominated convergence.}
\]

So we can pass to the limit in the first three terms appearing in the inequality (17.16). As for the last term, note that \( |\nabla \psi_{s, \ell}(y)|^2 = d(y, T_{s^{-1}}(y))^2 / (1 - s)^2 \), at least \( \mu_{s, \ell}(dy) \)-almost surely; but then according to Proposition 13.2 this coincides with \( d(y, T_{s^{-1}}(y))^2 / (1 - s)^2 = |\nabla \psi_{s}(y)|^2 \). So the last term in (17.16) can be rewritten as

\[
K_{N, U} \int_0^1 \int_M (Z_\ell \rho_s(y))^{1 - \frac{1}{N}} |\nabla \psi_s(y)|^2 \, d\nu(y) \, G(s, t) \, ds,
\]

and by monotone convergence this goes to

\[
K_{N, U} \int_0^1 \int_M (\rho_s(y))^{1 - \frac{1}{N}} |\nabla \psi_s(y)|^2 \, d\nu(y) \, G(s, t) \, ds
\]

as \( \ell \to \infty \). Thus we have passed to the limit in all terms of (17.16), and the proof of (i) \( \Rightarrow \) (ii) is complete.

Since the implication (ii) \( \Rightarrow \) (iii) is trivial, to conclude the proof of Theorem 17.15 it only suffices to prove (iii) \( \Rightarrow \) (i). So let \( x_0 \in M \); the goal is to show that \( (\text{Ric}_{N, \nu})_{x_0} \geq Kg_{x_0} \), where \( g \) is the Riemannian metric. Let \( r > 0 \) be such that \( H_{N, \nu} \) is \( KA_N \)-displacement convex in \( B_r(x_0) \). Let \( v_0 \neq 0 \) be a tangent vector at \( x_0 \). For a start, assume \( N > n \). As in the proof of Theorem 14.8, we can construct \( \tilde{\psi} \in C^2(M) \), compactly supported in \( B_r(x_0) \), such that \( \nabla \tilde{\psi}(x_0) = v_0 \), \( \nabla^2 \tilde{\psi}(x_0) = \lambda_0 I_n \) (\( I_n \) is the identity on \( T_{x_0} M \)) and

\[
\left[ \Gamma_2 (\tilde{\psi}) - \frac{(L \tilde{\psi})^2}{N} \right] (x_0) = \text{Ric}_{N, \nu} (v_0).
\]
Then let $\psi := \theta \tilde{\psi}$, where $\theta$ is a positive real number. If $\theta$ is small enough, $\psi$ is $d^2/2$-convex by Theorem 13.5, and $|\nabla \psi| \leq r/2$.

Let $\rho_0$ be a smooth probability density, supported in $B_\eta(x_0)$, with $\eta < r/2$; and

$$\mu_0 = \rho_0 \nu; \quad \mu_t = \exp(t \nabla \psi) \# \mu_0.$$

Then $(\mu_t)_{0 \leq t \leq 1}$ is a geodesic in $P_2(M)$, entirely supported in $B_r(x_0)$, so condition (iii) implies

$$H_{N, \nu}(\mu_t) - (1 - t) H_{N, \nu}(\mu_0) - t H_{N, \nu}(\mu_1) \leq -K \int_0^1 \left( \int \rho_s(x)^{1-\frac{1}{2N}} |\nabla \psi_s(x)|^2 \, dv(x) \right) \, ds. \quad (17.18)$$

As in the proof of (i) $\Rightarrow$ (ii), let $J(t, x)$ be the Jacobian determinant of the map $\exp(t \nabla \psi)$ at $x$, and let $\delta(t, x) = J(t, x)^{1/N}$. (This amounts to choosing $t_0 = 0$ in the computations above; now this is not a problem since $\exp(t \nabla \psi)$ is for sure Lipschitz.) Further, let $\gamma(t, x) = \exp_x(t \nabla \psi(x))$. Formula (14.39) becomes

$$-N \frac{\ddot{\delta}(t, x)}{\delta(t, x)} = \text{Ric}_{N, \nu}(\gamma(t, x)) + \left\| U(t, x) - \left( \frac{\text{tr} \ U(t, x)}{n} \right) I_n \right\|_{\text{HS}}^2$$

$$+ \frac{n}{N(N-n)} \left[ \left( \frac{N-n}{n} \right) \, \text{tr} \ U(t, x) + \gamma(t, x) \cdot \nabla \gamma(t, x) \right]^2, \quad (17.19)$$

where $U(0, x) = \nabla^2 \psi(x)$, $U(t, x)$ solves the nonlinear differential equation $\dot{U} + U^2 + R = 0$, and $R$ is defined by (14.7). By using all this information, we shall derive expansions of (17.19) as $\theta \to 0$, $\psi$ being fixed. First of all, $x = x_0 + O(\theta)$ (this is informal writing to mean that $d(x, x_0) = O(\theta)$); then, by smoothness of the exponential map, $\dot{\gamma}(t, x) = \theta v_0 + O(\theta^2)$; it follows that $\text{Ric}_{N, \nu}(\gamma(t, x)) = \theta^2 \text{Ric}_{N, \nu}(v_0) + O(\theta^3)$.

Next, $U(0) = \theta \nabla^2 \psi(x_0) = \lambda_0 \theta I_n$ and $R(t) = O(\theta^2)$; by an elementary comparison argument, $U(t, x) = O(\theta)$, so $\dot{U} = O(\theta^2)$, and $U(t, x) = \lambda_0 \theta I_n + O(\theta^2)$. Also $U - (\text{tr} \ U) I_n / n = O(\theta^2)$, $\text{tr} \ U(t) = \lambda_0 \theta n + O(\theta^2)$ and $\gamma(t, x) \cdot \nabla \gamma(t, x) + ((N-n)/n) \, \text{tr} \ U(t, x) = O(\theta^2)$. Plugging all these expansions into (17.19), we get

$$\frac{\ddot{\delta}(t, x)}{\delta(t, x)} = \frac{1}{N} \left( -\theta^2 \text{Ric}_{N, \nu}(v_0) + O(\theta^3) \right). \quad (17.20)$$

By repeating the proof of (i) $\Rightarrow$ (ii) with $U = U_N$ and using (17.20), one obtains
\[ H_{N,\nu}(\mu_t) - (1 - t) H_{N,\nu}(\mu_0) - t H_{N,\nu}(\mu_1) \ge -\theta^2 (\text{Ric}_{N,\nu}(v_0) + O(\theta)) \int_0^1 \int_M \rho_s(y)^{1 - \frac{1}{N}} \, d\nu(y) G(s, t) \, ds. \] (17.21)

On the other hand, by (17.18),
\[ H_{N,\nu}(\mu_t) - (1 - t) H_{N,\nu}(\mu_0) - t H_{N,\nu}(\mu_1) \le -K \int_0^1 \int_M \rho_s(y)^{1 - \frac{1}{N}} \, |\dot{\gamma}(s, y)|^2 \, d\nu(y) G(s, t) \, ds \]
\[ = -K \theta^2 (|v_0|^2 + O(\theta)) \int_0^1 \int_M \rho_s(y)^{1 - \frac{1}{N}} \, d\nu(y) G(s, t) \, ds. \]

Combining this with (17.21) and canceling out multiplicative factors \( \theta^2 \int_0^1 \rho_s(y)^{1 - \frac{1}{N}} \, d\nu(y) G(s, t) \, ds \) on both sides, we obtain \( \text{Ric}_{N,\nu}(v_0) \ge K |v_0|^2 + O(\theta) \). The limit \( \theta \to 0 \) yields
\[ \text{Ric}_{N,\nu}(v_0) \ge K |v_0|^2, \] (17.22)

and since \( v_0 \) was arbitrary this concludes the proof.

The previous argument was under the assumption \( N > n \). If \( N = n \) and \( V \) is constant, the proof is the same but the modified Ricci tensor \( \text{Ric}_{N,\nu} \) is replaced by the usual Ricci tensor.

It remains to rule out the cases when \( N = n \) and \( V \) is nonconstant, or \( N < n \). In these situations (17.19) should be replaced by
\[ -N \frac{\ddot{\delta}(t, x)}{\delta(t, x)} = \left( \text{Ric} + \nabla^2 V \right)(\dot{\gamma}(t, x)) + \left\| U(t, x) - \left( \frac{\text{tr} \, U(t, x)}{n} \right) I_n \right\|_{HS}^2 
+ \frac{(\text{tr} \, U(t, x))^2}{n} - \frac{(\text{tr} \, U(t, x) - \dot{\gamma}(t, x) \cdot \nabla V(\gamma(t, x)))^2}{N}. \] (17.23)

(To see this, go back to Chapter 14, start again from (14.33) but this time don’t apply (14.34).) Repeat the same argument as before, with \( \psi \) satisfying \( \nabla \psi(x_0) = v_0 \) and \( \nabla^2 \psi(x_0) = \lambda_0 I_n \) (now \( \lambda_0 \) is arbitrary). Then instead of (17.22) one retrieves
\[ (\text{Ric} + \nabla^2 V)(v_0) + \lambda_0^2 \left( \frac{1}{n} - \frac{1}{N} \right) - \frac{(\nabla V(x_0) \cdot v_0)^2}{N} + \frac{2 \lambda_0 (v_0 \cdot \nabla V(x_0))}{N} \ge K |v_0|^2. \] (17.24)
If \( n = N \), the left-hand side of (17.24) is an affine expression of \( \lambda_0 \), so the inequality is possible only if the slope is zero, i.e. \( v_0 \cdot \nabla V(x_0) = 0 \). Since \( v_0 \) and \( x_0 \) are arbitrary, actually \( \nabla V = 0 \), so \( V \) is constant (and \( \text{Ric}(v_0) \geq K|v_0|^2 \)). If \( n < N \), what we have on the left of (17.24) is a quadratic expression of \( \lambda_0 \) with negative dominant coefficient, so it cannot be bounded below. This contradiction establishes \( N \geq n \). \( \square \)

**Remark 17.21.** A completely different (and much more general) proof of the inequality \( N \geq n \) will be given later in Corollary 30.13.

**Exercise 17.22 (Necessary condition for displacement convexity).** This exercise shows that the elements of \( \mathcal{DC}_N \) are essentially the only nonlinearities leading to displacement convex functionals. Let \( N \) be a positive integer, \( M = \mathbb{R}^N \), and let \( \nu \) be the Lebesgue measure in \( \mathbb{R}^N \). Let \( U \) be a measurable function \( \mathbb{R}_+ \to \mathbb{R} \) such that \( U_\nu \) is lower semicontinuous and convex on the space \( P_{ac}^\infty(\mathbb{R}^N) \) (absolutely continuous, compactly supported probability measures), equipped with the distance \( W_2 \). Show that (a) \( U \) itself is convex lower semicontinuous; (b) \( \delta \to \delta^N U(\delta^{-N}) \) is convex. Hint: To prove (b), consider the geodesic curve \( (\mu_\delta)_{\delta > 0} \), where \( \mu_\delta \) is the uniform probability measure on \( B_\delta(0) \).

**Exercise 17.23.** Show that if \( (M, \nu) \) satisfies \( \text{CD}(K, N) \) and \( U \) belongs to \( \mathcal{DC}_N \), then \( U_\nu \) is \( KR^{-1/N} \)-displacement convex, when restricted to the geodesically convex set defined by \( \rho \leq R \). In short, \( U_\nu \) is \( K\|\rho\|_{L_q}^{-1/N} \)-displacement convex. Hint: Use \( U(r) = r^m \) and let \( m \to \infty \). (A longer solution is via the proof of Corollary 19.5.)

To conclude this section, I shall establish sufficient conditions for the time-integral appearing in (17.11) to be finite.

**Proposition 17.24 (Finiteness of time-integral in displacement convexity inequality).** Let \( M \) be a Riemannian manifold equipped with a reference measure \( \nu = e^{-V}\text{vol} \), \( V \in C(M) \), and let \( \rho_0, \rho_1 \) be two probability densities on \( M \). Let \( \psi \) be \( d^2/2 \)-convex such that \( T = \exp(\nabla \psi) \) is the optimal Monge transport between \( \mu_0 = \rho_0 \nu \) and \( \mu_1 = \rho_1 \nu \) for the cost function \( c(x, y) = d(x, y)^2 \). Let \( (\mu_t)_{0 \leq t \leq 1} \) be the displacement interpolation between \( \mu_0 \) and \( \mu_1 \), and let \( \rho_t \) be the density of \( \mu_t \). Then for any \( t \in [0, 1) \):

(i) \( \int_M \rho_t |\nabla \psi_t|^2 d\nu = W_2(\mu_0, \mu_1)^2 \).

(ii) Let \( z \) be any point in \( M \). If \( N \in (1, \infty) \) and \( q > 2N/(N - 1) \) is such that \( \mu_0, \mu_1 \in P_{ac}^q(M) \) and
\[ \exists \delta > 0; \quad \int_M \frac{d\nu(x)}{(1 + d(z, x))^{q(N-1)-2N-\delta}} < +\infty, \]

then
\[ \int_0^1 \left( \int_M \rho_t \frac{1}{N} |\tilde{\nabla} \psi_t|^2 \nu \right) (1 - t) \, dt < +\infty. \]

More precisely, there are constants \( C = C(N, q, \delta) > 0 \) and \( \theta = \theta(N, q, \delta) \in (0, 1 - 1/N) \) such that
\[
(1 - t) \int_M \frac{\rho_t}{N} |\tilde{\nabla} \psi_t|^2 \nu \leq \frac{C}{(1 - t)^{1-\theta}} \left( \int \frac{\nu(dx)}{(1 + d(z, x))^{q(N-1)-2N-\delta}} \right)^{\frac{1}{\theta}} \times \left( 1 + \int d(z, x)^q \mu_0(dx) + \int d(z, x)^q \mu_1(dx) \right)^{(1-\theta) - \frac{1}{\theta}}.
\]

Proof of Proposition 17.24. First, \( |\tilde{\nabla} \psi_t(x)| = \frac{d(x, T_{t-1}(x))}{1 - t} \), where \( T_{t-1} \) is the optimal transport \( \mu_t \to \mu_1 \). So \( \int \rho_t |\tilde{\nabla} \psi_t|^2 \nu = W_2(\mu_t, \mu_1)^2/(1 - t)^2 = W_2(\mu_0, \mu_1)^2 \). This proves (i).

To prove (ii), I shall start from
\[
(1 - t) \int \rho_t (1 - \frac{1}{N}) |\tilde{\nabla} \psi_t(x)|^2 \nu(dx)
= \frac{1}{1 - t} \int \rho_t (1 - \frac{1}{N}) d(x, T_{t-1}(x))^2 \nu(dx).
\]

Let us first see how to bound the integral in the right-hand side, without worrying about the factor \((1 - t)^{-1}\) in front. This can be done with the help of Jensen’s inequality, in the same spirit as the proof of Theorem 17.8: If \( r \geq 0 \) is to be chosen later, then
\[
\int \rho_t (1 - \frac{1}{N}) d(x, T_{t-1}(x))^2 \nu(dx)
\leq \left( \int \rho_t (1 + d(z, x)^r) d(x, T_{t-1}(x))^{2(\frac{N}{N-1})} \nu(dx) \right)^{\frac{N}{N-1}} \times \left( \int \frac{\nu(dx)}{(1 + d(z, x)^r)^{N-1}} \right)^{\frac{1}{N-1}}
\leq \overline{C} \left( \int \rho_t (1 + d(z, x)^r) (d(z, x) + d(z, T_{t-1}(x))^{2(\frac{N}{N-1})} \nu(dx) \right)^{\frac{N-1}{N}}
\]
\[
\leq \overline{C} \left( \int \rho_t(x) \left( 1 + d(z, x)^{r+2(\frac{N}{N-1})} + d(z, T_{t-1}(x))^{r+2(\frac{N}{N-1})} \right) \nu(dx) \right)^{\frac{N-1}{N}}
\]

\[
= \overline{C} \left( 1 + \int \rho_t(x) d(z, x)^{r+2(\frac{N}{N-1})} + \int \rho_1(y) d(z, y)^{r+2(\frac{N}{N-1})} \nu(dy) \right)^{\frac{N-1}{N}},
\]

where

\[
\overline{C} = C(r, N, \nu) = C(r, N) \left( \int \frac{\nu(dx)}{(1 + d(z, x))^{\frac{1}{N-1}}} \right)^\frac{1}{N},
\]

and \( C(r, N) \) stands for some constant depending only on \( r \) and \( N \). By Remark 17.12, the previous expression is bounded by

\[
C(r, N, \nu) \left( 1 + \int d(z, x)^{r+2(\frac{N}{N-1})} \mu_0(dx) + \int d(z, x)^{r+2(\frac{N}{N-1})} \mu_1(dx) \right)^{\frac{N-1}{N}},
\]

and the choice \( r = q - 2N/(N - 1) \) leads to

\[
\int \rho_t(x)^{1-\frac{1}{N}} |\nabla \psi_t(x)|^2 \nu(dx) \leq C(N, q) \left( 1 + \int d(z, x)^q \mu_0(dx) + \int d(z, x)^q \mu_1(dx) \right)^{\frac{N-1}{N}} \times \left( \int \frac{\nu(dx)}{(1 + d(z, x))^{q(N-1)-2N}} \right)^\frac{1}{N}.
\]

This estimate is not enough to establish the convergence of the time-integral, since \( \int_0^1 dt/(1-t) = +\infty \); so we need to gain some cancellation as \( t \to 1 \). The idea is to interpolate with (i), and this is where \( \delta \) will be useful. Without loss of generality, we may assume \( \delta < q(N - 1) - 2N \).

Let \( \theta \in (0, 1 - 1/N) \) to be chosen later, and \( N' = (1 - \theta)N \in (1, \infty) \). By Hölder’s inequality,

\[
\frac{1}{1-t} \int \rho_t(x)^{1-\frac{1}{N'}} d(x, T_{t-1}(x))^2 \nu(dx)
\leq \frac{1}{1-t} \left( \int \rho_t(x) d(x, T_{t-1}(x))^2 \nu(dx) \right)^\theta \left( \int \rho_t(x)^{1-\frac{1}{N'}} d(x, T_{t-1}(x))^2 \nu(dx) \right)^{1-\theta}
\]

\[= \frac{1}{1-t} W_2(\mu_t, \mu_1)^{2\theta} \left( \int \rho_t(x)^{1-\frac{1}{N'}} d(x, T_{t-1}(x))^2 \nu(dx) \right)^{1-\theta}
\]

\[= \frac{1}{(1-t)^{1-2\theta}} W_2(\mu_0, \mu_1)^{2\theta} \left( \int \rho_t(x)^{1-\frac{1}{N'}} d(x, T_{t-1}(x))^2 \nu(dx) \right)^{1-\theta}.
\]
Since \( N' > 1 \) we can apply the preceding computation with \( N \) replaced by \( N' \):

\[
\int \rho_t(x)^{1-\frac{1}{N'}} d(x, T_{t-1}(x))^2 \nu(dx) 
\leq C(N', q) \left( 1 + \int d(z, x)^q \mu_0(dx) + \int d(z, x)^q \mu_1(dx) \right)^{1-\frac{1}{N'}} 
\times \left( \int \frac{\nu(dx)}{(1 + d(z, x))^{q(N'-1)-2N'}} \right)^{\frac{1}{N'}}.
\]

Then we may choose \( \theta \) so that \( q(N' - 1) - 2N' = q(N - 1) - 2N - \delta; \)
that is, \( \theta = \delta / ((q - 2)N) \in (0, 1 - 1/N) \). The conclusion follows. \( \square \)

**Ricci curvature bounds from distorted displacement convexity**

In Theorem 17.15, all the influence of the Ricci curvature bounds lies in the additional term \( \int_0^1 (\ldots) G(s, t) ds \). As a consequence, as soon as \( K \neq 0 \) and \( N < \infty \), the formulation involves not only \( \mu_1, \mu_0 \) and \( \mu_1 \), but the whole geodesic path \( (\mu_s)_{0 \leq s \leq 1} \). This makes the exploitation of the resulting inequality (in geometric applications, for instance) somewhat delicate, if not impossible.

I shall now present a different formulation, expressed only in terms of \( \mu_t, \mu_0 \) and \( \mu_1 \). As a price to pay, the functionals \( U_{\nu}(\mu_0) \) and \( U_{\nu}(\mu_1) \) will be replaced by more complicated expressions in which extra distortion coefficients will appear. From the technical point of view, this new formulation relies on the principle that one can “take the direction of motion out”, in all reformulations of Ricci curvature bounds that were examined in Chapter 14.

**Definition 17.25 (Distorted \( U_\nu \) functional).** Let \( (\mathcal{X}, d) \) be a Polish space equipped with a Borel reference measure \( \nu \). Let \( U \) be a convex function with \( U(0) = 0 \), let \( x \rightarrow \pi(dy|x) \) be a family of conditional probability measures on \( \mathcal{X} \), indexed by \( x \in \mathcal{X} \), and let \( \beta \) be a measurable function \( \mathcal{X} \times \mathcal{X} \rightarrow (0, +\infty] \). The distorted \( U_\nu \) functional with distortion coefficient \( \beta \) is defined as follows: For any measure \( \mu = \rho \nu \) on \( \mathcal{X} \),
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\[ U^\beta_{\pi, \nu}(\mu) = \int_{X \times X} U \left( \frac{\rho(x)}{\beta(x, y)} \right) \beta(x, y) \pi(dy|x) \nu(dx). \]  

(17.27)

In particular, if \( \pi(dy|x) = \delta_{y=T(x)} \), where \( T: X \to X \) is measurable, then

\[ U^\beta_{\pi, \nu}(\mu) = \int_X U \left( \frac{\rho(x)}{\beta(x, T(x))} \right) \beta(x, T(x)) \nu(dx). \]  

(17.28)

**Remark 17.26.** Most of the time, I shall use Definition 17.25 with \( \beta = \beta_{t}^{(K, N)} \), that is, the reference distortion coefficients introduced in Definition 14.19.

**Remark 17.27.** I shall often identify the conditional measures \( \pi \) with the probability measure \( \pi(dx dy) = \mu(dx) \pi(dy|x) \) on \( X \times X \). Of course the joint measure \( \pi(dx dy) \) determines the conditional measures \( \pi(dy|x) \) only up to a \( \mu \)-negligible set of \( x \); but this ambiguity has no influence on the value of (17.27) since \( U(0) = 0 \).

The problems of domain of definition which we encountered for the original \( U_\nu \) functionals also arise (even more acutely) for the distorted ones. The next theorem almost solves this issue.

**Theorem 17.28 (Domain of definition of \( U^\beta_{\pi, \nu} \)).** Let \( (X, d) \) be a Polish space, equipped with a Borel reference measure \( \nu \); let \( K \in \mathbb{R} \), \( N \in [1, \infty) \), and \( U \in DC_N \). Let \( \pi \) be a probability measure on \( X \times X \), such that the marginal \( \mu \) of \( \pi \) is absolutely continuous with density \( \rho \).

Further, let \( \beta: X \times X \to (0, +\infty) \) be a measurable function such that

\[
\begin{cases}
\beta \text{ is bounded} & (N < \infty) \\
\int_{X \times X} (\log \beta(x, y))_+ \pi(dx dy) < +\infty & (N = \infty).
\end{cases}
\]  

(17.29)

If there exists \( x_0 \in X \) and \( p \in [2, +\infty) \) such that

\[
\begin{cases}
\int_X \frac{d\nu(x)}{[1 + d(x_0, x)]^{p(N-1)}} < +\infty & (N < \infty) \\
\exists c > 0; \quad \int_X e^{-c d(x_0, x)^p} d\nu(x) < +\infty & (N = \infty),
\end{cases}
\]  

(17.30)

then the integral \( U^\beta_{\pi, \nu}(\mu) \) appearing in Definition 17.25 makes sense in \( \mathbb{R} \cup \{+\infty\} \) as soon as \( \mu \in P^{\text{ac}}(X) \).
Even if there is no such $p$, $U^\beta_{\pi,\nu}(\mu)$ still makes sense in $\mathbb{R} \cup \{+\infty\}$ if $\mu \in P^\infty_c(X)$ and $\nu$ is finite on compact sets.

**Proof of Theorem 17.28.** The argument is similar to the proof of Theorem 17.8. In the case $N < \infty$, $\beta$ bounded, it suffices to write

$$\beta U(\rho/\beta) \geq -a \beta \left( \frac{\rho}{\beta} + \left( \frac{\rho}{\beta} \right)^{1-\frac{1}{N}} \right) = -a \rho - b \frac{1}{\beta N \rho^{1-1/N}};$$

then the right-hand side is integrable since $\rho^{1-1/N}$ is integrable (as noted in the proof of Theorem 17.8).

In the case $N = \infty$, by Proposition 17.7(ii) there are positive constants $a, b$ such that

$$U(x) \geq a \rho(x) \log \rho(x) - b \rho(x);$$

so

$$\beta(\rho(x)/\beta(x,y)) \geq a \beta(x,y) \left( \frac{\rho(x)}{\beta(x,y)} \right) \log \left( \frac{\rho(x)}{\beta(x,y)} \right) - b \rho(x)
= a \rho(x) \log \rho(x) - a \rho(x) \log \beta(x,y) - b \rho(x).$$

We already know by the proof of Theorem 17.8 that $(\rho \log \rho)_-$ and $\rho$ lie in $L^1(\nu)$, or equivalently in $L^1(\pi(dy|x) \nu(dx))$. To check the integrability of the negative part of $-a \rho \log \beta(x,y)$, it suffices to note that

$$\int \rho(x) (\log \beta(x,y))_+ \pi(dy|x) \nu(dx) \leq \int (\log \beta(x,y))_+ \pi(dy|x) \mu(dx)
= \int (\log \beta(x,y))_+ \pi(dx dy),$$

which is finite by assumption. This concludes the proof of Theorem 17.28. \qed

**Application 17.29 (Definition of $U^\beta_{\pi,\nu}^{(K,N)}$).** Let $\mathcal{X} = M$ be a Riemannian manifold satisfying a $\text{CD}(K,N)$ curvature-dimension bound, let $t \in [0,1]$ and let $\beta = \beta_t^{(K,N)}$ be the distortion coefficient defined in (14.61)–(14.64).

- If $K \leq 0$, then $\beta_t^{(K,N)}$ is bounded;
- If $K > 0$, $N < \infty$ and $\text{diam}(M) < D_{K,N} := \pi \sqrt{(N-1)/K}$, then $\beta$ is bounded;
- If $K > 0$ and $N = \infty$, then $\log \beta_t^{(K,N)}(x,y)$ is bounded above by a constant multiple of $d(x,y)^2$, which is $\pi(dx dy)$-integrable whenever $\pi$ is an optimal coupling arising in some displacement interpolation.
In all three cases, Theorem 17.28 shows that \( U_{\pi,\nu}^\beta \) is well-defined in \( \mathbb{R} \cup \{+\infty\} \), more precisely that the integrand entering the definition is bounded below by an integrable function. The only remaining cases are (a) when \( K > 0, N < \infty \) and \( \text{diam}(M) \) coincides with the limit Bonnet–Myers diameter \( D_{K,N} \); and (b) when \( N = 1 \). These two cases are covered by the following definition.

**Convention 17.30 (Definition of \( U_{\pi,\nu}^\beta \) in the limit cases).** If either (a) \( K > 0, N < \infty \) and \( \text{diam}(M) \) coincides with the limit Bonnet–Myers diameter \( D_{K,N} \); and (b) \( N = 1 \), I shall define

\[
U_{\pi,\nu}^{\beta(K,N)}(\mu) = \lim_{N' \downarrow N} U_{\pi,\nu}^{\beta(K,N')}(\mu). \quad (17.31)
\]

**Remark 17.31.** The limit in (17.31) is well-defined; indeed, \( \beta^{(K,N)}_t \) is increasing as \( N \) decreases, and \( U(r)/r \) is nondecreasing as a function of \( r \); so \( U(\rho(x)/\beta^{(K,N)}_t(x,y)) \beta^{(K,N)}_t(x,y) \) is a nonincreasing function of \( N \) and the limit in (17.31) is monotone. The monotone convergence theorem guarantees that this definition coincides with the original definition (17.27) when it applies, i.e. when the integrand is bounded below by a \( \pi(dy|x) \nu(dx) \)-integrable function.

The combination of Application 17.29 and Convention 17.30 ensures that \( U_{\pi,\nu}^{\beta(K,N)}(\mu) \) is well-defined as soon as \( \int d(x,y)^2 \pi(dx \, dy) < +\infty \), \( \mu \in \mathcal{P}_{ac}(M) \), and \( p \) satisfies (17.30).

**Remark 17.32.** In the limit case \( \text{diam}(M) = D_{K,N} \), it is perfectly possible for \( U_{\pi,\nu}^{\beta(K,N)}(\mu) \) to take the value \( -\infty \). An example is when \( M \) is the sphere \( S^N \), \( K = N - 1 \), \( \mu \) is uniform, \( U(r) = -N \, r^{1-1/N} \), and \( \pi \) is the deterministic coupling associated with the map \( S : x \mapsto -x \).

However, when \( \pi \) is an optimal coupling, it is impossible for \( U_{\pi,\nu}^{\beta(K,N)}(\mu) \) to take the value \( -\infty \).

**Remark 17.33.** If \( \text{diam}(M) = D_{K,N} \) then actually \( M \) is the sphere \( S^N \left( \sqrt{\frac{N-1}{K}} \right) \) and \( \nu = \text{vol} \); but we don’t need this information. (The assumption of \( M \) being complete without boundary is important for this statement to be true, otherwise the one-dimensional reference spaces of Examples 14.10 provide a counterexample.) See the end of the bibliographical notes for more explanations. In the case \( N = 1 \), if \( M \) is distinct from a point then it is one-dimensional, so it is either the real line or a circle.
Now comes the key notion in this section:

**Definition 17.34 (Distorted displacement convexity).** Let $M$ be a Riemannian manifold, equipped with a reference measure $\nu$. Let $(\beta_t(x, y))_{0 \leq t \leq 1}$ be a family of measurable functions $M \times M \to (0, +\infty]$, and let $U : \mathbb{R}_+ \to \mathbb{R}$ be a continuous convex function with $U(0) = 0$. The functional $U_{\nu}$ is said to be displacement convex with distortion $(\beta_t)$ if, for any geodesic path $(\mu_t)_{0 \leq t \leq 1}$ in the domain of $U_{\nu}$,

$$\forall t \in [0, 1], \quad U_{\nu}(\mu_t) \leq (1 - t) U_{\frac{\beta}{\pi}, \nu}(\mu_0) + t U_{\frac{\beta}{\pi}, \nu}(\mu_1), \quad (17.32)$$

where $\pi$ stands for the optimal transference plan between $\mu_0$ and $\mu_1$; and $\tilde{\pi}$ is obtained from $\pi$ by switching the variables, that is $\tilde{\pi} = S\#\pi$, $S(x_0, x_1) = (x_1, x_0)$.

This notion can be localized as in Definition 17.13.

**Remark 17.35.** The inequality appearing in (17.32) can be rewritten more explicitly as

$$\int U(\rho_t) \, d\nu \leq (1 - t) \int_{M \times M} U\left(\frac{\rho_0(x_0)}{\beta_{1-t}(x_0, x_1)}\right) \beta_{1-t}(x_0, x_1) \pi(dx_0|dx_1) \nu(dx_0)$$

$$+ t \int_{M \times M} U\left(\frac{\rho_1(x_1)}{\beta_t(x_0, x_1)}\right) \beta_t(x_0, x_1) \pi(dx_1|dx_0) \nu(dx_1).$$

**Remark 17.36.** Since $U(r)/r$ is nondecreasing in $r$, the displacement convexity condition in Definition 17.34 becomes more stringent as $\beta$ increases.

The next result is an alternative to Theorem 17.15; recall Convention 17.10.

**Theorem 17.37 (CD bounds read off from distorted displacement convexity).** Let $M$ be a Riemannian manifold equipped with a reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$. Let $K \in \mathbb{R}$ and $N \in (1, \infty]$; let $\beta^{(K,N)}(x, y)$ be defined as in (14.61). Further, let $p \in [2, +\infty) \cup \{c\}$ satisfy (17.30). Then the following three conditions are equivalent:

(i) $M$ satisfies the curvature-dimension bound $\text{CD}(K, N)$;

(ii) For each $U \in \mathcal{DC}_N$, the functional $U_{\nu}$ is displacement convex on $P^\nu(M)$ with distortion $(\beta_t^{(K,N)})$;
(iii) $H_{N,\nu}$ is locally displacement convex with distortion $(\beta_t^{(K,N)})$; and then necessarily $N \geq n$, with equality possible only if $V$ is constant.

Before explaining the proof of this theorem, let me state two very natural open problems (I have no idea how difficult they are).

**Open Problem 17.38.** Is there a natural “Eulerian” counterpart to Theorem 17.37?

**Open Problem 17.39.** Theorem 17.15 and 17.37 yield two different upper bounds for $U_\nu(\mu_t)$: on the one hand,

$$U_\nu(\mu_t) \leq (1-t) U_\nu(\mu_0) + t U_\nu(\mu_1)$$

$$- K_{N,U} \int_0^1 \left( \int \rho_\delta(x)^{1-\frac{1}{N}} |\nabla \psi_\delta|^2 d\nu \right) G(s,t) \, ds; \quad (17.33)$$
on the other hand,

$$U_\nu(\mu_t) \leq (1-t) \int_M U \left( \frac{\rho_0(x_0)}{\beta_1^{(K,N)}(x_0,x_1)} \right) \beta_t^{(K,N)}(x_0,x_1) \pi(dx_1|x_0) \, d\nu(x_0)$$

$$+ t \int_M U \left( \frac{\rho_1(x_1)}{\beta_t^{(K,N)}(x_0,x_1)} \right) \beta_t^{(K,N)}(x_0,x_1) \pi(dx_1|x_0) \, d\nu(x_1). \quad (17.34)$$

Can one compare those two bounds, and if yes, which one is sharpest?

At least in the case $N = \infty$, inequality (17.34) implies (17.33): see Theorem 30.5 at the end of these notes.

**Exercise 17.40.** Show, at least formally, that inequalities (17.33) and (17.34) coincide asymptotically when $\mu_0$ and $\mu_1$ approach each other.

**Proof of Theorem 17.37.** The proof shares many common points with the proof of Theorem 17.15. I shall restrict to the case $N < \infty$, since the case $N = \infty$ is similar.

Let us start with the implication (i) $\implies$ (ii). In a **first step**, I shall assume that $\mu_0$ and $\mu_1$ are compactly supported, and (if $K > 0$)

$$\text{diam}(M) < \pi \sqrt{(N-1)/K}. \quad \text{With the same notation as in the beginning of the proof of Theorem 17.15,}$$

$$\int_M U(\rho_t(x)) \, d\nu(x) = \int_M u(\delta_{t_0}(t, x)) \, d\mu_{t_0}(x).$$
By applying inequality (14.56) in Theorem 14.12 (up to a factor which only depends on $x$ and $t_0$, $D(t)$ coincides with $\delta_{t_0}(t,x)$), and using the decreasing property of $u$, we get, with the same notation as in Theorem 14.12,

$$ \int_M U(\rho_t(x)) \, d\nu(x) \leq \int_M u\left(\frac{(1-t)}{1-t} \delta_{t_0}(0,x) + \frac{(t)}{1-t} \delta_{t_0}(1,x)\right) \, d\mu_0(x). $$

Next, by the convexity of $u$, with coefficients $t$ and $1-t$,

$$ \int_M u\left(\frac{(1-t)}{1-t} \delta_{t_0}(0,x) + \frac{(t)}{1-t} \delta_{t_0}(1,x)\right) \, d\nu(x) $$

$$ \leq (1-t) \int_M u\left(\frac{(1-t)}{1-t} \delta_{t_0}(0,x)\right) \, d\mu_0(x) $$

$$ + t \int_M u\left(\frac{(t)}{t} \delta_{t_0}(1,x)\right) \, d\mu_0(x). $$

Since $\beta_{t}^{(K,N)} = (\tau_{K,N}^{(t)}/t)^N$, the right-hand side of the latter inequality can be rewritten as

$$ (1-t) \int_M \beta_{1-t}^{(K,N)}(x_0, x_1) \frac{\rho_0(x_0)}{\beta_{1-t}^{(K,N)}(x_0, x_1)} \, d\pi(x_0, x_1) $$

$$ + t \int_M \beta_{t}^{(K,N)}(x_0, x_1) \frac{\rho_1(x_1)}{\beta_{t}^{(K,N)}(x_0, x_1)} \, d\pi(x_0, x_1), $$

which is the same as the right-hand side of (17.32).

In a second step, I shall relax the assumption of compact support by a restriction argument. Let $\mu_0$ and $\mu_1$ be two probability measures in $\mathcal{P}^{ac}(M)$, and let $(Z_\ell)_{\ell \in \mathbb{N}}$, $(\mu_{t,\ell})_{0 \leq \ell \leq 1, \ell \in \mathbb{N}}$, $(\pi_{\ell})_{\ell \in \mathbb{N}}$ be as in Proposition 13.2. Let $t \in [0,1]$ be fixed. By the first step, applied with the probability measures $\mu_{t,\ell}$ and the nonlinearity $U_\ell : r \to U(Z_\ell r)$,

$$ (U_\ell)_\nu(\mu_{t,\ell}) \leq (1-t) (U_\ell)_{\beta_{1-t}^{(K,N)}}(\mu_0, \ell) + t (U_\ell)_{\beta_{t}^{(K,N)}}(\mu_1, \ell). \quad (17.35) $$

It remains to pass to the limit in (17.35) as $\ell \to \infty$. The left-hand side is handled in exactly the same way as in the proof of Theorem 17.15, and the problem is to pass to the limit in the right-hand side. To ease notation, I shall write $\beta_{t}^{(K,N)} = \beta$. Let us prove for instance
Since $\mu_0$ is absolutely continuous, the optimal transport plan $\pi$ comes from a deterministic transport $T$, and similarly the optimal transport $\pi_\ell$ comes from a deterministic transport $T_\ell$; Proposition 13.2 guarantees that $T_\ell = T$, $\mu_0,\ell$-almost surely. So the left-hand side of (17.36) can be rewritten as

$$\int U \left( \frac{Z_\ell \rho_0(x_0)}{\beta(x_0, T(x_0))} \right) \beta(x_0, T(x_0)) \nu(dx_0).$$

Since $U_+$ is a nondecreasing function and $Z_\ell \rho_0,\ell$ is a nondecreasing sequence, the contribution of the positive part $U_+$ is nondecreasing in $\ell$. On the other hand, the contribution of the negative part can be controlled as in the proof of Theorem 17.28:

$$U_\ell \left( \frac{Z_\ell \rho_0,\ell(x_0)}{\beta(x_0, T(x_0))} \right) \leq A \left( Z_\ell \rho_0,\ell(x_0) + \beta(x_0, T(x_0)) \frac{1}{N} \right) \rho_0(x_0)^{1 - \frac{1}{N}}.$$

Theorem 17.28 (together with Application 17.29) shows that the latter quantity is always integrable. As a conclusion,

$$\int U_+ \left( \frac{Z_\ell \rho_0,\ell(x_0)}{\beta(x_0, T(x_0))} \right) \beta(x_0, T(x_0)) \nu(dx_0) \xrightarrow{\ell \to \infty} \int U_+ \left( \frac{\rho_0(x_0)}{\beta(x_0, T(x_0))} \right) \beta(x_0, T(x_0)) \nu(dx_0)$$

by monotone convergence; while

$$\int U_- \left( \frac{Z_\ell \rho_0,\ell(x_0)}{\beta(x_0, T(x_0))} \right) \beta(x_0, T(x_0)) \nu(dx_0) \xrightarrow{\ell \to \infty} \int U_- \left( \frac{\rho_0(x_0)}{\beta(x_0, T(x_0))} \right) \beta(x_0, T(x_0)) \nu(dx_0)$$

by dominated convergence. So (17.36) holds true, and we can pass to the limit in all the terms of (17.35).

In a third step, I shall treat the limit case $\text{diam}(M) = D_{K,N} = \pi \sqrt{(N - 1)/K}$. To do this, note that $M$ satisfies $\text{CD}(K,N')$ for any $N' > N$; then $\text{diam}(M) < D_{K,N'}$, so, by the previous step,
\[
U_{\nu}(\mu_t) \leq (1 - t) U_{\pi,\nu}^{\beta_{(K,N')}}(\mu_0) + t U_{\pi,\nu}^{\beta_{(K,N')}}(\mu_1).
\]

The conclusion follows by letting \( N' \) decrease to \( N \) and recalling Convention 17.30. This concludes the proof of (i) \( \Rightarrow \) (ii).

It is obvious that (ii) \( \Rightarrow \) (iii). So let us now consider the implication (iii) \( \Rightarrow \) (i). For brevity I shall only consider the case \( N > n \). (The case \( N = n \) and \( V = \text{constant} \) is similar; the other cases are ruled out in the same way as in the end of the proof of Theorem 17.15.)

Let \( x_0 \in M, v_0 \in T_{x_0}M; \) the goal is to show that \( \text{Ric}_{N,\nu}(v_0) \geq K \).

Construct \( \tilde{\psi}, \psi \) and \((\mu_t)_{0 \leq t \leq 1}\) as in the proof of the implication (ii) \( \Rightarrow \) (iii) in Theorem 17.15. Recall (17.21): As \( \theta \to 0, \)

\[
H_{N,\nu}(\mu_t) - (1 - t) H_{N,\nu}(\mu_0) - t H_{N,\nu}(\mu_1)
\geq -\theta^2 (\text{Ric}_{N,\nu}(v_0) + O(\theta)) \int_0^t \int_M \rho_s(y)^{1 - \frac{1}{N}} d\nu(y) G(s, t) ds. \tag{17.37}
\]

The change of variables \( x \to T_s(x) \) is smooth and has the Jacobian \( J_0 \to s(x) = 1 + O(\theta) \). So

\[
\int \rho_s(x)^{1 - \frac{1}{N}} \nu(dx) = \int \rho_s(T_{0 \to s}(x))^{1 - \frac{1}{N}} J_{0 \to s}(x) \nu(dx)
= \int \frac{\rho_0(x)^{1 - \frac{1}{N}}}{J_{0 \to s}(x)^{1 - \frac{1}{N}}} J_{0 \to s}(x) \nu(dx)
= \int \rho_0(x)^{1 - \frac{1}{N}} J_{0 \to s}(x)^{\frac{1}{N}} \nu(dx)
= (1 + O(\theta)) \left( \int \rho_0^{1 - \frac{1}{N}} d\nu \right);
\]

thus (17.37) can be recast as

\[
H_{N,\nu}(\mu_t) - (1 - t) H_{N,\nu}(\mu_0) - t H_{N,\nu}(\mu_1)
\geq -\theta^2 \text{Ric}_{N,\nu}(v_0) \left( \frac{t(1 - t)}{2} \right) \left( \int_M \rho_0^{1 - \frac{1}{N}} d\nu \right) + O(\theta^3). \tag{17.38}
\]

(Recall that \( \int G(s, t) ds = t(1 - t)/2 \).)

On the other hand, with obvious notation, the left-hand side of (17.38) is (by assumption) bounded above by

\[
(1 - t) \left( H_{N,\pi,\nu}^{\beta_{(K,N)}}(\mu_0) - H_{N,\nu}(\mu_0) \right) + t \left( H_{N,\pi,\nu}^{\beta_{(K,N)}}(\mu_1) - H_{N,\nu}(\mu_1) \right). \tag{17.39}
\]
Let us see how this expression behaves in the limit \( \theta \to 0 \); for instance I shall focus on the first term in (17.39). From the definitions,

\[
H_{N,\pi,\nu}^{\beta^{(K,N)}_{1-t}}(\mu_0) - H_{N,\nu}(\mu_0) = N \int \rho_0(x)^{1-\frac{1}{N}} \left( 1 - \beta^{(K,N)}_{1-t}(x, T(x)) \right) d\nu(x),
\]

(17.40)

where \( T = \exp(\nabla \psi) \) is the optimal transport from \( \mu_0 \) to \( \mu_1 \). A standard Taylor expansion shows that

\[
\beta^{(K,N)}_{1-t}(x, y) = 1 + \frac{K[1 - (1 - t)^2]}{6N} d(x, y)^2 + O(d(x, y)^4);
\]

plugging this back into (17.40), we find

\[
H_{N,\pi,\nu}^{\beta^{(K,N)}_{1-t}}(\mu_0) - H_{N,\nu}(\mu_0)
= - \frac{K[1 - (1 - t)^2]}{6} \int \rho_0(x)^{1-\frac{1}{N}} \left( \theta^2 |v_0|^2 + O(\theta^3) \right) d\nu(x)
= - \left( \theta^2 |v_0|^2 + O(\theta^3) \right) \frac{K[1 - (1 - t)^2]}{6} \left( \int \rho_0^{1-\frac{1}{N}} d\nu \right).
\]

A similar computation can be performed for the second term in (17.39), taking into account \( \int \rho_1^{1-\frac{1}{N}} d\nu = \int \rho^{1-\frac{1}{N}} d\nu + O(\theta) \). Then the whole expression (17.39) is equal to

\[
-\theta^2 K \left( \frac{(1-t)[1 - (1 - t)^2] + t[1 - t^2]}{6} \right) |v_0|^2 \left( \int \rho^{1-\frac{1}{N}} d\nu \right) + O(\theta^3)
= - \theta^2 \frac{Kt(1-t)}{2} |v_0|^2 \left( \int \rho^{1-\frac{1}{N}} d\nu \right) + O(\theta^3).
\]

Since this is an upper bound for the right-hand side of (17.38), we obtain, after some simplification,

\[
\text{Ric}_{N,\nu}(v_0) + O(\theta) \geq K|v_0|^2 + O(\theta),
\]

and the conclusion follows upon taking the limit \( \theta \to 0 \). \( \square \)

The case \( N = 1 \) was not addressed in Theorem 17.37, since the functional \( H_{1,\nu} \) was not defined, so Property (iii) would not make sense. However, the rest of the theorem holds true:
Theorem 17.41 (One-dimensional CD bounds and displacement convexity). Let $M$ be an $n$-dimensional Riemannian manifold, equipped with a reference measure $\nu = e^{-V}{\text{vol}}$, where $V \in C^2(M)$. Let $K \in \mathbb{R}$ and let $\beta^{(K,1)}_t(x,y)$ be defined as in (14.63). Then the following two conditions are equivalent:

(i) $M$ satisfies the curvature-dimension bound $CD(K,1)$;

(ii) For each $U \in \mathcal{D}_1$, the functional $U_\nu$ is displacement convex on $P_{ac}^\infty(M)$ with distortion $(\beta^{(K,1)}_t)$;

and then necessarily $n = 1$, $V$ is constant and $K \leq 0$.

Proof of Theorem 17.41. When $K > 0$, (i) is obviously false since $\nu$ has to be equal to $\text{vol}$ (otherwise $\text{Ric}_{1,\nu}$ will take values $-\infty$); but (ii) is obviously false too since $\beta^{(K,1)}_t = +\infty$ for $0 < t < 1$. So we may assume that $K \leq 0$. Then the proof of (i) $\Rightarrow$ (ii) is along the same lines as in Theorem 17.37. As for the implication (ii) $\Rightarrow$ (i), note that $\mathcal{D}^\infty N' \subset \mathcal{D}_1$ for all $N' < 1$, so $M$ satisfies Condition (ii) in Theorem 17.37 with $N$ replaced by $N'$, and therefore $\text{Ric}_{N',\nu} \geq Kg$. If $N' < 2$, this forces $M$ to be one-dimensional. Moreover, if $V$ is not constant there is $x_0$ such that $\text{Ric}_{N',\nu} = V'' - (V')^2/(N' - 1)$ is $< K$ for $N'$ small enough. So $V$ is constant and $\text{Ric}_{1,\nu} = \text{Ric} = 0$, a fortiori $\text{Ric}_{1,\nu} \geq K$. $\Box$

I shall conclude this chapter with an “intrinsic” theorem of displacement convexity, in which the distortion coefficient $\beta$ only depends on $M$ and not on a priori given parameters $K$ and $N$. Recall Definition 14.17 and Convention 17.10.

Theorem 17.42 (Intrinsic displacement convexity). Let $M$ be a Riemannian manifold of dimension $n \geq 2$, and let $\beta_t(x,y)$ be a continuous positive function on $[0,1] \times M \times M$. Let $p \in [2, +\infty) \cup \{c\}$ such that (17.30) holds true with $\nu = \text{vol}$ and $N = n$. Then the following three statements are equivalent:

(i) $\beta \leq \bar{\beta}$;

(ii) For any $U \in \mathcal{D}_n$, the functional $U_\nu$ is displacement convex on $P^\infty_p(M)$ with distortion coefficients $(\beta_t)$;

(iii) The functional $H_n$ is locally displacement convex with distortion coefficients $(\beta_t)$.

The proof of this theorem is along the same lines as the proof of Theorem 17.37, with the help of Theorem 14.20; details are left to the reader.
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The definition of the displacement convexity classes $\mathcal{DC}_N$ goes back to McCann’s PhD thesis [612], in the case $N < \infty$. (McCann required $u$ in Definition 17.1 to be nonincreasing; but this is automatic, as noticed in Remark 17.2.) The definition of $\mathcal{DC}_\infty$ is taken from [577]. Conditions (i), (ii) or (iii) in Definition 17.1 occur in various contexts, in particular in the theory of nonlinear diffusion equations (as we shall see in Chapter 23), so it is normal that these classes of nonlinearities were rediscovered later by several authors. The normalization $U(0) = 0$ is not the only possible one ($U(1) = 0$ would also be convenient in a compact setting), but it has many advantages. In [612] or more recently [577] it is not imposed that $U$ should be twice differentiable on $(0, +\infty)$.

Theorems 17.15 and 17.37 form the core of this chapter. They result from the contributions of many authors and the story is roughly as follows.

McCann [614] established the displacement convexity of $U_\nu$ when $M = \mathbb{R}^n$, $n = N$ and $\nu$ is the Lebesgue measure. Things were made somewhat simpler by the Euclidean setting (no Jacobi fields, no $d^2/2$-convex functions, etc.) and by the fact that only displacement convexity (as opposed to $\Lambda$-displacement convexity) was considered. Apart from that, the strategy was essentially the same as the one used in this chapter, based on a change of variables, except that the reference measure was $\mu_0$ instead of $\mu_t$. McCann’s proof was recast in my book [814, Proof of Theorem 5.15 (i)]; it takes only a few lines, once one has accepted (a) the concavity of $\det^{1/n}$ in $\mathbb{R}^n$: that is, if a symmetric matrix $S \leq I_n$ is given, then $t \mapsto \det(I_n - tS)^{1/n}$ is concave [814, Lemma 5.21]; and (b) the change of variables formula along displacement interpolation.

Later, Cordero-Erausquin, McCann and Schmuckenschläger [246] studied genuinely Riemannian situations, replacing the concavity of $\det^{1/n}$ in $\mathbb{R}^n$ by distortion estimates, and extending the formula of change of variables along displacement interpolation. With these tools they basically proved the displacement convexity of $U_\nu$ for $U \in \mathcal{DC}_N$, as soon as $M$ is a Riemannian manifold of dimension $n \leq N$ and
nonnegative Ricci curvature, with the reference measure $\nu = \text{vol}$. It is clear from their paper that their argument also yields, for instance, $K$-displacement convexity of $H$ as soon as $\text{Ric} \geq K$; moreover, they established $(i) \Rightarrow (ii)$ in Theorem 17.42 for compactly supported densities.

Several authors independently felt the need to rewrite more explicitly the connection between Jacobi fields and optimal transport, which was implicit in [246]. This was done simultaneously by Cordero-Erausquin, McCann and Schmuckenschläger [247] again; by Sturm [761]; and by Lott and myself [577]. All those arguments heavily draw on [246], and they are also reminiscent of arguments used in the proof of the Lévy–Gromov isoperimetric inequality. A large part of the proofs was actually devoted to establish the Jacobian estimates on the exponential function, which I recast here as part of Chapter 14.

Modifications needed to replace the volume measure by $\nu = e^{-V} \text{vol}$ were discussed by Sturm [761] for $N = \infty$; and independently by Lott and myself [577] for $N \leq \infty$. For the purpose of this course, all those modifications were included in the section about “change of measure” in Chapter 14.

It was first proven by Sturm and von Renesse [764] that the displacement convexity of $H$ does not only result from, but actually characterizes the nonnegativity of the Ricci curvature. This statement was generalized by Lott and myself [577], and independently Sturm [762].

In a major contribution, Sturm [763] realized the importance and flexibility of the distorted displacement convexity to encode Ricci curvature bounds. He proved Theorem 17.37 in the most important case $U = U_N$. As we saw, the proof rests on the inequality (14.56) in Theorem 14.12, which is (as far as I know) due to Cordero-Erausquin, McCann and Schmuckenschläger [246] (in the case $n = N$). Then the general formulation with arbitrary $U \in \mathcal{DC}_N$ was worked out shortly after by Lott and myself [578]. All this was for $N < \infty$; but then the case $N = \infty$ works the same, once one has the correct definitions for $\mathcal{DC}_\infty$ and $\beta^{(K,\infty)}_t$.

In a very recent work, Ohta [657] extended these results to Finsler geometries.

Displacement convexity is not the only way to “synthetically” reformulate lower bounds on the Ricci curvature tensor. An alternative approach is via the study of rates of contraction of diffusion processes in Wasserstein distances. For instance, Sturm and von Renesse [764]
proved that $\text{Ric} \geq 0$ is equivalent to the property that the heat equation is a contraction in $W_p$ distance, where $p$ is fixed in $[1, \infty)$. Also, Sturm [761] showed that a Riemannian manifold (equipped with the volume measure) satisfies CD$(0, N)$ if and only if the nonlinear equation $\partial_t \rho = \Delta \rho^n$ is a contraction for $m \geq 1 - 1/N$. (There is a more complicated criterion for CD$(K, N)$.) As will be explained in Chapter 24, these results are natural in view of the gradient flow structure of these diffusion equations.

Even if one sticks to displacement convexity, there are possible variants in which one allows the functional to explicitly depend on the interpolation time. Lott [576] showed that a measured Riemannian manifold $(M, \nu)$ satisfies CD$(0, N)$ if and only if $t \mapsto -\nabla H_{\nu}(\mu_t) + Nt \log t$ is a convex function of $t \in [0, 1]$ along any displacement interpolation. There is also a more general version of this statement for CD$(K, N)$ bounds.

Now come some more technical details. The use of Theorem 17.8 to control noncompactly supported probability densities is essentially taken from [577]; the only change with respect to that reference is that I do not try to define $U_\nu$ on the whole of $P^{ac}_2$, and therefore do not require $p$ to be equal to 2.

In this chapter I used restriction arguments to remove the compactness assumption. An alternative strategy consists in using a density argument and stability theorems (as in [577, Appendix E]); these tools will be used later in Chapters 23 and 30. If the manifold has nonnegative sectional curvature, it is also possible to directly apply the argument of change of variables to the family $(\mu_t)$, even if it is not compactly supported, thanks to the uniform inequality (8.45).

Another innovation in the proofs of this chapter is the idea of choosing $\mu_{t_0}$ as the reference measure with respect to which changes of variables are performed. The advantage of that procedure (which evolved from discussions with Ambrosio) is that the transport map from $\mu_{t_0}$ to $\mu_t$ is Lipschitz for all times $t$, as we know from Chapter 8, while the transport map from $\mu_0$ to $\mu_1$ is only of bounded variation. So the proof given in this section only uses the Jacobian formula for Lipschitz changes of variables, and not the more subtle formula for BV changes of variables.

Paths $(\mu_t)_{0 \leq t \leq 1}$ defined in terms of transport from a given measure $\bar{\mu}$ (not necessarily of the form $\mu_{t_0}$) are studied in [30] in the context of generalized geodesics in $P_2(\mathbb{R}^n)$. The procedure amounts to considering
$\mu_t = (T_t)_#\tilde{\mu}$ with $T_t(x) = (1 - t)T_0(x) + tT_1(x)$, where $T_0$ is optimal between $\tilde{\mu}$ and $\mu_0$, and $T_1$ is optimal between $\tilde{\mu}$ and $\mu_1$. Displacement convexity theorems work for these generalized geodesics just as fine as for true geodesics; one reason is that $t \mapsto \det((1 - t)A + tB)^{1/n}$ is concave for any two nonnegative matrices $A$ and $B$, not just in the case $A = I_n$. These results are useful in error estimates for gradient flows; they have not yet been adapted to a Riemannian context.

The proofs in the present chapter are of Lagrangian nature, but, as I said before, it is also possible to use Eulerian arguments, at the price of further regularization procedures (which are messy but more or less standard), see in particular the original contribution by Otto and Westdickenberg [673]. As pointed out by Otto, the Eulerian point of view, although more technical, has the merit of separating very clearly the input from local smooth differential geometry (Bochner's formula is a purely local statement about the Laplace operator on $M$, seen as a differential operator on very smooth functions) and the input from global nonsmooth analysis (Wasserstein geodesics involve $d^2/2$-convexity, which is a nonlocal condition; and $d^2/2$-convex functions are in general nonsmooth). Then Daneri and Savaré [271] showed that the Eulerian approach could be applied even without smoothness, roughly speaking by encoding the convexity property into the existence of a suitable gradient flow, which can be defined for nonsmooth data.

Apart from functionals of the form $U_\nu$, most displacement convex functionals presently known are constructed with functionals of the form $\Phi : \mu \mapsto \int \Phi(x) \, d\mu(x)$, or $\Psi : \mu \mapsto \int \Psi(x, y) \, d\mu(x) \, d\mu(y)$, where $\Phi$ is a given “potential” and $\Psi$ is a given “interaction potential” [84, 213, 214]. Sometimes these functionals appear in disguise [202].

It is easy to show that the displacement convexity of $\Phi$ (seen as a function on $P_2(M)$) is implied by the geodesic convexity of $\Phi$, seen as a function on $M$. Similarly, it is not difficult to show that the displacement convexity of $\Psi$ is implied by the geodesic convexity of $\Psi$, seen as a function on $M \times M$. These results can be found for instance in my book [814, Theorem 5.15] in the Euclidean setting. (There it is assumed that $\Psi(x, y) = \Psi(x - y)$, with $\Psi$ convex, but it is immediate to generalize the proof to the case where $\Psi$ is convex on $\mathbb{R}^n \times \mathbb{R}^n$.) Under mild assumptions, there is in fact equivalence between the displacement convexity of $\Psi$ on $P_2(M)$ and the geodesic convexity of $\Psi$ on $M \times M$. This is the case for instance if $M = \mathbb{R}^n$, $n \geq 2$, and $\Psi(x, y) = \Psi(x - y)$, where $\Psi(z)$ is an even continuous function of $z$. 
Contrary to what is stated in [814], this is false in dimension 1; in fact $\mu \mapsto \int W(x-y) \mu(dx) \mu(dy)$ is displacement convex on $P_2(\mathbb{R})$ if and only if $z \mapsto W(z) + W(-z)$ is convex on $\mathbb{R}_+$. (This is because, by monotonicity, $(x, y) \mapsto (T(x), T(y))$ preserves the set $\{ y \geq x \} \subset \mathbb{R}^2$.) As a matter of fact, an interesting example coming from statistical mechanics, where $W$ is not convex on the whole of $\mathbb{R}$, is discussed in [202].

There is no simple displacement convexity statement known for the Coulomb interaction potential; however, Blower [123] proved that

$$E(\mu) = \frac{1}{2} \int_{\mathbb{R}^2} \log \frac{1}{|x-y|} \mu(dx) \mu(dy)$$

defines a displacement convex functional on $P^{ac}_2(\mathbb{R})$. Blower further studied what happens when one adds a potential energy to $E$, and used these tools to establish concentration inequalities for the eigenvalues of some large random matrices. Also Calvez and Carrillo [196, Chapter 7] recently gave a sharp analysis of the defect of displacement convexity for the logarithmic potential in dimension 1 (which arguably should be the worst) with applications to the long-time study of a one-dimensional nonlinear diffusion equation modeling chemotaxis.

**Exercise 17.43.** Let $M$ be a compact Riemannian manifold of dimension $n \geq 2$, and let $\Psi$ be a continuous function on $M \times M$; show that $\Psi$ defines a displacement functional on $P_2(M)$ if and only if $(x, y) \mapsto \Psi(x, y) + \Psi(y, x)$ is geodesically convex on $M \times M$. **Hints:** Note that a product of geodesics in $M$ is also a geodesic in $M \times M$. First show that $\Psi$ is locally convex on $M \times M \setminus \Delta$, where $\Delta = \{(x, x)\} \subset M \times M$. Use a density argument to conclude; note that this argument fails if $n = 1$.

I shall conclude with some comments about Remark 17.33. The classical **Cheng–Toponogov theorem** states the following: If a Riemannian manifold $M$ has dimension $N$, Ricci curvature bounded below by $K > 0$, and diameter equal to the limit Bonnet–Myers diameter $D_{K,N} = \pi \sqrt{(N-1)/K}$, then it is a sphere. I shall explain why this result remains true when the reference measure is not the volume, and $M$ is assumed to satisfy $\text{CD}(K, N)$. Cheng’s original proof was based on eigenvalue comparisons, but there is now a simpler argument relying on the Bishop–Gromov inequality [846, p. 229]. This proof goes through when the volume measure is replaced by another reference measure $\nu$, and then one sees that $\Psi = -\log(d\nu/d\text{vol})$ should solve a certain differential equation of Ricatti type (replace the inequality in [573, (4.11)])
by an equality). Then the second fundamental forms of the spheres in $M$ have to be the same as in $S^N$, and one gets a formula for the radial derivative of $\Psi$. After some computations, one finds that $M$ is an $n$-sphere of diameter $D_{K,N}$; and that the measure $\nu$, in coordinates $(r, \theta)$ from the north pole, is $c(\sin(kr))^{N-n}$ times the volume, where $c > 0$ and $k = \sqrt{K/(N - 1)}$. If $n < N$, the density of $d\nu/d\text{vol}$ vanishes at the north pole, which is not allowed by our assumptions. The only possibility left out is that $M$ has dimension $N$ and $\nu$ is a constant multiple of the volume. All this was explained to me by Lott.
Volume control

Controlling the volume of balls is a universal problem in geometry. This means of course controlling the volume from above when the radius increases to infinity; but also controlling the volume from below when the radius decreases to 0. The **doubling property** is useful in both situations.

**Definition 18.1 (Doubling property).** Let \((\mathcal{X}, d)\) be a metric space, and let \(\mu\) be a Borel measure on \(\mathcal{X}\), not identically 0. The measure \(\mu\) is said to be **doubling** if there exists a constant \(D\) such that

\[
\forall x \in \mathcal{X}, \quad \forall r > 0, \quad \nu[B_{2r}(x)] \leq D \nu[B_r(x)].
\] (18.1)

The measure \(\mu\) is said to be **locally doubling** if for any fixed closed ball \(B[z, R] \subset \mathcal{X}\), there is a constant \(D = D(z, R)\) such that

\[
\forall x \in B[z, R], \quad \forall r \in (0, R), \quad \nu[B_{2r}(x)] \leq D \nu[B_r(x)].
\] (18.2)

**Remark 18.2.** It is equivalent to say that a measure \(\nu\) is locally doubling, or that its restriction to any ball \(B[z, R]\) (considered as a metric space) is doubling.

**Remark 18.3.** It does not really matter whether the definition is formulated in terms of open or in terms of closed balls; at worst this changes the value of the constant \(D\).

When the distance \(d\) and the reference measure \(\nu\) are clear from the context, I shall often say that the space \(\mathcal{X}\) is doubling (resp. locally doubling), instead of writing that the measure \(\nu\) is doubling on the metric space \((\mathcal{X}, d)\).
It is a standard fact in Riemannian geometry that doubling constants may be estimated, at least locally, in terms of curvature-dimension bounds. These estimates express the fact that the manifold does not contain *sharp spines* (as in Figure 18.1). Of course, it is obvious that a Riemannian manifold has this property, since it is locally diffeomorphic to an open subset of $\mathbb{R}^n$; but curvature-dimension bounds quantify this in terms of the intrinsic geometry, without reference to charts.

![Figure 18.1. The natural volume measure on this “singular surface” (a balloon with a spine) is not doubling.](image)

Another property which is obvious for a Riemannian manifold, but which doubling makes quantitative, is the fact that the reference measure has full support:

**Proposition 18.4 (Doubling measures have full support).** Let $(\mathcal{X}, d)$ be a metric space equipped with a locally doubling measure $\nu$. Then $\text{Spt} \nu = \mathcal{X}$.

**Proof.** Let $x \in \mathcal{X}$, and let $r > 0$. Since $\nu$ is nonzero, there is $R > 0$ such that $\nu[B_R(x)] > 0$. Then there is a constant $C$, possibly depending on $x$ and $R$, such that $\nu$ is $C$-doubling inside $B_R(x)$. Let $n \in \mathbb{N}$ be large enough that $R \leq 2^n r$; then

$$0 < \nu[B_R(x)] \leq C^n \nu[B_{r_1}(x)].$$

So $\nu[B_{r_1}(x)] > 0$. Since $r$ is arbitrarily small, $x$ has to lie in the support of $\nu$. \hfill $\square$

One of the goals of this chapter is to get doubling constants from curvature-dimension bounds, by means of arguments based on optimal
transport. This is not the standard strategy, but it will work just as well as any other, since the results in the end will be optimal. As a preliminary step, I shall establish a “distorted” version of the famous Brunn–Minkowski inequality.

**Distorted Brunn–Minkowski inequality**

The classical Brunn–Minkowski inequality states that whenever $A_0$ and $A_1$ are two nonempty compact subsets of $\mathbb{R}^n$, then

$$|A_0 + A_1|^{\frac{1}{n}} \geq |A_0|^\frac{1}{n} + |A_1|^{\frac{1}{n}},$$

(18.3)

where $|\cdot|$ stands for Lebesgue measure, and $A_0 + A_1$ is the set of all vectors of the form $a_0 + a_1$ with $a_0 \in A_0$ and $a_1 \in A_1$. This inequality contains the Euclidean isoperimetric inequality as a limit case (take $A_1 = \varepsilon B(0, 1)$ and let $\varepsilon \to 0$).

It is not easy to guess the “correct” generalization of (18.3) to general Riemannian manifolds, and it is only a few years ago that a plausible answer to that problem emerged, in terms of the distortion coefficients (14.61).

In the sequel, I shall use the following notation: if $A_0$ and $A_1$ are two nonempty compact subsets of a Riemannian manifold $M$, then $[A_0, A_1]_t$ stands for the set of all $t$-barycenters of $A_0$ and $A_1$, which is the set of all $y \in M$ that can be written as $\gamma_t$, where $\gamma$ is a minimizing, constant-speed geodesic with $\gamma_0 \in A_0$ and $\gamma_1 \in A_1$. Equivalently, $[A_0, A_1]_t$ is the set of all $y$ such that there exists $(x_0, x_1) \in A_0 \times A_1$ with $d(x_0, y)/d(y, x_1) = t/(1 - t)$. In $\mathbb{R}^n$, of course $[A_0, A_1]_t = (1 - t)A_0 + tA_1$.

**Theorem 18.5 (Distorted Brunn–Minkowski inequality).** Let $M$ be a (complete) Riemannian manifold equipped with a reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, satisfying a $\text{CD}(K, N)$ curvature-dimension condition. Let $A_0, A_1$ be two nonempty compact subsets, and let $t \in (0, 1)$. Then:

- If $N < \infty$,

$$\nu\left[[A_0, A_1]_t\right]^{\frac{1}{N}} \geq (1 - t) \left[ \inf_{(x_0, x_1) \in A_0 \times A_1} \beta^{(K,N)}_1(1 - t)(x_0, x_1)^{\frac{1}{N}} \right] \nu[A_0]^{\frac{1}{N}} + t \left[ \inf_{(x_0, x_1) \in A_0 \times A_1} \beta^{(K,N)}_2(x_0, x_1)^{\frac{1}{N}} \right] \nu[A_1]^{\frac{1}{N}},$$

(18.4)
where \( \beta^{(K,N)}_t(x_0, x_1) \) are the distortion coefficients defined in (14.61).

- If \( N = \infty \),

\[
\log \frac{1}{\nu[[A_0, A_1]_t]} \leq (1 - t) \log \frac{1}{\nu[A_0]} + t \log \frac{1}{\nu[A_1]}
- \frac{K t (1 - t)}{2} \sup_{x_0 \in A_0, x_1 \in A_1} d(x_0, x_1)^2. \quad (18.5)
\]

By particularizing Theorem 18.5 to the case when \( K = 0 \) and \( N < \infty \) (so \( \beta^{(K,N)}_t = 1 \)), one can show that nonnegatively curved Riemannian manifolds satisfy a Brunn–Minkowski inequality which is similar to the Brunn–Minkowski inequality in \( \mathbb{R}^n \):

**Corollary 18.6 (Brunn–Minkowski inequality in nonnegative curvature).** With the same notation as in Theorem 18.5, if \( M \) satisfies the curvature-dimension condition \( \text{CD}(0, N), \ N \in (1, +\infty) \), then

\[
\nu[[A_0, A_1]_t]^{\frac{1}{N}} \geq (1 - t) \nu[A_0]^{\frac{1}{N}} + t \nu[A_1]^{\frac{1}{N}}. \quad (18.6)
\]

**Remark 18.7.** When \( M = \mathbb{R}^n \), \( N = n \), inequality (18.6) reduces to

\[
|(1 - t)A_0 + tA_1|^{\frac{1}{n}} \geq (1 - t)|A_0|^{\frac{1}{n}} + t|A_1|^{\frac{1}{n}},
\]

where \( | \cdot | \) stands for the \( n \)-dimensional Lebesgue measure. By homogeneity, this is equivalent to (18.4).

**Idea of the proof of Theorem 18.5.** Introduce an optimal coupling between a random point \( \gamma_0 \) chosen uniformly in \( A_0 \) and a random point \( \gamma_1 \) chosen uniformly in \( A_1 \) (as in the proof of isoperimetry in Chapter 2). Then \( \gamma_t \) is a random point (not necessarily uniform) in \( A_t \). If \( A_t \) is very small, then the law \( \mu_t \) of \( \gamma_t \) will be very concentrated, so its density will be very high, but then this will contradict the displacement convexity estimates implied by the curvature assumptions. For instance, consider for simplicity \( U(r) = r^m \), \( m \geq 1 \), \( K = 0 \): Since \( U_\nu(\mu_0) \) and \( U_\nu(\mu_1) \) are finite, this implies a bound on \( U_\nu(\mu_t) \), and this bound cannot hold if the support of \( \mu_t \) is too small (in the extreme case where \( A_t \) is a single point, \( \mu_t \) will be a Dirac, so \( U_\nu(\mu_t) = +\infty \)). Thus, the support of \( \mu_t \) has to be large enough. It turns out that the optimal estimates are obtained with \( U = U_N \), as defined in (16.17). \( \square \)
**Detailed proof of Theorem 18.5.** First consider the case \( N < \infty \). For brevity I shall write just \( \beta_t \) instead of \( \beta_t^{(K,N)} \). By regularity of the measure \( \nu \) and an easy approximation argument, it is sufficient to treat the case when \( \nu[A_0] > 0 \) and \( \nu[A_1] > 0 \). Then one may define \( \mu_0 = \rho_0 \nu, \mu_1 = \rho_1 \nu \), where

\[
\rho_0 = \frac{1_{A_0}}{\nu[A_0]}, \quad \rho_1 = \frac{1_{A_1}}{\nu[A_1]}
\]

In words, \( \mu_t \) (\( t_0 \in \{0,1\} \)) is the law of a random point distributed uniformly in \( A_0 \). Let \( (\mu_t)_{0 \leq t \leq 1} \) be the unique displacement interpolation between \( \mu_0 \) and \( \mu_1 \), for the cost function \( d(x,y)^2 \). Since \( M \) satisfies the curvature-dimension bound \( \text{CD}(K,N) \), Theorem 17.37, applied with \( U(r) = U_N(r) = -N(\nu^{1-\frac{1}{N}} - r) \), implies

\[
\int_M U_N(\rho_t(x)) \nu(dx) \\
\leq (1-t) \int_M U_N \left( \frac{\rho_0(x_0)}{\beta_{1-t}(x_0,x_1)} \right) \beta_{1-t}(x_0,x_1) \pi(dx_1|x_0) \nu(dx_0) \\
+ t \int_M U_N \left( \frac{\rho_1(x_1)}{\beta_t(x_0,x_1)} \right) \beta_t(x_0,x_1) \pi(dx_0|x_1) \nu(dx_1) \\
= (1-t) \int_M U_N \left( \frac{\rho_0(x_0)}{\beta_{1-t}(x_0,x_1)} \right) \frac{\beta_{1-t}(x_0,x_1)}{\rho_0(x_0)} \pi(dx_0 dx_1) \\
+ t \int_M U_N \left( \frac{\rho_1(x_1)}{\beta_t(x_0,x_1)} \right) \frac{\beta_t(x_0,x_1)}{\rho_1(x_1)} \pi(dx_0 dx_1),
\]

where \( \pi \) is the optimal coupling of \((\mu_0,\mu_1)\), and \( \beta_t \) is a shorthand for \( \beta_t^{(K,N)} \); the equality comes from the fact that, say, \( \pi(dx_0 dx_1) = \mu(dx_0)\pi(dx_1|x_0) = \rho(x_0)\nu(dx_0)\pi(dx_1|x_0) \). After replacement of \( U_N \) by its explicit expression and simplification, this leads to

\[
\int_M \rho_t(x)^{1-\frac{1}{N}} \nu(dx) \geq (1-t) \int_M \rho_0(x)^{-\frac{1}{N}} \beta_{1-t}(x_0,x_1)^{\frac{1}{N}} \pi(dx_0 dx_1) \\
+ t \int_M \rho_1(x)^{-\frac{1}{N}} \beta_t(x_0,x_1)^{\frac{1}{N}} \pi(dx_0 dx_1). \quad (18.7)
\]

Since \( \pi \) is supported in \( A_0 \times A_1 \) and has marginals \( \rho_0 \nu \) and \( \rho_1 \nu \), one can bound the right-hand side of (18.7) below by

\[
(1-t) \beta_{1-t}^{\frac{1}{N}} \int_M \rho_0(x_0)^{1-\frac{1}{N}} d\nu(x_0) + t \beta_t^{\frac{1}{N}} \int_M \rho_1(x_1)^{1-\frac{1}{N}} d\nu(x_1),
\]
where $\beta_t$ stands for the minimum of $\beta_t(x_0, x_1)$ over all pairs $(x_0, x_1) \in A_0 \times A_1$. Then, by explicit computation,

$$
\int_M \rho_0(x_0)^{1-\frac{1}{N}} \, d\nu(x_0) = \nu[A_0]^{\frac{1}{N}}, \quad \int_M \rho_1(x_1)^{1-\frac{1}{N}} \, d\nu(x_1) = \nu[A_1]^{\frac{1}{N}}.
$$

So to conclude the proof of (18.4) it sufficient to show

$$
\int_M \rho_t^{1-\frac{1}{N}} \, d\nu \leq \nu[\lfloor A_0, A_1 \rfloor]^\frac{1}{N}.
$$

Obviously, $\mu_t$ is supported in $A_t = [A_0, A_1]_t$; therefore $\rho_t$ is a probability density on that set. By Jensen’s inequality,

$$
\int_{A_t} \rho_t^{1-\frac{1}{N}} \, d\nu = \nu[A_t] \int_{A_t} \rho_t^{1-\frac{1}{N}} \frac{d\nu}{\nu[A_t]}
\leq \nu[A_t] \left( \int_{A_t} \rho_t \frac{d\nu}{\nu[A_t]} \right)^{1-\frac{1}{N}}
= \nu[A_t]^{\frac{1}{N}} \left( \int_{A_t} \rho_t \, d\nu \right)^{1-\frac{1}{N}} = \nu[A_t]^{\frac{1}{N}}.
$$

This concludes the proof of (18.4).

The proof in the case $N = \infty$ is along the same lines, except that now it is based on the $K$-displacement convexity of $H_\nu$ and the convexity of $r \mapsto -r \log r$.

\[\square\]

**Bishop–Gromov inequality**

The Bishop–Gromov inequality states that the volume of balls in a space satisfying $\text{CD}(K, N)$ does not grow faster than the volume of balls in the model space of constant sectional curvature having Ricci curvature equal to $K$ and dimension equal to $N$. In the case $K = 0$, it takes the following simple form:

$$
\frac{\nu[B_r(x)]}{r^N} \quad \text{is a nonincreasing function of } r.
$$

(It does not matter whether one considers the closed or the open ball of radius $r$.) In the case $K > 0$ (resp. $K < 0$), the quantity on the left-hand side should be replaced by
Here is a precise statement:

**Theorem 18.8 (Bishop–Gromov inequality).** Let \( M \) be a Riemannian manifold equipped with a reference measure \( \nu = e^{-V} \text{vol} \), satisfying a curvature-dimension condition \( \text{CD}(K,N) \) for some \( K \in \mathbb{R} \), \( 1 < N < \infty \). Further, let

\[
\begin{align*}
s^{(K,N)}(t) &= \begin{cases} 
\sin \left( \sqrt{\frac{K}{N-1}} t \right) & \text{if } K > 0 \\
t^{N-1} & \text{if } K = 0 \\
\sinh \left( \sqrt{\frac{|K|}{N-1}} t \right) & \text{if } K < 0
\end{cases} 
\end{align*}
\]

Then, for any \( x \in M \),

\[
\frac{\nu[B_r(x)]}{\int_0^r s^{(K,N)}(t) dt}
\]

is a nonincreasing function of \( r \).

**Proof of Theorem 18.8.** Let us start with the case \( K = 0 \), which is simpler. Let \( A_0 = \{x\} \) and \( A_1 = B_{\epsilon r}(x) \); in particular, \( \nu[A_0] = 0 \). For any \( s \in (0, r) \), one has \( [A_0, A_1]_{\frac{s}{r}} \subset B_{\frac{s}{r}}(x) \), so by the Brunn–Minkowski inequality (18.6),

\[
\nu[B_{\frac{s}{r}}(x)]^\frac{1}{\frac{s}{r}} \geq \nu\left([A_0, A_1]_{\frac{s}{r}}\right)^\frac{1}{\frac{s}{r}} \geq \left(\frac{s}{r}\right)^\frac{1}{\frac{s}{r}} \nu[B_{\epsilon r}(x)]^\frac{1}{\frac{s}{r}},
\]

and the conclusion follows immediately.

Now let us consider the general case. By Lemma 18.9 below, it will be sufficient to check that
\[
\frac{d}{dt} \nu[B_r] \quad \text{is nonincreasing,} \quad (18.8)
\]

where \( B_r = B_r(x) \).

Apply Theorem 18.5 with \( A_0 = \{x\} \) again, but now \( A_1 = B_{r+\varepsilon} \setminus B_r \); then for \( t \in (0, 1) \) one has \([A_0, A_1]_t \subset B_{(r+\varepsilon)} \setminus B_r \). Moreover, for \( K \geq 0 \), one has

\[
\beta_{(K,N)}^t(x_0, x_1) \geq \left( \frac{\sin \left( t \sqrt{\frac{K}{N-1}(r+\varepsilon)} \right)}{t \sin \left( \frac{\sqrt{K}}{N-1}(r+\varepsilon) \right)} \right)^{N-1} ;
\]

for \( K < 0 \) the same formula remains true with \( \sin \) replaced by \( \sinh \), \( K \) by \( |K| \) and \( r + \varepsilon \) by \( r - \varepsilon \). In the sequel, I shall only consider \( K > 0 \), the treatment of \( K < 0 \) being obviously similar. After applying the above bounds, inequality (18.4) yields

\[
\nu\left[ B_{t(r+\varepsilon)} \setminus B_{tr} \right] \geq t \left( \frac{\sin \left( t \sqrt{\frac{K}{N-1}(r+\varepsilon)} \right)}{t \sin \left( \frac{\sqrt{K}}{N-1}(r+\varepsilon) \right)} \right)^{N-1} \nu\left[ B_{r+\varepsilon} \setminus B_r \right] \frac{1}{N} ;
\]

or, what is the same,

\[
\frac{\nu\left[ B_{t(r+\varepsilon)} \setminus B_{tr} \right]}{\left( \sin \left( \frac{\sqrt{K}}{N-1} t(r+\varepsilon) \right) \right)^{N-1}} \geq t \frac{\nu\left[ B_{r+\varepsilon} \setminus B_r \right]}{\left( \sin \left( \frac{\sqrt{K}}{N-1} (r+\varepsilon) \right) \right)^{N-1}} .
\]

If \( \phi(r) \) stands for \( \nu[B_r] \), then the above inequality can be rewritten as

\[
\frac{\phi(t(r+\varepsilon)) - \phi(tr)}{\varepsilon s^{(K,N)}(t(r+\varepsilon))} \geq \frac{\phi(r+\varepsilon) - \phi(r)}{\varepsilon s^{(K,N)}(r+\varepsilon)} .
\]

In the limit \( \varepsilon \to 0 \), this yields

\[
\frac{\phi'(tr)}{s^{(K,N)}(tr)} \geq \frac{\phi'(r)}{s^{(K,N)}(r)} .
\]

This was for any \( t \in [0, 1] \), so \( \phi'/s^{(K,N)} \) is indeed nonincreasing, and the proof is complete. \( \square \)

The following lemma was used in the proof of Theorem 18.8. At first sight it seems obvious and the reader may skip its proof.
Lemma 18.9. Let \( a < b \) in \( \mathbb{R} \cup \{+\infty\} \), let \( g : (a,b) \to \mathbb{R}^+ \) be a positive continuous function, integrable at \( a \), and let \( G(r) = \int_a^r g(s) \, ds \). Let \( F : [a,b) \to \mathbb{R}^+ \) be a nondecreasing measurable function satisfying \( F(a) = 0 \), and let \( f(r) = d^+ F/dr \) be its upper derivative. If \( f/g \) is nonincreasing then also \( F/G \) is nonincreasing.

Proof of Lemma 18.9. Let \( h = f/g \); by assumption, \( h \) is nonincreasing. In particular, for any \( x \geq x_0 > a \), \( f(x) \leq g(x) h(x_0) \) is locally bounded, so \( F \) is locally Lipschitz, and \( F(y) - F(x) = \int_x^y f(t) \, dt \) as soon as \( y > x > a \). Taking the limit \( x \to a \) shows that \( F(y) = \int_a^y f(t) \, dt \). So the problem is to show that

\[
x \leq y \implies \frac{\int_a^x f(t) \, dt}{\int_a^x g(t) \, dt} \leq \frac{\int_a^y f(t) \, dt}{\int_a^y g(t) \, dt}.
\] (18.9)

If \( a \leq t \leq x \leq t' \leq y \), then \( h(t) \leq h(t') \); so

\[
\int_a^x f \int_x^y g = \int_a^x g h \int_x^y g \leq \int_a^x g \int_x^y h = \int_a^x g \int_x^y f.
\]

This implies

\[
\frac{\int_a^x f}{\int_a^x g} \leq \frac{\int_a^y f}{\int_a^y g},
\]

and (18.9) follows. \( \square \)

Exercise 18.10. Give an alternative proof of the Bishop–Gromov inequality for \( CD(0,N) \) Riemannian manifolds, using the convexity of \( t \mapsto t U_t(\mu_t) + N t \log t \), for \( U \in \mathcal{DC}_N \), when \( (\mu_t)_{0 \leq t \leq 1} \) is a displacement interpolation.

Doubling property

From Theorem 18.8 and elementary estimates on the function \( s^{(K,N)} \) it is easy to deduce the following corollary:

Corollary 18.11 (CD(K,N) implies doubling). Let \( M \) be a Riemannian manifold equipped with a reference measure \( \nu = e^{-V} \vol \), satisfying a curvature-dimension condition \( CD(K,N) \) for some \( K \in \mathbb{R} \), \( 1 < N < \infty \). Then \( \nu \) is doubling with a constant \( C \) that is:
• uniform and no more than $2^N$ if $K \geq 0$;
• locally uniform and no more than $2^N D(K, N, R)$ if $K < 0$, where

$$D(K, N, R) = \left[ \cosh \left( 2 \sqrt{\frac{|K|}{N - 1} R} \right) \right]^{N-1}, \quad (18.10)$$

when restricted to a large ball $B[z, R]$.

The Bishop–Gromov inequality is however more precise than just doubling property: for instance, if $0 < s < r$ then, with the same notation as before,

$$\nu[B_r(x)] \geq \nu[B_s(x)] \geq \left( \frac{V(s)}{V(r)} \right) \nu[B_r(x)],$$

where $V(r)$ is the volume of $B_r(x)$ in the model space. This implies that $\nu[B_r(x)]$ is a continuous function of $r$. Of course, this property is otherwise obvious, but the Bishop–Gromov inequality provides an explicit modulus of continuity.

**Dimension-free bounds**

There does not seem to be any “natural” analog of the Bishop–Gromov inequality when $N = \infty$. However, we have the following useful estimates.

**Theorem 18.12 (Dimension-free control on the growth of balls).** Let $M$ be a Riemannian manifold equipped with a reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, satisfying a $\text{CD}(K, \infty)$ condition for some $K \in \mathbb{R}$. Then, for any $\delta > 0$, there exists a constant $C = C(K, \delta, \nu[B_\delta(x_0)], \nu[B_{2\delta}(x_0)])$, such that for all $r \geq \delta$,

$$\nu[B_r(x_0)] \leq e^{Cr} e^{(K-\frac{d^2}{2})}; \quad (18.11)$$

$$\nu[B_{r+\delta}(x_0) \setminus B_r(x_0)] \leq e^{Cr} e^{-K \frac{d^2}{2}} \quad \text{if } K > 0. \quad (18.12)$$

In particular, if $K' < K$ then

$$\int e^{K' \frac{d^2(x_0, x)^2}{2}} \nu(dx) < +\infty. \quad (18.13)$$
Proof of Theorem 18.12. For brevity I shall write $B_r$ for $B_r(x_0)$. Apply (18.5) with $A_0 = B_\delta$, $A_1 = B_r$, and $t = \delta/(2r) \leq 1/2$. For any minimizing geodesic $\gamma$ going from $A_0$ to $A_1$, one has $d(\gamma_0, \gamma_1) \leq r + \delta$, so

$$d(x_0, \gamma_t) \leq d(x_0, \gamma_0) + d(\gamma_0, \gamma_t) \leq \delta + t(r + \delta) \leq \delta + 2tr \leq 2\delta.$$  

So $[A_0, A_1]_t \subset B_{2\delta}$, and by (18.5),

$$\log \frac{1}{\nu[A_{2\delta}]} \leq \left(1 - \frac{\delta}{2r}\right) \log \frac{1}{\nu[B_\delta]} + \frac{\delta}{2r} \log \frac{1}{\nu[B_r]} + \frac{K - \delta}{2r} \left(1 - \frac{\delta}{2r}\right) (r + \delta)^2.$$  

This implies an estimate of the form

$$\nu[B_r] \leq \exp \left(a + br + \frac{c}{r} + \frac{K - r^2}{2}\right),$$  

where $a, b, c$ only depend on $\delta$, $\nu[B_\delta]$ and $\nu[B_{2\delta}]$. Inequality (18.11) follows.

The proof of inequality (18.12) is just the same, but with $A_0 = B_\delta$, $A_1 = B_{r+\delta} \setminus B_r$, $t = \delta/(3r)$.

To prove (18.13) in the case $K > 0$, it suffices to take $\delta = 1$ and write

$$\int X e^{K' \frac{r}{2} d(x_0, x)^2} \nu(dx) \leq e^{K' \frac{r}{2}} \nu[B_1] + \sum_{k \geq 1} e^{K' \frac{r}{2} (k+1)^2} \nu[B_{k+1} \setminus B_k]$$

$$\leq e^{K' \frac{r}{2}} \nu[B_1] + C \sum_{k \geq 1} e^{C(k+1)} e^{K' \frac{r}{2} (k+1)^2} e^{-Kk^2}$$

$$< +\infty.$$  

The case $K \leq 0$ is treated similarly. \qed
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The Brunn–Minkowski inequality in $\mathbb{R}^n$ goes back to the end of the nineteenth century; it was first established by Brunn (for convex sets in dimension 2 or 3), and later generalized by Minkowski (for convex sets in arbitrary dimension) and Lusternik [581] (for arbitrary compact sets). Nowadays, it is still one of the cornerstones of the geometry of
convex bodies. Standard references on the Brunn–Minkowski theory are the book by Schneider [741] and the more recent survey paper by Gardner [406]; one can also consult the lecture by Maurey [608], the recent research review by Barthe [71], and his broad-audience introductory text [72].

It is classical to prove the Brunn–Minkowski inequality (in $\mathbb{R}^n$) via changes of variables, usually called *reparametrizations* in this context. McCann [612] noticed that optimal transport does yield a convenient reparametrization; this is a bit more complicated than the reparametrizations classically used in $\mathbb{R}^n$, but it has the advantage of begin defined in more intrinsic terms. McCann’s argument is reproduced in [814, Section 6.1]; it is basically the same as the proof of Theorem 18.5, only much simpler because it is in Euclidean space.

At the end of the nineties, it was still not clear what would be the correct extension of that theory to curved spaces. The first hint came when Cordero-Erausquin [241] used the formalism of optimal transport to guess a Prékopa–Leindler inequality on the sphere. In Euclidean space, the Prékopa–Leindler inequality is a well-known functional version of the Brunn–Minkowski inequality (it is discussed for instance in the above-mentioned surveys, and we shall meet it in the next chapter). Cordero-Erausquin, McCann and Schmuckenschlager [246] developed the tools necessary to make this approach rigorous, and also established Prékopa–Leindler inequalities in curved geometry (when the reference measure is the volume). Then Sturm [763] adapted the proof of [246] to get Brunn–Minkowski inequalities for general reference measures. Ohta [657] further generalized these results to Finsler geometries.
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Density control and local regularity

The following situation occurs in many problems of local regularity: Knowing a certain estimate on a certain ball $B_r(x_0)$, deduce a better estimate on a smaller ball, say $B_{r/2}(x_0)$. In the fifties, this point of view was put to a high degree of sophistication by De Giorgi in his famous proof of Hölder estimates for elliptic second-order partial differential equations in divergence form; and it also plays a role in the alternative solutions found at the same time by Nash, and later by Moser. When fine analysis on metric spaces started to develop, it became an important issue to understand what were the key ingredients lying at the core of the methods of De Giorgi, Nash and Moser. It is now accepted by many that the two key inequalities are:

- a **doubling inequality** for the reference volume measure;
- a **local Poincaré inequality**, controlling the deviation of a function on a smaller ball by the integral of its gradient on a larger ball.

Here is a precise definition:

**Definition 19.1 (Local Poincaré inequality).** Let $(\mathcal{X},d)$ be a Polish metric space and let $\nu$ be a Borel measure on $\mathcal{X}$. It is said that $\nu$ satisfies a local Poincaré inequality with constant $C$ if, for any Lipschitz function $u$, any point $x_0 \in \mathcal{X}$ and any radius $r > 0$,

$$
\int_{B_r(x_0)} |u(x) - \langle u \rangle_{B_r(x_0)}| \, d\nu(x) \leq C r \int_{B_{2r}(x_0)} |\nabla u(x)| \, d\nu(x),
$$

(19.1)

where $\int_B = (\nu([B]))^{-1} \int_B$ stands for the averaged integral over $B$, and $\langle u \rangle_B = \int_B u \, d\nu$ for the average of the function $u$ on $B$. 
Let $B$ be a Borel subset of $\mathcal{X}$. It is said that $\nu$ satisfies a local Poincaré inequality with constant $C$ in $B$ if inequality (19.1) holds true under the additional restriction that $B_{2r}(x_0) \subset B$.

**Remark 19.2.** The definition of $|\nabla u|$ in a nonsmooth context will be discussed later (see Chapter 20). For the moment the reader does not need to know this notion since this chapter only considers Riemannian manifolds.

**Remark 19.3.** The word “local” in Definition 19.1 means that the inequality is interested in averages around some point $x_0$. This is in contrast with the “global” Poincaré inequalities that will be considered later in Chapter 21, in which averages are over the whole space.

There are an incredible number of variants of Poincaré inequalities, but I shall stick to the ones appearing in Definition 19.1. Sometimes I shall say that $\nu$ satisfies a uniform local Poincaré inequality to stress the fact that the constant $C$ is independent of $x_0$ and $r$. For most applications this uniformity is not important, all that matters is that inequality (19.1) holds true in the neighborhood of any point $x_0$; so it is sufficient to prove that $\nu$ satisfies a local Poincaré inequality with constant $C = C(R)$ on each ball $B(z, R)$, where $z$ is fixed once for all.

Just as the doubling inequality, the local Poincaré inequality might be ruined by sharp spines, and Ricci curvature bounds will prevent those spines to occur, providing quantitative Poincaré constants (that will be uniform in nonnegative curvature). Again, the goal of this chapter is to prove these facts by using optimal transport. The strategy goes through pointwise bounds on the density of the displacement interpolant.

There are at least two ways to prove pointwise bounds on the displacement interpolant. The first one consists in combining the Jacobian equation involving the density of the interpolant (Chapter 11) with the Jacobian determinant estimates derived from the Ricci curvature bounds (Chapter 14). The second way goes via displacement convexity (Chapter 17); it is quite more indirect, but its interest will become apparent later in Chapter 30.

Of course, pointwise bounds do not result directly from displacement convexity, which only yields integral bounds on the interpolant; still, it is possible to deduce pointwise bounds from integral bounds by using the stability of optimal transport under restriction (Theorem 4.6).
The idea is simple: a pointwise bound on $\rho_t(x)$ will be achieved by considering integral bounds on a very small ball $B_\delta(x)$, as $\delta \to 0$.

Apart from the local Poincaré inequality, the pointwise control on the density will imply at once the Brunn–Minkowski inequality, and also its functional counterpart, the Prékopa–Leindler inequality. This is not surprising, since a pointwise control is morally stronger than an integral control.

Pointwise estimates on the interpolant density

The next theorem is the key result of this chapter. The notation $[x, y]_t$ stands for the set of all $t$-barycenters of $x$ and $y$ (as in Theorem 18.5).

**Theorem 19.4 (CD($K, N$) implies pointwise bounds on displacement interpolants).** Let $M$ be a Riemannian manifold equipped with a reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, satisfying a curvature-dimension CD($K, N$) for some $K \in \mathbb{R}$, $N \in (1, \infty]$. Further, let $\mu_0 = \rho_0 \nu$ and $\mu_1 = \rho_1 \nu$ be two probability measures in $P_{\text{ac}}(M)$, where $p \in [2, +\infty) \cup \{c\}$ satisfies the assumptions of Theorem 17.8.

Let $(\mu_t)_{0 \leq t \leq 1}$ be the unique displacement interpolation between $\mu_0$ and $\mu_1$, and let $\rho_t$ stand for the density of $\mu_t$ with respect to $\nu$. Then for any $t \in (0, 1)$,

- If $N < \infty$, one has the pointwise bound

  $$
  \rho_t(x) \leq \sup_{x \in [x_0, x_1]} \left( (1 - t) \left( \frac{\rho_0(x_0)}{\beta_{1-t}(K,N)(x_0, x_1)} \right)^{-\frac{1}{N}} + t \left( \frac{\rho_1(x_1)}{\beta_t(K,N)(x_0, x_1)} \right)^{-\frac{1}{N}} \right)^{-N},
  $$

  where by convention $((1 - t) a^{-\frac{1}{N}} + t b^{-\frac{1}{N}})^{-N} = 0$ if either $a$ or $b$ is 0;

- If $N = \infty$, one has the pointwise bound

  $$
  \rho_t(x) \leq \sup_{x \in [x_0, x_1]} \rho_0(x_0)^{1-t} \rho_1(x_1)^t \exp\left( -\frac{Kt(1 - t)}{2} d(x_0, x_1)^2 \right).
  $$

(19.3)
Corollary 19.5 (Preservation of uniform bounds in nonnegative curvature). With the same notation as in Theorem 19.4, if $K \geq 0$ then

$$\|\rho_t\|_{L^\infty(\nu)} \leq \max \left(\|\rho_0\|_{L^\infty(\nu)}, \|\rho_1\|_{L^\infty(\nu)}\right).$$

As I said before, there are (at least) two possible schemes of proof for Theorem 19.4. The first one is by direct application of the Jacobian estimates from Chapter 14; the second one is based on the displacement convexity estimates from Chapter 17. The first one is formally simpler, while the second one has the advantage of being based on very robust functional inequalities. I shall only sketch the first proof, forgetting about regularity issues, and give a detailed treatment of the second one.

**Sketch of proof of Theorem 19.4 by Jacobian estimates.** Let $\psi : M \to \mathbb{R} \cup \{+\infty\}$ be a $(d^2/2)$-convex function so that $\mu_t = [\exp(t \tilde{\nabla} \psi)]\# \mu_0$. Let $J(t, x)$ stand for the Jacobian determinant of $\exp(t \tilde{\nabla} \psi)$; then, with the shorthand $x_t = \exp_{x_0}(t \tilde{\nabla} \psi(x_0))$, the Jacobian equation of change of variables can be written

$$\rho_0(x_0) = \rho_t(x_t) J(t, x_0).$$

Similarly,

$$\rho_0(x_0) = \rho_1(x_1) J(1, x_0).$$

Then the result follows directly from Theorems 14.11 and 14.12: Apply equation (14.56) if $N < \infty$, (14.55) if $N = \infty$ (recall that $D = \tilde{J}^{-\ell}$, $\ell = -\log J$).

**Proof of Theorem 19.4 by displacement interpolation.** For simplicity I shall only consider the case $N < \infty$, and derive the conclusion from Theorem 17.37. Then the case $N = \infty$ can be treated by adapting the proof of the case $N < \infty$, replacing Theorem 17.37 by Theorem 17.15, and using the function $U_\infty$ defined in (16.17). (Formally, it amounts to taking the limit $N \to \infty$ in (19.2).)

Let $t \in (0, 1)$ be given, let $(\mu_s)_{0 \leq s \leq 1}$ be as in the statement of the theorem, and let $\Pi$ be the law of a random geodesic $\gamma$ such that law $(\gamma_s) = \mu_s$. Let $y$ be an arbitrary point in $M$, and $\delta > 0$; the goal is to estimate from above the probability $P[\gamma_t \in B_\delta(y)] = \mu_t[B_\delta(y)]$, so as to recover a bound on $\rho_t(y)$ as $\delta \to 0$. 


If \( \mathbb{P} [\gamma_t \in B_\delta(y)] = 0 \), then there is nothing to prove. Otherwise we may condition \( \gamma \) by the event “\( \gamma_t \in B_\delta(y) \)”. Explicitly, this means: Introduce \( \gamma' \) such that law \( (\gamma') = \Pi' = (1_\mathcal{Z} \Pi)/\Pi[\mathcal{Z}] \), where

\[
\mathcal{Z} = \left\{ \gamma \in \Gamma(M); \, \gamma_t \in B_\delta(y) \right\}.
\]

Further, define \( \pi' = \text{law} (\gamma'_0, \gamma'_1) \), \( \mu'_s = \text{law} (\gamma'_s) = (e_s)_# \Pi' \). Obviously,

\[
\Pi' \leq \frac{\Pi}{\Pi[\mathcal{Z}]} \leq \frac{\Pi[\mathcal{Z}]}{\Pi[\mu_t[B_\delta(y)]]}.
\]

so for all \( s \in [0, 1] \),

\[
\mu'_s \leq \frac{\mu_s}{\mu_t[B_\delta(y)]}.
\]

In particular, \( \mu'_s \) is absolutely continuous and its density \( \rho'_s \) satisfies \( (\nu\text{-almost surely}) \)

\[
\rho'_s \leq \frac{\rho_s}{\mu_t[B_\delta(y)]}. \tag{19.4}
\]

When \( s = t \), inequality (19.4) can be refined into

\[
\rho'_t = \frac{\mu_t 1_{B_\delta(y)}}{\mu_t[B_\delta(y)]}, \tag{19.5}
\]

since

\[
(e_t)_# \left( \frac{1_{\gamma_t \in B_\delta(y)}}{\mu_t[B_\delta(y)]} \right) = \frac{1_{x \in B_\delta(y)}}{\mu_t[B_\delta(y)]}. \tag{19.6}
\]

(This is more difficult to write down than to understand!)

From the restriction property (Theorem 4.6), \( (\gamma'_0, \gamma'_1) \) is an optimal coupling of \( (\mu'_0, \mu'_1) \), and therefore \( (\mu'_s)_{0 \leq s \leq 1} \) is a displacement interpolation. By Theorem 17.37 applied with \( U(r) = -r^{1-\frac{1}{N}} \),

\[
\int_M (\rho'_t)^{1-\frac{1}{N}} \, d\nu \geq (1 - t) \int_{M \times M} (\rho'_0(x_0))^{-\frac{1}{N}} \beta_1^{-1}(x_0, x_1)^{\frac{1}{N}} \pi'(dx_0 \, dx_1) + t \int_{M \times M} (\rho'_1(x_1))^{-\frac{1}{N}} \beta_1(x_0, x_1)^{\frac{1}{N}} \pi'(dx_0 \, dx_1). \tag{19.6}
\]

By definition, \( \mu'_t \) is supported in \( B_\delta(y) \), so

\[
\int_M (\rho'_t)^{1-\frac{1}{N}} \, d\nu = \int_{B_\delta(y)} (\rho'_t)^{1-\frac{1}{N}} \, d\nu = \nu[B_\delta(y)] \int_{B_\delta(y)} (\rho'_t)^{1-\frac{1}{N}} \, d\nu. \tag{19.7}
\]
By Jensen’s inequality, applied with the concave function $r \to r^{1 - \frac{1}{N}}$,
\[
\int_{B_\delta(y)} \left( \rho_t \right)^{1 - \frac{1}{N}} \frac{d\nu}{\nu[B_\delta(y)]} \leq \left( \int \rho_t \frac{d\nu}{\nu[B_\delta(y)]} \right)^{1 - \frac{1}{N}} = \frac{1}{\nu[B_\delta(y)]^{1 - \frac{1}{N}}}.
\]

Plugging this into (19.7), we find
\[
\int_M (\rho_t)^{1 - \frac{1}{N}} d\nu \leq \nu[B_\delta(y)]^{1 - \frac{1}{N}}.
\] (19.8)

On the other hand, from (19.4) the right-hand side of (19.6) can be bounded below by
\[
\mu_t[B_\delta(y)]^{\frac{1}{N}} \int_{M \times M} \left[ (1 - t) (\rho_0(x_0))^{\frac{1}{N}} \beta_1 - t(x_0, x_1) \right]^{\frac{1}{N}}
\]
\[
+ t (\rho_1(x_1))^{\frac{1}{N}} \beta_t(x_0, x_1) \right]^{\frac{1}{N}} \pi'(dx_0 dx_1)
\]
\[
= \mu_t[B_\delta(y)]^{\frac{1}{N}} \mathbb{E} \left[ (1 - t) (\rho_0(\gamma'_0))^{\frac{1}{N}} \beta_1 - t(\gamma'_0, \gamma'_1)^{\frac{1}{N}}
\]
\[
+ t (\rho_1(\gamma'_1))^{\frac{1}{N}} \beta_t(\gamma'_0, \gamma'_1)^{\frac{1}{N}} \right]
\]
\[
\geq \mu_t[B_\delta(y)]^{\frac{1}{N}} \mathbb{E} \inf_{\gamma_t \in [\gamma'_0, \gamma'_1]} \left[ (1 - t) (\rho_0(\gamma'_0))^{\frac{1}{N}} \beta_1 - t(\gamma'_0, \gamma'_1)^{\frac{1}{N}}
\]
\[
+ t (\rho_1(\gamma'_1))^{\frac{1}{N}} \beta_t(\gamma'_0, \gamma'_1)^{\frac{1}{N}} \right],
\] (19.9)

where the last inequality follows just from the (obvious) remark that $\gamma'_t \in [\gamma'_0, \gamma'_1]$. In all of these inequalities, we can restrict $\pi'$ to the set $\{\rho_0(x_0) > 0, \rho_1(x_1) > 0\}$ which is of full measure.

Let
\[
F(x) := \inf_{x \in [x_0, x_1]} \left[ (1 - t) (\rho_0(x_0))^{\frac{1}{N}} \beta_1 - t(x_0, x_1)^{\frac{1}{N}}
\]
\[
+ t (\rho_1(x_1))^{\frac{1}{N}} \beta_t(x_0, x_1)^{\frac{1}{N}} \right];
\]

and by convention $F(x) = 0$ if either $\rho_0(x_0)$ or $\rho_1(x_1)$ vanishes. (Forget about the measurability of $F$ for the moment.) Then in view of (19.5) the lower bound in (19.9) can be rewritten as
\[ \mathbb{E} F'(\gamma_t) = \int_M F(x) \, d\mu'_t(x) = \frac{\int_{B_\delta(y)} F(x) \, d\mu_t(x)}{\mu_t[B_\delta(y)]}. \]

Combined with the upper bound (19.8), this implies

\[ \left( \frac{\mu_t[B_\delta(y)]}{\nu[B_\delta(y)]} \right)^{-\frac{1}{N}} \geq \frac{\int_{B_\delta(y)} F(x) \, d\mu_t(x)}{\mu_t[B_\delta(y)]}. \quad (19.10) \]

**Lebesgue’s density theorem** tells the following: If \( \varphi \) is a locally integrable function, then \( \nu(dy) \)-almost any \( y \) is a Lebesgue point of \( \varphi \), which means

\[ \frac{1}{\nu[B_\delta(y)]} \int_{B_\delta(y)} \varphi(x) \, d\nu(x) \to \varphi(y). \]

In particular, if \( y \) is a Lebesgue point of \( \rho_t \), then

\[ \frac{\mu_t[B_\delta(y)]}{\nu[B_\delta(y)]} \to \frac{\rho_t(x) \, d\nu(x)}{\nu[B_\delta(y)]} \to \rho_t(y). \]

The inequality in (19.10) proves that \( F \rho_t \) is locally \( \nu \)-integrable; therefore also

\[ \int_{B_\delta(y)} \frac{F(x) \, d\mu_t(x)}{\nu[B_\delta(y)]} \to F(y) \rho_t(y). \]

If one plugs these two limits in (19.10), one obtains

\[ \rho_t(y)^{-\frac{1}{N}} \geq F(y) \frac{\rho_t(y)}{\rho_t(y)} = F(y), \]

provided that \( \rho_t(y) > 0 \); and then \( \rho_t(y) \leq F(y)^{-N} \), as desired. In the case \( \rho_t(y) = 0 \) the conclusion still holds true.

Some final words about measurability. It is not clear (at least to me) that \( F \) is measurable; but instead of \( F \) one may use the measurable function

\[ \bar{F}(x) = (1 - t) \rho_0(\gamma_0)^{-\frac{1}{N}} \beta_{1-t}(\gamma_0, \gamma_1)^\frac{1}{N} + t \rho_1(\gamma_1)^{-\frac{1}{N}} \beta_t(\gamma_0, \gamma_1)^\frac{1}{N}, \]

where \( \gamma = F_t(x) \), and \( F_t \) is the measurable map defined in Theorem 7.30(v). Then the same argument as before gives \( \rho_t(y) \leq \bar{F}(y)^{-N} \), and this is obviously bounded above by \( F(y)^{-N} \). \( \Box \)
It is useful to consider the particular case when the initial density $\mu_0$ is a Dirac mass and the final mass is the uniform distribution on some set $B$:

**Theorem 19.6 (Jacobian bounds revisited).** Let $M$ be a Riemannian manifold equipped with a reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, satisfying a curvature-dimension condition $\text{CD}(K, N)$ for some $K \in \mathbb{R}$, $N \in (1, \infty)$. Let $z_0 \in M$ and let $B$ be a bounded set of positive measure. Further, let $(\mu_t^{z_0})_{0 \leq t \leq 1}$ be the displacement interpolation joining $\mu_0 = \delta_{z_0}$ to $\mu_1 = (1_B \nu)/\nu[B]$. Then the density $\rho_t^{z_0}$ of $\mu_t^{z_0}$ satisfies

$$\rho_t^{z_0}(x) \leq \frac{C(K, N, R)}{t^N \nu[B]},$$

where

$$C(K, N, R) = \exp \left( -\sqrt{(N - 1)K} \right), \quad K_- = \max(-K, 0),$$

and $R$ is an upper bound on the distances between $z_0$ and elements of $B$.

In particular, if $K \geq 0$, then

$$\rho_t^{z_0}(x) \leq \frac{1}{t^N \nu[B]}.$$

**Remark 19.7.** Theorem 19.6 is a classical estimate in Riemannian geometry; it is often stated as a bound on the Jacobian of the map $(s, \xi) \mapsto \exp_x(s\xi)$. It will be a good exercise for the reader to convert Theorem 19.6 into such a Jacobian bound.

**Proof of Theorem 19.6.** Let $z_0$ and $B$ be as in the statement of the lemma, and let $\mu_1 = (1_B \nu)/\nu[B]$. Consider a displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ between $\mu_0 = \delta_{z_0}$ and $\mu_1$. Recall from Chapter 13 that $\mu_t$ is absolutely continuous for all $t \in (0, 1]$. So Theorem 19.4 can be applied to the (reparametrized) displacement interpolation $(\mu_t')_{0 \leq t \leq 1}$ defined by $\mu_t' = \mu_t', \; t' = t + (1 - t_0)t$; this yields

$$\rho_t(x) \leq \sup_{x \in [x_0, x_1]} \left[ (1 - t) \beta_{1-t}(x_0, x_1) \frac{1}{N} \rho_0(x_0)^{-\frac{1}{N}} + t \beta_t(x_0, x_1) \frac{1}{N} \rho_1(x_1)^{-\frac{1}{N}} \right]^{-N}. \tag{19.12}$$

Clearly, the sum above can be restricted to those pairs $(x_0, x_1)$ such that $x_1$ lies in the support of $\mu_1$, i.e. $x_1 \in B$; and $x_0$ lies in the support of $\mu_{t_0}$,
which implies $x_0 \in [z_0, B]_{t_0}$. Moreover, since $z \to z^{-N}$ is nonincreasing, one has the obvious bound

$$
\rho_t(x) \leq \sup_{x \in [x_0, x_1]; \ x_0 \in [z_0, B]_{t_0}; \ x_1 \in B} \left[ t \beta_t(x_0, x_1) \frac{1}{N} \rho_1(x_1) \right]^{-N} = \sup_{x \in [x_0, x_1]; \ x_0 \in [z_0, B]_{t_0}; \ x_1 \in B} \frac{\rho_1(x_1)}{t^N \beta_t(x_0, x_1)}.
$$

Since $\rho_1 = 1_B/\nu[B]$, actually

$$
\rho_t(x) \leq \frac{S(t_0, z_0, B)}{t^N \nu[B]},
$$

where

$$
S(t_0, z_0, B) := \sup\left\{ \beta_t(x_0, x_1)^{-\frac{1}{N}}; \ x_0 \in [z_0, B]_{t_0}, \ x_1 \in B \right\}. \quad (19.13)
$$

Now let $t_0 \to 0$ and $t$ go to $t'$, in such a way that $t'$ stays fixed. Since $B$ is bounded, the geodesics linking $z_0$ to an element of $B$ have a uniformly bounded speed, so the set $[z_0, B]_{t_0}$ is included in a ball $B(z, V t_0)$ for some constant $V$; this shows that those $x_0$ appearing in (19.13) converge uniformly to $z_0$. By continuity of $\beta_t$, $S(t_0, z_0, B)$ converges to $S(0, z_0, B)$. Then an elementary estimate of $\beta_t$ shows that $S(0, z_0, B) \leq C(K, N, R)$. This finishes the proof.

To conclude, I shall state a theorem which holds true with the intrinsic distortion coefficients of the manifold, without any reference to a choice of $K$ and $N$, and without any assumption on the behavior of the manifold at infinity (if the total cost is infinite, we can appeal to the notion of generalized optimal coupling and generalized displacement interpolation, as in Chapter 13). Recall Definition 14.17.

**Theorem 19.8 (Intrinsic pointwise bounds on the displacement interpolant).** Let $M$ be an $n$-dimensional Riemannian manifold equipped with some reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, and let $\beta$ be the associated distortion coefficients. Let $\mu_0, \mu_1$ be two absolutely continuous probability measures on $M$, let $(\mu_t)_{0 \leq t \leq 1}$ be the unique generalized displacement interpolation between $\mu_0$ and $\mu_1$, and let $\rho_t$ be the density of $\mu_t$ with respect to $\nu$. Then one has the pointwise bound
\[
\rho_t(x) \leq \sup_{x \in [x_0, x_1]} \left( (1 - t) \left( \frac{\rho_0(x_0)}{\beta_{1-t}(x_0, x_1)} \right)^{-\frac{1}{n}} + t \left( \frac{\rho_1(x_1)}{\beta_t(x_0, x_1)} \right)^{-\frac{1}{n}} \right)^{-n},
\]
where by convention \((1 - t) a^{-\frac{1}{n}} + t b^{-\frac{1}{n}})^{-n} = 0 \text{ if either } a \text{ or } b \text{ is 0.}

**Proof of Theorem 19.8.** First use the standard approximation procedure of Proposition 13.2 to define probability measures \(\mu_{t, \ell}\) with density \(\rho_{t, \ell}\), and numbers \(Z_\ell\) such that \(Z_\ell \uparrow 1\), \(Z_\ell \rho_{t, \ell} \uparrow \rho_t\), and \(\mu_{t, \ell}\) are compactly supported.

Then we can redo the proof of Theorem 19.4 with \(\mu_{0, \ell}\) and \(\mu_{1, \ell}\) instead of \(\mu_0\) and \(\mu_1\), replacing Theorem 17.37 by Theorem 17.42. The result is

\[
\rho_{t, \ell}(x) \leq \sup_{x \in [x_0, x_1]} \left( (1 - t) \left( \frac{\rho_{0, \ell}(x_0)}{\beta_{1-t}(x_0, x_1)} \right)^{-\frac{1}{n}} + t \left( \frac{\rho_{1, \ell}(x_1)}{\beta_t(x_0, x_1)} \right)^{-\frac{1}{n}} \right)^{-n}.
\]

Since \(Z_\ell \rho_{t, \ell} \leq \rho_t\), it follows that

\[
Z_\ell \rho_{t, \ell}(x) \leq \sup_{x \in [x_0, x_1]} \left( (1 - t) \left( \frac{Z_\ell \rho_{0, \ell}(x_0)}{\beta_{1-t}(x_0, x_1)} \right)^{-\frac{1}{n}} + t \left( \frac{Z_\ell \rho_{1, \ell}(x_1)}{\beta_t(x_0, x_1)} \right)^{-\frac{1}{n}} \right)^{-n}.
\]

The conclusion is obtained by letting \(\ell \to \infty\). \(\Box\)

**Democratic condition**

Local Poincaré inequalities are conditioned, loosely speaking, to the “richness” of the space of geodesics: One should be able to transfer mass between sets by going along geodesics, in such a way that different points use geodesics that do not get “too close to each other”. This idea (which is reminiscent of the intuition behind the distorted Brunn–Minkowski inequality) will be more apparent in the following condition. It says that one can use geodesics to redistribute all the mass of a ball in such a way that each point in the ball sends all its mass uniformly over the ball, but no point is visited too often in the process. In the
The definition is formulated in the setting of a geodesic space (recall the definitions about length spaces in Chapter 7), but in this chapter I shall apply it only in Riemannian manifolds.

**Definition 19.9 (Democratic condition).** A Borel measure $\nu$ on a geodesic space $(X,d)$ is said to satisfy the democratic condition $D_m(C)$ for some constant $C > 0$ if the following property holds true: For any closed ball $B$ in $X$ there is a random geodesic $\gamma$ such that $\gamma_0$ and $\gamma_1$ are independent and distributed uniformly in $B$, and the time-integral of the density of $\gamma_t$ (with respect to $\nu$) never exceeds $C/\nu[B]$.

The condition is said to hold uniformly if the constant $C$ is independent of the ball $B = B[x,r]$, and locally uniformly if it is independent of $B$ as long as $B[x,2r]$ remains inside a large fixed ball $B[z,R]$.

A more explicit formulation of the democratic condition is as follows: If $\mu_t$ stands for the law of $\gamma_t$, then

$$\int_0^1 \mu_t \, dt \leq C \frac{\nu}{\nu[B]}. \quad (19.15)$$

**Theorem 19.10 (CD($K, N$) implies $D_m$).** Let $M$ be a Riemannian manifold equipped with a reference measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, satisfying a curvature-dimension condition $\text{CD}(K, N)$ for some $K \in \mathbb{R}$, $N \in (1, \infty)$. Then $\nu$ satisfies a locally uniform democratic condition, with an admissible constant $2^N C(K, N, R)$ in a large ball $B[z, R]$, where $C(K, N, R)$ is defined in (19.11).

In particular, if $K \geq 0$, then $\nu$ satisfies the uniform democratic condition $D_m(2^N)$.

**Proof of Theorem 19.10.** The proof is largely based on Theorem 19.6.

Let $B$ be a ball of radius $r$. For any point $x_0$, let $\mu_{t,x_0}$ be as in the statement of Theorem 19.6; then its density $\mu_{t,x_0}$ (with respect to $\nu$) is bounded above by $C(K, N, R)/(t^N \nu[B])$.

On the other hand, $\mu_{t,x_0}$ can be interpreted as the position at time $t$ of a random geodesic $\gamma_{x_0}$ starting at $x_0$ and ending at $x_1$, which is distributed according to $\mu$. By integrating this against $\mu(dx_0)$, we obtain the position at time $t$ of a random geodesic $\gamma$ such that $\gamma_0$ and $\gamma_1$ are independent and both distributed according to $\mu$. Explicitly,

$$\mu_t = \text{law}(\gamma_t) = \int_M \mu_{t,x_0} \, d\mu(x_0).$$
Obviously, the uniform bound on $\rho_t$ persists upon integration, so
\[ \mu_t \leq \left[ \frac{C(K,N,R)}{t^N \nu[B]} \right] \nu. \quad (19.16) \]

Recall that $\mu_t = \text{law} (\gamma_t)$, where $\gamma_0, \gamma_1$ are independent and distributed according to $\mu$. Since geodesics in a Riemannian manifold are almost surely unique, we can throw away a set of zero volume in $B \times B$ such that for each $(x,y) \in (B \times B) \setminus Z$, there is a unique geodesic $(\gamma_{t_0,x_1})_{0 \leq t \leq 1}$ going from $x_0$ to $x_1$. Then $\mu_t$ is characterized as the law of $\gamma_{x_0,x_1}$, where $\text{law} (\gamma_{x_0,x_1}) = \mu \otimes \mu$. If we repeat the construction by exchanging the variables $x_0$ and $x_1$, and replacing $t$ by $1 - t$, then we get the same path $(\mu_t)$, up to reparametrization of time. So
\[ \mu_t \leq \left[ \frac{C(K,N,R)}{(1-t)^N \nu[B]} \right] \nu. \quad (19.17) \]

Combining (19.16) and (19.17) and passing to densities, one obtains that, $\nu(dx)$-almost surely,
\[ \rho_t(x) \leq C(K,N,R) \min \left( \frac{1}{t^N}, \frac{1}{(1-t)^N} \right) \frac{1}{\nu[B]} \leq \frac{2^N C(K,N,R)}{\nu[B]}, \quad (19.18) \]
which implies Theorem 19.10. \hfill \Box

**Remark 19.11.** The above bounds (19.18) can be improved as follows. Let $\mu = \rho \nu$ be a probability measure which is absolutely continuous with respect to $\nu$, and otherwise arbitrary. Then there exists a random geodesic $\gamma$ such that $\text{law} (\gamma_0, \gamma_1) = \mu \otimes \mu$, $\text{law} (\gamma_t)$ admits a density $\rho_t$ with respect to $\nu$, and
\[ \|\rho_t\|_{L^p(\nu)} \leq C(K,N,R) \min \left( \frac{1}{t^N}, \frac{1}{(1-t)^N} \right)^{1/p} \|\rho\|_{L^p(\nu)} \quad (19.19) \]
for all $p \in (1, \infty)$, where $p' = p/(p - 1)$ is the conjugate exponent to $p$.

**Local Poincaré inequality**

**Convention 19.12.** If $\nu$ satisfies a local Poincaré inequality for some constant $C$, I shall say that it satisfies a uniform local Poincaré inequality. If $\nu$ satisfies a local Poincaré inequality in each ball $B_R(z)$, with a constant that may depend on $z$ and $R$, I shall just say that $\nu$ satisfies a local Poincaré inequality.
Theorem 19.13 (Doubling + democratic imply local Poincaré). Let \((X,d)\) be a length space equipped with a reference measure \(\nu\) satisfying a doubling condition with constant \(D\), and a democratic condition with constant \(C\). Then \(\nu\) satisfies a local Poincaré inequality with constant \(P = 2CD\).

If the doubling and democratic conditions hold true inside a ball \(B(z,R)\) with constants \(C = C(z,R)\) and \(D = D(z,R)\) respectively, then \(\nu\) satisfies a local Poincaré inequality in the ball \(B(z,R)\) with constant \(P(z,R) = 2C(z,R)D(z,R)\).

Before giving the proof of Theorem 19.13 I shall state a corollary which follows immediately from this theorem together with Corollary 18.11 and Theorem 19.10:

Corollary 19.14 (CD\((K,N)\) implies local Poincaré). Let \(\mu\) be a Riemannian manifold equipped with a reference measure \(\nu = e^{-V}\text{vol}\), \(V \in C^2(M)\), satisfying a curvature-dimension condition \(\text{CD}(K,N)\) for some \(K \in \mathbb{R}, N \in (1,\infty)\). Then \(\nu\) satisfies a local Poincaré inequality with constant \(P(K,N,R) = 2^{2N+1}C(K,N,R)D(K,N,R)\), inside any ball \(B(z,R)\), where \(C(K,N,R)\) and \(D(K,N,R)\) are defined by (19.11) and (18.10).

In particular, if \(K \geq 0\) then \(\nu\) satisfies a local Poincaré inequality on the whole of \(M\) with constant \(2^{2N+1}\).

Proof of Theorem 19.13. Let \(x_0\) be a given point in \(M\). Given \(r > 0\), write \(B = B_{1r}(x_0)\), and \(2B = B_{2r}(x_0)\). As before, let \(\mu = (1_B \nu)/\nu[B]\). Let \(u : B \to \mathbb{R}\) be an arbitrary Lipschitz function. For any \(y_0 \in M\), we have

\[
\int_M (u(y_0) - u(y_1)) \, d\mu(y_1).
\]

Then

\[
\int_B |u - \langle u \rangle_B| \, d\nu = \int_M |u(y_0) - \langle u \rangle_B| \, d\mu(y_0)
\]

\[
\leq \int_{B \times B} |u(y_0) - u(y_1)| \, d\mu(y_0) \, d\mu(y_1). \quad (19.20)
\]

Next, let us estimate \(|u(y_0) - u(y_1)|\) in terms of a constant-speed geodesic path \(\gamma\) joining \(y_0\) to \(y_1\), where \(y_0, y_1 \in B\). The length of such a geodesic path is at most \(2r\). Then, with the shorthand \(g = |\nabla u|\),
\[ |u(y_0) - u(y_1)| \leq 2r \int_0^1 g(\gamma(t)) \, dt. \quad (19.21) \]

By assumption there is a random geodesic \( \gamma : [0,1] \to M \) such that law \( (\gamma_0, \gamma_1) = \mu \otimes \mu \) and \( \mu_t = \text{law} (\gamma_t) \) satisfies (19.15). Integrating (19.21) against the law of \( \gamma \) yields
\[
\int_{M \times M} |u(y_0) - u(y_1)| \, d\mu(y_0) \, d\mu(y_1) \leq \mathbb{E} \left( 2r \int_0^1 g(\gamma(t)) \, dt \right) \quad (19.22)
\]
\[
= 2r \int_0^1 \mathbb{E} g(\gamma(t)) \, dt \\
= 2r \int_0^1 \int_M g \, d\mu_t \, dt.
\]

This, combined with (19.20), implies
\[
\int_B |u - \langle u \rangle_B| \, d\nu \leq 2r \int_0^1 \int_M g \, d\mu_t \, dt. \quad (19.23)
\]

However, a geodesic joining two points in \( B \) cannot leave the ball \( 2B \), so (19.23) and the democratic condition together imply that
\[
\int_B |u - \langle u \rangle_B| \, d\nu \leq \frac{2Cr}{\nu[2B]} \int_{2B} g \, d\nu. \quad (19.24)
\]

By the doubling property, \( \frac{1}{\nu[2B]} \leq \frac{D}{\nu[2B]} \). The conclusion is that
\[
\int_B |u - \langle u \rangle_B| \, d\nu \leq 2CDr \int_{2B} g \, d\nu. \quad (19.25)
\]

This concludes the proof of Theorem 19.13.

\[ \blacksquare \]

**Remark 19.15.** With almost the same proof, it is easy to derive the following refinement of the local Poincaré inequality:
\[
\int_{B[x,r]} \frac{|u(x) - u(y)|}{d(x,y)} \, d\nu(x) \, d\nu(y) \leq P(K,N,R) \int_{B[x,2r]} |\nabla u|(x) \, d\nu(x).
\]
Back to Brunn–Minkowski and Prékopa–Leindler inequalities

To conclude this chapter I shall explain how the Brunn–Minkowski inequality \((18.5)\) comes at once from the pointwise estimate on the interpolant density.

**Proof of Theorem 18.5, again.** Let \(\mu_0\) be the measure \(\nu\) conditioned on \(A_0\), i.e. \(\mu_0 = \rho_0 \nu\) with \(\rho_0 = 1_{A_0}/\nu[A_0]\). Similarly, let \(\mu_1\) be \(\rho_1 \nu\) with \(\rho_1 = 1_{A_1}/\nu[A_1]\). Let \(\rho_t\) be the density of the displacement interpolant at time \(t\). Then, since \(\rho_0\) vanishes out of \(A_0\), and \(\rho_1\) out of \(A_1\), Theorem 19.4 implies

\[
\rho_t(x) - \frac{1}{N} \geq (1 - t) \left[ \inf_{x \in [A_0,A_1]} \beta_1 t(x_0, x_1) \right] \nu[A_0]^{\frac{1}{N}} + t \left[ \inf_{x \in [A_0,A_1]} \beta_t(x_0, x_1) \right] \nu[A_1]^{\frac{1}{N}}
\]

\[
\geq (1 - t) \left[ \inf_{(x_0,x_1) \in A_0 \times A_1} \beta_1 t(x_0, x_1) \right] \nu[A_0]^{\frac{1}{N}} + t \left[ \inf_{(x_0,x_1) \in A_0 \times A_1} \beta_t(x_0, x_1) \right] \nu[A_1]^{\frac{1}{N}}.
\]

Now integrate this against \(\rho_t(x) \, d\nu(x)\): since the right-hand side does not depend on \(x\) any longer,

\[
\int \rho_t(x)^{1-\frac{1}{N}} \, d\nu(x) \geq (1 - t) \left[ \inf_{x \in [A_0,A_1]} \beta_1 t(x_0, x_1) \right] \nu[A_0]^{\frac{1}{N}} + t \left[ \inf_{x \in [A_0,A_1]} \beta_t(x_0, x_1) \right] \nu[A_1]^{\frac{1}{N}}.
\]

On the other hand, \(\rho_t\) is concentrated on \([A_0,A_1]_t\), so the same Jensen inequality that was used in the earlier proof of Theorem 18.5 implies

\[
\int \rho_t(x)^{1-\frac{1}{N}} \, d\nu(x) \leq \nu([A_0,A_1])^{\frac{1}{N}},
\]

and inequality \((18.4)\) follows. \(\Box\)

Interestingly enough, Theorem 19.4 also implies the **distorted Prékopa–Leindler inequality.** This is a functional variant of the Brunn–Minkowski inequality, which is sometimes much more convenient to handle. (Here I say that the inequality is “distorted” only
because the Prékopa–Leindler inequality is usually stated in $\mathbb{R}^n$, while the Riemannian generalization involves distortion coefficients.) I shall first consider the dimension-free case, which is simpler and does not need distortion coefficients.

**Theorem 19.16 (Prékopa–Leindler inequalities).** With the same notation as in Theorem 19.4, assume that $(M, \nu)$ satisfies the curvature-dimension condition $\text{CD}(K, \infty)$. Let $t \in (0, 1)$, and let $f, g, h$ be three nonnegative functions such that the inequality

$$h(x) \geq \sup_{x \in [x_0, x_1]} f(x_0)^{1-t} g(x_1)^t \exp \left( -\frac{K(t(1-t))}{2} d(x_0, x_1)^2 \right)$$

(19.26)

is satisfied for all $x \in M$. Then

$$\int h \, d\nu \geq \left( \int f \, d\nu \right)^{1-t} \left( \int g \, d\nu \right)^t.$$

**Proof of Theorem 19.16.** By an easy homogeneity argument, we may assume $\int f = \int g = 1$. Then write $\rho_0 = f$, $\rho_1 = g$; by Theorem 19.4, the displacement interpolant $\rho_t$ between $\rho_0 \nu$ and $\rho_1 \nu$ satisfies (19.3). From (19.26), $h \geq \rho_t$. It follows that $\int h \geq \int \rho_t = 1$, as desired. \qed

**Remark 19.17.** Let $(M, \nu)$ be a Riemannian manifold satisfying a curvature-dimension bound $\text{CD}(K, \infty)$ with $K > 0$, and let $A \subset M$ be a compact set such that $\nu[A] > 0$. Apply the Prékopa–Leindler inequality with $t = 1/2$, $f = 1_A$, $g = \exp(K d(x, A)^2/4)$ and $h = 1$: This shows that

$$\int_M e^{\frac{Kd(x,A)^2}{4}} \, d\nu(x) < +\infty,$$

(19.27)

and one easily deduces that $\nu$ admits square-exponential moments (something which we already know from Theorem 18.12).

I shall conclude with the dimension-dependent form of the Prékopa–Leindler inequality, which will require some more notation. For any $a, b \geq 0$, $t \in [0, 1]$, $q \in \mathbb{R} \setminus \{0\}$, define

$$\mathcal{M}_t^q(a, b) := \left[ (1 - t) a^q + t b^q \right]^\frac{1}{q},$$

with the convention that $\mathcal{M}_t^q(a, b) = 0$ if either $a$ or $b$ is 0; and $\mathcal{M}_t^{-\infty}(a, b) = \min(a, b)$. 
Theorem 19.18 (Finite-dimension distorted Prékopa–Leindler inequality). With the same notation as in Theorem 19.4, assume that $(M, \nu)$ satisfies a curvature-dimension condition $\text{CD}(K, N)$ for some $K \in \mathbb{R}$, $N \in (1, \infty)$. Let $f$, $g$ and $h$ be three nonnegative functions on $M$ satisfying

$$h(x) \geq \sup_{x \in [x_0, x_1]} \mathcal{M}_t^q \left( \frac{f(x_0)}{\beta_1(x_0, x_1)^{K, N}(x_0, x_1)}, \frac{g(x_1)}{\beta_1(x_0, x_1)^{K, N}(x_0, x_1)} \right), \quad q \geq -\frac{1}{N};$$

then

$$\int h \, d\nu \geq \mathcal{M}_t^{\frac{q}{1+Nq}} \left( \int f \, d\nu, \int g \, d\nu \right).$$

(19.29)

Proof of Theorem 19.18. The proof is quite similar to the proof of Theorem 19.16, except that now $N$ is finite. Let $f$, $g$ and $h$ satisfy the assumptions of the theorem, define $\rho_0 = f/\|f\|_{L^1}$, $\rho_1 = g/\|g\|_{L^1}$, and let $\rho_t$ be the density of the displacement interpolant at time $t$ between $\rho_0 \nu$ and $\rho_1 \nu$. Let $\mathcal{M}$ be the right-hand side of (19.29); the problem is to show that $\int h/\mathcal{M} \geq 1$, and this is obviously true if $h/\mathcal{M} \geq \rho_t$. In view of Theorem 19.4, it is sufficient to establish

$$\frac{h(x)}{\mathcal{M}} \geq \sup_{x \in [x_0, x_1]} \mathcal{M}_t^{\frac{1}{q}} \left( \frac{\beta_1(x_0, x_1)}{\rho_0(x_1)}, \frac{\beta_1(x_0, x_1)}{\rho_1(x_1)} \right)^{-1}. \quad (19.30)$$

In view of the assumption of $h$ and the form of $\mathcal{M}$, it is sufficient to check that

$$\frac{1}{\mathcal{M}_t^{\frac{q}{q+s}}} \left( \frac{\beta_1(x_0, x_1)}{\rho_0(x_1)}, \frac{\beta_1(x_0, x_1)}{\rho_1(x_1)} \right) \leq \frac{\mathcal{M}_t^q \left( \frac{f(x_0)}{\beta_1(x_0, x_1)}, \frac{g(x_1)}{\beta_1(x_0, x_1)} \right)}{\mathcal{M}_t^{\frac{q}{1+Nq}} \left( \|f\|_{L^1}, \|g\|_{L^1} \right)}.$$

But this is a consequence of the following computation:

$$\frac{1}{\mathcal{M}_t^{\frac{s}{s}a^{-1}, b^{-1}}} = \mathcal{M}_t^s(a, b)$$

$$\leq \mathcal{M}_t^q \left( \frac{a}{c}, \frac{b}{d} \right) \mathcal{M}_t^r(c, d) = \frac{\mathcal{M}_t^q \left( \frac{a}{c}, \frac{b}{d} \right)}{\mathcal{M}_t^{-r}(c, d)}; \quad (19.31)$$

$$\frac{1}{q} + \frac{1}{r} = \frac{1}{s}, \quad q + r \geq 0,$$

where the two equalities in (19.31) are obvious by homogeneity, and the central inequality is a consequence of the two-point Hölder inequality (see the bibliographical notes for references). \qed
The main historical references concerning interior regularity estimates are by De Giorgi [274], Nash [646] and Moser [638, 639]. Their methods were later considerably developed in the theory of elliptic partial differential equations, see e.g. [189, 416]. Moser’s Harnack inequality is a handy technical tool to recover the most famous regularity results. The relations of this inequality with Poincaré and Sobolev inequalities, and the influence of Ricci curvature on it, were studied by many authors, including in particular Saloff-Coste [726] and Grigor’yan [433].

Lebesgue’s density theorem can be found in most textbooks about measure theory, e.g. Rudin [714, Chapter 7].

Local Poincaré inequalities admit many variants and are known under many names in the literature, in particular “weak Poincaré inequalities”, by contrast with “strong” Poincaré inequalities, in which the larger ball is not $B[x, 2r]$ but $B[x, r]$. In spite of that terminology, both inequalities are in some sense equivalent [461]. Sometimes one replaces the ball $B[x, 2r]$ by a smaller ball $B[x, \lambda r]$, $\lambda > 1.$ One sometimes says that the inequality (19.1) is of type $(1, 1)$ because there are $L^1$ norms on both sides. Inequality (19.1) also implies the other main members of the family of local Poincaré inequalities, see for instance Heinonen [469, Chapters 4 and 9]. There are equivalent formulations of these inequalities in terms of modulus and capacity, see e.g. [510, 511] and the many references therein. The study of Poincaré inequalities in metric spaces has turned into a surprisingly large domain of research.

Local Poincaré inequalities are also used to study large-scale geometry, see e.g. [250]. Further, inequality (19.1), applied to the whole space, is equivalent to **Cheeger’s isoperimetric inequality:**

$$\nu[\Omega] \leq \frac{1}{2} \implies |\partial \Omega|_\nu \geq K \nu[\Omega], \quad (19.32)$$

where $\nu$ is a reference probability measure on $X$, $\Omega$ is a Borel subset of $X$, and $|\partial \Omega|_\nu$ is the $\nu$-surface of $\Omega$. Cheeger’s inequality in turn implies the usual Poincaré inequality [225, 609, 610]. See [633] and the references therein for more details.

Theorem 19.6 is a classical estimate, usually formulated in terms of Jacobian estimates, see e.g. Saloff-Coste [728, p. 179]; the differences in the formulas are due to the convention that geodesics might be parametrized by arc length rather than defined on $[0, 1]$. The transport-based proof was devised by Lott and myself [578].
The “intrinsic” bounds appearing in Theorem 19.8 go back to [246] (in the compactly supported case) and [363, Section 3] (in the general case). The methods applied in these references are different. The restriction strategy which I used to prove Theorems 19.4 and 19.8 is an amplification of the transport-based proof of Theorem 19.6 from [578]. A nice alternative strategy, also based on restriction, was suggested by Sturm [763, Proof of Proposition IV.2]. Instead of conditioning with respect to the values of $\gamma_t$, Sturm conditions with respect to the values of $(\gamma_0, \gamma_1)$; this has the technical drawback to modify the values of $\rho_t$, but one can get around this difficulty by a two-step limit procedure.

The proofs of Theorems 19.10 and 19.13 closely follow [578]. It was Pajot who pointed out to me the usefulness of Jacobian estimates expressed by Theorem 19.6 (recall Remark 19.7) for proving local Poincaré inequalities. The democratic condition $D_m(C)$ was explicitly introduced in [578], but it is somehow implicit in earlier works, such as Cheeger and Colding [230]. Other proofs of the local Poincaré inequality from optimal transport, based on slightly different but quite close arguments, were found independently by von Renesse [825] and Sturm [763].

The general strategy of proof behind Theorem 19.13 is rather classical, be it in the context of Riemannian manifolds or groups or graphs; see e.g. [249] and the references therein.

The classical Prékopa–Leindler inequality in Euclidean space goes back to [548, 690]; see [406] for references and its role in the Brunn–Minkowski theory. Although in principle equivalent to the Brunn–Minkowski inequality, it is sometimes rather more useful, see e.g. a famous application by Maurey [607] for concentration inequalities. Bobkov and Ledoux [131] have shown how to use this inequality to derive many functional inequalities such as logarithmic Sobolev inequalities, to be considered in Chapter 21.

In the Euclidean case, the stronger version of the Prékopa–Leindler inequality which corresponds to Theorem 19.18 was established by Borell [144], Brascamp and Lieb [153], and others. The proof of Theorem 19.18 from Theorem 19.4 follows the argument given at the very end of [246]. The inequality used in (19.31) appears in [406, Lemma 10.1].

The Prékopa–Leindler inequality on manifolds, Theorem 19.16, shows up in a recent research paper by Cordero-Erausquin, McCann and Schmuckenschläger [247]. In that reference, displacement convex-
ity is established independently of the Prékopa–Leindler inequality, but with similar tools (namely, the Jacobian estimates in Chapter 14). The presentation that I have adopted makes it clear that the Prékopa–Leindler inequality, and even the stronger pointwise bounds in Theorem 19.4, can really be seen as a consequence of displacement convexity inequalities (together with the restriction property). This determination to derive everything from displacement convexity, rather than directly from Jacobian estimates, will find a justification in Part III of this course: In some sense the notion of displacement convexity is softer and more robust.

In $\mathbb{R}^N$, there is also a “stronger” version of Theorem 19.18 in which the exponent $q$ can go down to $-1/(N-1)$ instead of $-1/N$; it reads

$$h((1-t)x_0 + tx_1) \geq M_t^q(f(x_0),g(x_1)) \implies \int h(z) \, dz \geq M_t^{\frac{q}{1+q(N-1)}}(m_i(f),m_i(g)) \cdot M_t^q\left(\frac{1}{m_i(f)} \int f, \frac{1}{m_i(g)} \int g\right),$$

(19.33)

where $i \in \{1, \ldots, N\}$ is arbitrary and

$$m_i(f) = \sup_{x_i \in \mathbb{R}} \int_{\mathbb{R}^{N-1}} f(x) \, dx_1 \ldots dx_{i-1} \, dx_{i+1} \ldots dx_N.$$

It was recently shown by Bobkov and Ledoux [132] that this inequality can be used to establish optimal Sobolev inequalities in $\mathbb{R}^N$ (with the usual Prékopa–Leindler inequality one can apparently reach only the logarithmic Sobolev inequality, that is, the dimension-free case [131]). See [132] for the history and derivation of (19.33).
The goal of the present chapter is to translate displacement convexity inequalities of the form “the graph of a convex function lies below the chord” into inequalities of the form “the graph of a convex function lies above the tangent” — just as in statements (ii) and (iii) of Proposition 16.2. This corresponds to the limit $t \to 0$ in the convexity inequality.

The main results in this chapter are the HWI inequality (Corollary 20.13); and its generalized version, the distorted HWI inequality (Theorem 20.10).

**Time-derivative of the energy**

As a preliminary step, a useful lower bound will now be given for a derivative of $U_{\nu}(\mu_t)$, where $(\mu_t)_{0 \leq t \leq 1}$ is a Wasserstein geodesic and $U_{\nu}$ an energy functional with a reference measure $\nu$. This computation hardly needs any regularity on the space, and for later use I shall state it in a more general setting than Riemannian manifolds.

In the next theorem, I consider a locally compact, complete geodesic space $\mathcal{X}$ equipped with a distance $d$ and a locally finite measure $\nu$. Then $U : [0, +\infty) \to \mathbb{R}$ is a continuous convex function, twice differentiable on $(0, +\infty)$. To $U$ is associated the functional

$$U_{\nu}(\mu) = \int_{\mathcal{X}} U(\rho) \, d\nu \quad \mu = \rho \, \nu.$$

The statement below will involve norms of gradients. Even though there is no natural notion for the gradient $\nabla f$ of a function $f$ defined
on a nonsmooth length space, there are still natural definitions for the norm of the gradient, $|\nabla f|$. The most common one is

$$|\nabla f|(x) := \limsup_{y \to x} \frac{|f(y) - f(x)|}{d(x, y)},$$  \hfill (20.1)

Rigorously speaking, this formula makes sense only if $x$ is not isolated, which will always be the case in the sequel. A slightly finer notion is the following:

$$|\nabla^- f|(x) := \limsup_{y \to x} \frac{|f(y) - f(x)|_-}{d(x, y)},$$  \hfill (20.2)

where $a_- = \max(-a, 0)$ stands for the negative part of $a$ (which is a nonnegative number!). It is obvious that $|\nabla^- f| \leq |\nabla f|$, and both notions coincide with the usual one if $f$ is differentiable. Note that $|\nabla^- f|(x)$ is automatically 0 if $x$ is a local minimum of $f$.

**Theorem 20.1 (Differentiating an energy along optimal transport).** Let $(\mathcal{X}, d, \nu)$ and $U$ be as above, and let $(\mu_t)_{0 \leq t \leq 1}$ be a geodesic in $P_2(\mathcal{X})$, such that each $\mu_t$ is absolutely continuous with respect to $\nu$, with density $\rho_t$, and $U(\rho_t)_-$ is $\nu$-integrable for all $t$. Further assume that $\rho_0$ is Lipschitz continuous, $U(\rho_0)$ and $\rho_0 U'(\rho_0)$ are $\nu$-integrable, and $U'$ is Lipschitz continuous on $\rho_0(\mathcal{X})$. Then

$$\liminf_{t \to 0} \frac{U(\mu_t) - U(\mu_0)}{t} \geq -\int_{\mathcal{X}} U''(\rho_0(x_0)) |\nabla^- \rho_0|(x_0) d(x_0, x_1) \pi(dx_0 dx_1),$$  \hfill (20.3)

where $\pi$ is an optimal coupling of $(\mu_0, \mu_1)$ associated with the geodesic path $(\mu_t)_{0 \leq t \leq 1}$.

**Remark 20.2.** The technical assumption on the negative part of $U(\rho_t)$ being integrable is a standard way to make sure that $U(\mu_t)$ is well-defined, with values in $\mathbb{R} \cup \{+\infty\}$. As for the assumption about $U'$ being Lipschitz on $\rho_0(\mathcal{X})$, it means in practice that either $U$ is twice (right-)differentiable at the origin, or $\rho_0$ is bounded away from 0.

**Remark 20.3.** Here is a more probabilistic reformulation of (20.3) (which will also make more explicit the link between $\pi$ and $\mu_t$): Let $\gamma$ be a random geodesic such that $\mu_t = \text{law}(\gamma_t)$, then

$$\liminf_{t \to 0} \frac{U(\mu_t) - U(\mu_0)}{t} \geq -\mathbb{E} \left[U''(\rho_0(\gamma_0)) |\nabla^- \rho_0|(\gamma_0) d(\gamma_0, \gamma_1)\right].$$
Proof of Theorem 20.1. By convexity,
\[ U(\rho_t) - U(\rho_0) \geq U'(\rho_0) (\rho_t - \rho_0), \tag{20.4} \]
where \( U'(0) \) is the right-derivative of \( U \) at 0.

On the one hand, \( U(\rho_0) \) and \( U(\rho_t) \) are \( \nu \)-integrable by assumption, so the integral in the left-hand side of (20.4) makes sense in \( \mathbb{R} \cup \{+\infty\} \) (and the integral of each term is well-defined). On the other hand, \( \rho_0 U'(\rho_0) \) is integrable by assumption, while \( \rho_t U'(\rho_0) \) is bounded above by \( \max U' \rho_t \), which is integrable; so the integral of the right-hand side makes sense in \( \mathbb{R} \cup \{-\infty\} \). All in all, inequality (20.4) can be integrated into

\[
U_\nu(\mu_t) - U_\nu(\mu_0) \geq \int U'(\rho_0) \rho_t \, d\nu - \int U'(\rho_0) \rho_0 \, d\nu \\
= \int U'(\rho_0) \, d\mu_t - \int U'(\rho_0) \, d\mu_0.
\]

Now let \( \gamma \) be a random geodesic, such that \( \mu_t = \text{law}(_{\gamma t}) \). Then the above inequality can be rewritten

\[
U_\nu(\mu_t) - U_\nu(\mu_0) \geq \mathbb{E} U'(\rho_0(\gamma)) - \mathbb{E} U'(\rho_0(\gamma_0)) \\
= \mathbb{E} \left[ U'(\rho_0(\gamma)) - U'(\rho_0(\gamma_0)) \right].
\]

Since \( U' \) is nondecreasing,

\[
U'(\rho_0(\gamma)) - U'(\rho_0(\gamma_0)) \geq [U'(\rho_0(\gamma)) - U'(\rho_0(\gamma_0))] 1_{\rho_0(\gamma)>\rho_0(\gamma_0)}.
\]

Multiplying and dividing by \( \rho_0(\gamma) - \rho_0(\gamma_0) \), and then by \( d(\gamma_0, \gamma_t) \), one arrives at

\[
\mathbb{E} \left( \frac{U'(\rho_0(\gamma)) - U'(\rho_0(\gamma_0))}{\rho_0(\gamma) - \rho_0(\gamma_0)} \right) \left( \frac{\rho_0(\gamma_t) - \rho_0(\gamma_0)}{d(\gamma_0, \gamma_t)} \right) 1_{\rho_0(\gamma)>\rho_0(\gamma_0)} d(\gamma_0, \gamma_t).
\]

After division by \( t \) and use of the identity \( d(\gamma_0, \gamma_t) = t d(\gamma_0, \gamma_1) \), one obtains in the end

\[
\frac{1}{t} \mathbb{E} \left( \frac{U'(\rho_0(\gamma)) - U'(\rho_0(\gamma_0))}{\rho_0(\gamma) - \rho_0(\gamma_0)} \right) \left( \frac{\rho_0(\gamma_t) - \rho_0(\gamma_0)}{d(\gamma_0, \gamma_t)} \right) 1_{\rho_0(\gamma)>\rho_0(\gamma_0)} d(\gamma_0, \gamma_1).
\tag{20.5}
\]
It remains to pass to the limit in the right-hand side of (20.5) as \( t \to 0 \). Since \( \rho_0 \) is continuous, for almost each geodesic \( \gamma \) one has \( \rho_0(\gamma_t) \to \rho_0(\gamma_0) > 0 \) as \( t \to 0 \), and in particular,
\[
\frac{U'(\rho_0(\gamma_t)) - U'(\rho_0(\gamma_0))}{\rho_0(\gamma_t) - \rho_0(\gamma_0)} \to \frac{U''(\rho_0(\gamma_0))}{\rho_0(\gamma_0)}.
\]
Similarly,
\[
\liminf_{t \to 0} \left( \frac{\rho_0(\gamma_t) - \rho_0(\gamma_0)}{d(\gamma_0, \gamma_t)} 1_{\rho_0(\gamma_0) > \rho_0(\gamma_t)} \right) \geq -|\nabla^{-} \rho_0|(\gamma_0).
\]
So, if \( v_t(\gamma) \) stands for the integrand in the right-hand side of (20.5), one has
\[
\liminf_{t \to 0} v_t(\gamma) \geq -U''(\rho_0(\gamma_0)) |\nabla^{-} \rho_0|(\gamma_0) d(\gamma_0, \gamma_1).
\]
On the other hand, \( \rho_0 \) is Lipschitz by assumption, and also \( U' \) is Lipschitz on the range of \( \rho_0 \). So \( |v_t(\gamma)| \leq Cd(\gamma_0, \gamma_1) \), where \( C \) is the product of the Lipschitz constants of \( \rho_0 \) and \( U' \). This uniform domination makes it possible to apply Fatou’s lemma, in the form
\[
\liminf_{t \to 0} E v_t(\gamma) \geq E \liminf_{t \to 0} v_t(\gamma).
\]
Thus
\[
\liminf_{t \to 0} \frac{1}{t} \left[ U_\nu(\mu_t) - U_\nu(\mu_0) \right] \geq -E U''(\rho_0(\gamma_0)) |\nabla^{-} \rho_0|(\gamma_0) d(\gamma_0, \gamma_1),
\]
as desired.

\[ \square \]

**Remark 20.4.** This theorem does not assume smoothness of \( \mathcal{X} \), and does not either assume structural restrictions on the function \( U \). On the other hand, when \( \mathcal{X} \) is a Riemannian manifold of dimension \( n \), \( \nu = e^{-V} \text{vol} \), and \( \mu \) is compactly supported, then there is a more precise result:
\[
\lim_{t \to 0} \frac{1}{t} [U_\nu(\mu_t) - U_\nu(\mu_0)] = -\int p(\rho_0)(L\psi) \, d\nu,
\]
where \( \psi \) is such that \( T = \exp(\nabla \psi) \) is the unique optimal transport from \( \mu_0 \) to \( \mu_1 \), and \( L\psi = \Delta \psi - \nabla V \cdot \nabla \psi \) (defined almost everywhere). It is not clear a priori how this compares with the result of Theorem 20.1, but then, under slightly more stringent regularity assumptions, one can justify the integration by parts formula
\[
-\int p(\rho_0) \, L\psi \, d\nu \geq \int \rho_0 U''(\rho_0) \nabla \rho_0 \cdot \nabla \psi \, d\nu
\]
(20.7)
(note indeed that $p'(r) = r U''(r)$). Since $\pi = (\rho_0 \nu) \otimes \delta_{x_1 = T(x_0)}$ with $T = \exp \nabla \psi$, the right-hand side can be rewritten

$$\int U''(\rho_0) \nabla \rho_0 \cdot \nabla \psi d\pi.$$ 

As $|\nabla \psi(x_0)| = d(x_0, x_1)$, this integral is obviously an upper bound for the expression in (20.3). In the present chapter, the more precise result (20.6) will not be useful, but later in Chapter 23 we shall have to go through it (see the proof of Theorem 23.14). More comments are in the bibliographical notes.

**Exercise 20.5.** Use Otto’s calculus to guess that $(d/dt)U_{\nu}(\mu_t)$ should coincide with the right-hand side of (20.7).

---

**HWI inequalities**

Recall from Chapters 16 and 17 that CD($K, N$) bounds imply convexity properties of certain functionals $U_{\nu}$ along displacement interpolation. For instance, if a Riemannian manifold $M$, equipped with a reference measure $\nu$, satisfies CD($0, \infty$), then by Theorem 17.15 the Boltzmann $H$ functional is displacement convex.

If $(\mu_t)_{0 \leq t \leq 1}$ is a geodesic in $\mathcal{P}_2(M)$, for $t \in (0, 1]$ the convexity inequality

$$H_{\nu}(\mu_t) \leq (1 - t) H_{\nu}(\mu_0) + t H_{\nu}(\mu_1)$$

may be rewritten as

$$\frac{H_{\nu}(\mu_t) - H_{\nu}(\mu_0)}{t} \leq H_{\nu}(\mu_1) - H_{\nu}(\mu_0).$$

Under suitable assumptions we may then apply Theorem 20.1 to pass to the limit as $t \to 0$, and get

$$-\int \frac{|\nabla \rho_0(x_0)|}{\rho_0(x_0)} d(x_0, x_1) \pi(dx_0 dx_1) \leq H_{\nu}(\mu_1) - H_{\nu}(\mu_0).$$

This implies, by Cauchy–Schwarz inequality,
\[ H_\nu(\mu_0) - H_\nu(\mu_1) \leq \sqrt{\int d(x_0, x_1)^2 \pi(dx_0 \, dx_1)} \sqrt{\int \frac{|\nabla \rho_0(x_0)|}{\rho_0(x_0)^2} \pi(dx_0 \, dx_1)} \]
\[ = W_2(\mu_0, \mu_1) \sqrt{\int \frac{|\nabla \rho_0|^2}{\rho_0} \, d\nu}, \quad (20.8) \]

where I have used the fact that the first marginal of \( \pi \) is \( \mu_0 = \rho_0 \, \nu \).

Inequality (20.8) is the HWI inequality: It is expressed in terms of

- the \( H \)-functional \( H_\nu(\mu) = \int \rho \log \rho \, d\nu \) (as usual \( \rho = d\mu/d\nu \));
- the Wasserstein distance of order 2, \( W_2 \);
- the Fisher information \( I \), defined by \( I_\nu(\mu) = \int \frac{|
abla \rho|^2}{\rho} \, d\nu \).

The present section is devoted to establishing such inequalities.

For technical reasons (such as the treatment of small values of \( \rho_0 \) in noncompact manifolds, or finite-dimensional generalizations) it will be convenient to recast this discussion in the more general setting of distorted HWI inequalities, which involve distortion coefficients. Let \( \beta_t = \beta_t^{(K,N)} \) be the reference distortion coefficients defined in (14.61).

Note that \( \beta_1(x_0, x_1) = 1, \beta'_0(x_0, x_1) = 0 \), where the prime stands for partial derivation with respect to \( t \). For brevity I shall write

\[ \beta(x_0, x_1) = \beta_0(x_0, x_1); \quad \beta'(x_0, x_1) = \beta'_1(x_0, x_1). \]

By explicit computation,

\[ \beta(x_0, x_1) = \begin{cases} \left(\frac{\alpha}{\sin \alpha}\right)^{N-1} > 1 & \text{if } K > 0 \\ 1 & \text{if } K = 0 \\ \left(\frac{\alpha}{\sinh \alpha}\right)^{N-1} < 1 & \text{if } K < 0, \end{cases} \quad (20.9) \]

\[ \beta'(x_0, x_1) = \begin{cases} -(N-1) \left(1 - \frac{\alpha}{\tan \alpha}\right) < 0 & \text{if } K > 0 \\ 0 & \text{if } K = 0 \\ (N-1) \left(\frac{\alpha}{\tanh \alpha} - 1\right) > 0 & \text{if } K < 0, \end{cases} \quad (20.10) \]

where

\[ \alpha = \sqrt{\frac{|K|}{N-1} d(x_0, x_1)}. \]
Moreover, a standard Taylor expansion shows that, as $\alpha \to 0$ while $K$ is fixed (which means that either $d(x_0, x_1) \to 0$ or $N \to \infty$), then
\[
\beta \simeq 1 - \frac{K}{6} d(x_0, x_1)^2, \quad \beta' \simeq -\frac{K}{3} d(x_0, x_1)^2,
\]
whatever the sign of $K$.

The next definition is a generalization of the classical notion of Fisher information:

**Definition 20.6 (Generalized Fisher information).** Let $U$ be a continuous convex function $\mathbb{R}_+ \to \mathbb{R}$, twice continuously differentiable on $(0, +\infty)$. Let $M$ be a Riemannian manifold, equipped with a Borel reference measure $\nu$. Let $\mu \in P^{ac}(M)$ be a probability measure on $M$, whose density $\rho$ is locally Lipschitz. Define
\[
I_{U, \nu}(\mu) = \int \rho U''(\rho)^2 |\nabla \rho|^2 d\nu = \int \frac{|\nabla p(\rho)|^2}{\rho} d\nu = \int \rho |\nabla U'(\rho)|^2 d\nu,
\]
where $p(r) = r U'(r) - U(r)$.

**Particular Case 20.7 (Fisher information).** When $U(r) = r \log r$, (20.11) becomes
\[
I_{\nu}(\mu) = \int \frac{|\nabla \rho|^2}{\rho} d\nu.
\]

**Remark 20.8.** The identity in (20.11) comes from the chain-rule:
\[
\nabla p(\rho) = p'(\rho) \nabla \rho = \rho U''(\rho) \nabla \rho = \rho \nabla U'(\rho).
\]
(Strictly speaking this is true only if $\rho > 0$, but the integral in (20.11) may be restricted to the set $\{\rho > 0\}$.) Also, in Definition 20.6 one can replace $|\nabla \rho|$ by $|\nabla - \rho|$ and $|\nabla p(\rho)|$ by $|\nabla - p(\rho)|$ since a locally Lipschitz function is differentiable almost everywhere.

**Remark 20.9.** If $p(\rho) \in L^1_{loc}(M)$, then the convexity of $(p, r) \to |p|^2/r$ on $\mathbb{R}^n \times \mathbb{R}_+$ makes it possible to define $\int |\nabla p(\rho)|^2/\rho d\nu$ in $[0, +\infty]$ even if $\rho$ is not locally Lipschitz. In particular, $I_{\nu}(\mu)$ makes sense in $[0, +\infty]$ for all probability measures $\mu$ (with the understanding that $I_{\nu}(\mu) = +\infty$ if $\mu$ is singular). I shall not develop this remark, and in the sequel shall only consider densities which are locally (and even globally) Lipschitz.
Theorem 20.10 (Distorted HWI inequality). Let \( M \) be a Riemannian manifold equipped with a reference measure \( \nu = e^{-V} \text{vol} \), \( V \in C^2(M) \), satisfying a curvature-dimension bound \( CD(K,N) \) for some \( K \in \mathbb{R}, N \in (1, \infty] \). Let \( U \in \mathcal{D}C_N \) and let \( p(r) = r U'(r) - U(r) \).

Let \( \mu_0 = \rho_0 \nu \) and \( \mu_1 = \rho_1 \nu \) be two absolutely continuous probability measures such that:

(a) \( \mu_0, \mu_1 \in \mathbb{P}_p^\text{ac}(M) \), where \( p \in [2, +\infty) \cup \{c\} \) satisfies (17.30);

(b) \( \rho_0 \) is Lipschitz.

If \( N = \infty \), further assume \( \rho_0 \log^+ \rho_0 \) and \( \rho_1 \log^+ \rho_1 \) belong to \( L^1(\nu) \).

If \( K > 0 \), further assume \( \rho_0 U'(\rho_0) \in L^1(\nu) \). If \( K > 0 \) and \( N = \infty \), further assume \( p(\rho_0)^2/\rho_0 \in L^1(\nu) \). Then

\[
\int_M U(\rho_0) d\nu \leq \int_{M \times M} U \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1)
+ \int_{M \times M} p(\rho_0(x_0)) \beta'(x_0, x_1) \pi(dx_0|x_0) \nu(dx_0)
+ \int_{M \times M} U''(\rho_0(x_0)) |\nabla \rho_0(x_0)| d(x_0, x_1) \pi(dx_0 dx_1),
\]  

(20.12)

where \( \pi \) is the unique optimal coupling of \( (\mu_0, \mu_1) \) and the coefficients \( \beta, \beta' \) are defined in (20.9)–(20.10).

In particular,

(i) If \( K = 0 \) and \( U_\nu(\mu_1) < +\infty \), then

\[
U_\nu(\mu_0) - U_\nu(\mu_1) \leq \int U''(\rho_0(x_0)) |\nabla \rho_0(x_0)| d(x_0, x_1) \pi(dx_0 dx_1)
\leq W_2(\mu_0, \mu_1) \sqrt{I_{U,\nu}(\mu_0)},
\]

(20.13)

(ii) If \( N = \infty \) and \( U_\nu(\mu_1) < +\infty \), then

\[
U_\nu(\mu_0) - U_\nu(\mu_1)
\leq \int U''(\rho_0(x_0)) |\nabla \rho_0(x_0)| d(x_0, x_1) \pi(dx_0 dx_1) - K_{\infty,u} \frac{W_2(\mu_0, \mu_1)^2}{2}
\leq W_2(\mu_0, \mu_1) \sqrt{I_{U,\nu}(\mu_0)} - K_{\infty,u} \frac{W_2(\mu_0, \mu_1)^2}{2},
\]

(20.14)

where \( K_{\infty,u} \) is defined in (17.10).

(iii) If \( N < \infty, K \geq 0 \) and \( U_\nu(\mu_1) < +\infty \) then
\[ U_\nu(\mu_0) - U_\nu(\mu_1) \leq \int U''(\rho_0(x_0)) |\nabla \rho_0(x_0)| d(x_0, x_1) \pi(dx_0 dx_1) \]
\[ - K \lambda_{N,U} \max(\|\rho_0\|_{L^\infty(\nu)}, \|\rho_1\|_{L^\infty(\nu)}) \frac{1}{N} \frac{W_2(\mu_0, \mu_1)^2}{2} \]
\[ \leq W_2(\mu_0, \mu_1) \sqrt{I_{U,\nu}(\mu_0)} \]
\[ - K \lambda_{N,U} \max(\|\rho_0\|_{L^\infty(\nu)}, \|\rho_1\|_{L^\infty(\nu)}) \frac{1}{N} \frac{W_2(\mu_0, \mu_1)^2}{2} \]

where
\[ \lambda_{N,U} = \lim_{r \to 0} \frac{p(r)}{r^{1-N}}. \]  

(20.16)

**Exercise 20.11.** When \( U \) is well-behaved, give a more direct derivation of (20.14), via plain displacement convexity (rather than distorted displacement convexity). The same for (20.15), with the help of Exercise 17.23.

**Remark 20.12.** As the proof will show, Theorem 20.10(iii) extends to negative curvature modulo the following changes: replace \( \lim_{r \to 0} \) in (20.16) by \( \lim_{r \to \infty} \); and \( \max(\|\rho_0\|_{L^\infty}, \|\rho_1\|_{L^\infty})^{-1/N} \) in (20.15) by \( \max(\|1/\rho_0\|_{L^\infty}, \|1/\rho_1\|_{L^\infty})^{1/N} \). (This result is not easy to derive by plain displacement convexity.)

**Corollary 20.13 (HWI inequalities).** Let \( M \) be a Riemannian manifold equipped with a reference measure \( \nu = e^{-V} \text{vol} \), \( V \in C^2(M) \), satisfying a curvature-dimension bound \( \text{CD}(K, \infty) \) for some \( K \in \mathbb{R} \). Then:

(i) Let \( p \in [2, +\infty) \cup \{e\} \) satisfy (17.30) for \( N = \infty \), and let \( \mu_0 = \rho_0 \nu, \mu_1 = \rho_1 \nu \) be any two probability measures in \( P_p^{ac}(M) \), such that \( H_\nu(\mu_1) < \infty \) and \( \rho_0 \) is Lipschitz; then

\[ H_\nu(\mu_0) - H_\nu(\mu_1) \leq W_2(\mu_0, \mu_1) \sqrt{I_\nu(\mu_0)} - K \frac{W_2(\mu_0, \mu_1)^2}{2}. \]

(ii) If \( \nu \in P_2(M) \) then for any \( \mu \in P_2(M) \),

\[ H_\nu(\mu) \leq W_2(\mu, \nu) \sqrt{I_\nu(\mu)} - K \frac{W_2(\mu, \nu)^2}{2}. \]  

(20.17)

**Remark 20.14.** The HWI inequality plays the role of a nonlinear interpolation inequality: it shows that the Kullback information \( H \) is
controlled by a bit of the Fisher information $I$ (which is stronger, in the sense that it involves smoothness) and the Wasserstein distance $W_2$ (which is weaker). A related “linear” interpolation inequality is $$\|h\|_{L^2} \leq \sqrt{\|h\|_{H^{-1}} \|h\|_{H^1}},$$ where $H^1$ is the Sobolev space defined by the $L^2$-norm of the gradient, and $H^{-1}$ is the dual of $H^1$.

**Proof of Corollary 20.13.** Statement (i) follows from Theorem 20.10 by choosing $N = \infty$ and $U(r) = r \log r$. Statement (ii) is obtained by approximation: One just needs to find a sequence of probability densities $\rho_{0,k} \to \rho_0$ in such a way that each $\rho_{0,k}$ is Lipschitz and $H_\nu(\rho_{0,k}, \nu) \to H_\nu(\mu, \nu)$, $W_2(\rho_{0,k}, \nu) \to W_2(\mu, \nu)$, $I_\nu(\rho_{0,k}, \nu) \to I_\nu(\mu)$.

I shall not go into this argument and refer to the bibliographical notes for more information. □

**Proof of Theorem 20.10.** First recall from the proof of Theorem 17.8 that $U_\nu(\rho_0)$ is integrable; since $\rho_0 U'(\rho_0) \geq 0$, the integrability of $\rho_0 U'(\rho_0)$ implies the integrability of $U(\rho_0)$. Moreover, if $N = \infty$ then $U(r) \geq a r \log r - b r$ for some positive constants $a, b$ (unless $U$ is linear). So

$$[\rho_0 U'(\rho_0) \in L^1] \implies [U(\rho_0) \in L^1] \implies [\rho_0 \log \rho_0 \in L^1].$$

The proof of (20.12) will be performed in three steps.

**Step 1:** In this step I shall assume that $U$ and $\beta$ are nice. More precisely,

- If $N < \infty$ then $U$ is Lipschitz, $U'$ is Lipschitz and $\beta, \beta'$ are bounded;
- If $N = \infty$ then $U(r) = O(r \log(2 + r))$ and $U'$ is Lipschitz.

Let $(\mu_t = \rho_t, \nu)_{0 \leq t \leq 1}$ be the unique Wasserstein geodesic joining $\mu_0$ to $\mu_1$. Recall from Theorem 17.37 the displacement convexity inequality

$$\int_M U(\rho_t) d\nu$$

$$\leq (1 - t) \int_{M \times M} U \left( \frac{\rho_0(x_0)}{\beta_{1-t}(x_0, x_1)} \right) \beta_{1-t}(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0)$$

$$+ t \int_{M \times M} U \left( \frac{\rho_1(x_1)}{\beta_t(x_0, x_1)} \right) \beta_t(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1),$$

and transform this into
$$\int_{M \times M} U \left( \frac{\rho_0}{\beta_{1-t}} \right) \beta_{1-t} \pi \, d\nu \leq \int_{M \times M} U \left( \frac{\rho_1}{\beta_t} \right) \beta_t \pi \, d\nu + \int_{M \times M} \left[ U \left( \frac{\rho_0}{\beta_{1-t}} \right) \beta_{1-t} - U(\rho_0) \right] \pi \, d\nu - \frac{1}{t} \int_M [U(\rho_t) - U(\rho_0)] \, d\nu.$$  

(20.18)

The problem is to pass to the limit as $t \to 0$. Let us consider the four terms in (20.18) one after the other.

**First term of (20.18):** If $K = 0$ there is nothing to do.

If $K > 0$ then $\beta_t(x_0, x_1)$ is a decreasing function of $t$; since $U(r)/r$ is a nondecreasing function of $r$ it follows that $U(\rho_0/\beta) \beta \leq U(\rho_0/\beta_{1-t}) \beta_{1-t} \beta U(\rho_0)$ (as $t \to 0$). By the proof of Theorem 17.28, $U(\rho_0/\beta)$ is integrable, so we may apply the monotone convergence theorem to conclude that

$$\int U \left( \frac{\rho_0(x_0)}{\beta_{1-t}(x_0, x_1)} \right) \beta_{1-t}(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0) \xrightarrow{t \to 0} \int U(\rho_0) \, d\nu.$$  

(20.19)

If $K < 0$ then $\beta_{1-t}$ is an increasing function of $t$, $U(\rho_0/\beta) \beta \geq U(\rho_0/\beta_{1-t}) \beta_{1-t} \beta U(\rho_0)$, and now we should check the integrability of $U(\rho_0/\beta)$. In the case $N < \infty$, this is a consequence of the Lipschitz continuity of $U$. In the case $N = \infty$, this comes from

$$\int U \left( \frac{\rho_0(x_0)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0) \leq C \int \rho_0(x_0) \log \left( 2 + \rho_0(x_0) + \frac{1}{\beta(x_0, x_1)} \right) \pi(dx_1|x_0) \nu(dx_0) \leq C \int \rho_0 \log(2 + \rho_0) \, d\nu + C \int \log \left( 2 + \frac{1}{\beta(x_0, x_1)} \right) \pi(dx_0 \, dx_1) \leq C \left( 1 + \int \rho_0 \log \rho_0 \, d\nu + W_2(\mu_0, \mu_1)^2 \right),$$

where $C$ stands for various numeric constants. Then (20.19) also holds true for $K < 0$.

**Second term of (20.18):** This is the same as for the first term except that the inequalities are reversed. If $K > 0$ then $U(\rho_1) \geq U(\rho_1/\beta) \beta \beta U(\rho_1/\beta)$, and to pass to the limit it suffices to check the integrability of $U(\rho_1)$. If $N < \infty$ this follows from the Lipschitz continuity of $U$, while if $N = \infty$ this comes from the assumption $\rho_1 \log_+ \rho_1 \in L^1(\nu)$. 
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If $K < 0$ then $U(\rho_1) \leq U(\rho_1/\beta_\ell) \beta_\ell \uparrow U(\rho_1/\beta)$, and now we can conclude because $U_-(\rho_1)$ is integrable by Theorem 17.8. In either case,

$$
\int U \left( \frac{\rho_1(x_1)}{\beta_t(x_0, x_1)} \right) \beta_t(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1)
$$

$$
\xrightarrow{t \to 0} \int U \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1). \quad (20.20)
$$

**Third term of (20.18):** This term exists only if $K \neq 0$. By convexity of $U$, the function $b \mapsto U(r/b)$ is convex, with derivative $-p(r/b)$; so

$$
U(\rho_0) - U \left( \frac{\rho_0}{\beta_1-t} \right) \beta_{1-t} \geq -p \left( \frac{\rho_0}{\beta_1-t} \right) (1 - \beta_{1-t});
$$

or equivalently

$$
\frac{U \left( \frac{\rho_0}{\beta_1-t} \right) \beta_{1-t} - U(\rho_0)}{t} \leq p \left( \frac{\rho_0}{\beta_1-t} \right) \left( 1 - \beta_{1-t} \right). \quad (20.21)
$$

Since $U$ is convex, $p$ is nondecreasing. If $K > 0$ then $\beta_{1-t}$ decreases as $t$ decreases to 0, so $p(\rho_0/\beta_{1-t})$ increases to $p(\rho_0)$, while $(1 - \beta_{1-t}(x_0, x_1))/t$ increases to $\beta'(x_0, x_1)$; so the right-hand side of (20.21) increases to $p(\rho) \beta'$. The same is true if $K < 0$ (the inequalities are reversed but the product of two decreasing nonnegative functions is nondecreasing). Moreover, for $t = 1$ the left-hand side of (20.21) is integrable. So the monotone convergence theorem implies

$$
\limsup_{t \downarrow 0} \int \left[ U \left( \frac{\rho_0(x_0)}{\beta_{1-t}(x_0, x_1)} \right) \beta_{1-t}(x_0, x_1) \right] \pi(dx_1|x_0) \nu(dx_0)
$$

$$
\leq \int p(\rho_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0). \quad (20.22)
$$

**Fourth term of (20.18):** By Theorem 20.1,

$$
\limsup_{t \downarrow 0} \left( -\frac{1}{t} \int [U(\rho_t) - U(\rho_0)] \, d\pi \right)
$$

$$
\leq \int U''(\rho_0(x_0)) |\nabla \rho_0|(x_0) \, d(x_0, x_1) \pi(dx_0 \, dx_1). \quad (20.23)
$$
All in all, (20.12) follows from (20.19), (20.20), (20.22), (20.23).

**Step 2: Relaxation of the assumptions on $U$.**

By Proposition 17.7 we can find a sequence $(U_\ell)_{\ell \in \mathbb{N}}$ such that $U_\ell$ coincides with $U$ on $[\ell^{-1}, \ell]$, $U_\ell(r)$ is nonincreasing in $\ell$ for $r \leq 1$ and nondecreasing for $r \geq 1$, $U_\ell$ is linear close to the origin, $U'_\ell$ is Lipschitz, $U''_\ell \leq CU''$, and

- if $N < \infty$, $U_\ell$ is Lipschitz;
- if $N = \infty$, $U_\ell(r) = O(r \log(2 + r))$.

Then by Step 1, with the notation $p_\ell(r) = r U'_\ell(r) - U_\ell(r)$,

$$
\int_M U_\ell(p_0) \, d\nu \leq \int_{M \times M} U_\ell \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1)
+ \int_{M \times M} p_\ell(p_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0)
+ \int_{M \times M} U''_\ell(p_0(x_0)) |\nabla p_0(x_0)| d(x_0, x_1) \pi(dx_0 \, dx_1).
$$

(20.24)

Passing to the limit in $\int U_\ell(p_0)$ and $\int U_\ell(p_1/\beta)$ $\beta$ is performed as in the proof of Theorem 17.37.

Next I claim that

$$
\limsup_{\ell \to \infty} \int_{M \times M} p_\ell(p_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0)
\leq \int_{M \times M} p(p_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0).
$$

(20.25)

To prove (20.25), first note that $p(0) = 0$ (because $p(r)/r^{1-1/N}$ is non-decreasing), so $p_\ell(r) \to p(r)$ for all $r$, and the integrand in the left-hand side converges to the integrand in the right-hand side.

Moreover, since $p_\ell(0) = 0$ and $p'_\ell(r) = r U''_\ell(r) \leq C p'(r)$, we have $0 \leq p_\ell(r) \leq C p(r)$. Then:

- If $K = 0$ then $\beta' = 0$ and there is nothing to prove.
- If $K < 0$ then $\beta' > 0$. If $\int p(p_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0) < +\infty$ then the left-hand side converges to the right-hand side by dominated convergence; otherwise the inequality is obvious.
- If $K > 0$ and $N < \infty$ then $\beta'$ is bounded and we may conclude by dominated convergence as soon as $\int p(p_0(x_0)) \nu(dx_0) < +\infty$. This in turn results from the fact that $\rho U'(\rho_0), U_-(\rho_0) \in L^1(\nu)$. 
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• If \( K > 0 \) and \( N = \infty \), then \( \beta'(x_0, x_1) = -(K/3) d(x_0, x_1)^2 \), so the same reasoning applies if

\[
\int p(\rho_0(x_0)) \, d(x_0, x_1)^2 \pi(dx_1|x_0) \, \nu(dx_0) < +\infty. \tag{20.26}
\]

But the left-hand side of (20.26) is bounded by

\[
\sqrt{\int \frac{p(\rho_0(x_0))^2}{\rho_0(x_0)} \, \nu(dx_0)} \sqrt{\int d(x_0, x_1)^2 \pi(dx_0, dx_1)} = \sqrt{\int \frac{p(\rho_0)^2}{\rho_0} \, d\nu W_2(\mu_0, \mu_1)},
\]

which is finite by assumption.

It remains to take care of the last term in (20.24), i.e. show that

\[
\limsup_{\ell \to \infty} \int M \frac{U''(\rho_0(x_0))}{\beta'(x_0, x_1)} |\nabla \rho_0(x_0)| \, d(x_0, x_1) \pi(dx_0, dx_1)
\leq \int M \frac{U''(\rho_0(x_0))}{\beta'(x_0, x_1)} |\nabla \rho_0(x_0)| \, d(x_0, x_1) \pi(dx_0, dx_1).
\]

If the integral on the right-hand side is infinite, the inequality is obvious. Otherwise the left-hand side converges to the right-hand side by dominated convergence, since \( U''(\rho_0(x_0)) \leq C U''(\rho_0(x_0)) \).

In the end we can pass to the limit in (20.24), and recover

\[
\int_M U(\rho_0) \, d\nu \leq \int_{M \times M} U \left( \frac{\rho_1(x_1)}{\beta'(x_0, x_1)} \right) \beta(x_0, x_1) \pi(dx_0, x_1) \, \nu(dx_1)
+ \int_{M \times M} p(\rho_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \, \nu(dx_0)
+ \int_{M \times M} U''(\rho_0(x_0)) |\nabla \rho_0(x_0)| \, d(x_0, x_1) \pi(dx_0, dx_1), \tag{20.27}
\]

**Step 3:** Relaxation of the assumption on \( \beta \).

If \( N < \infty \) I have assumed that \( \beta, \beta' \) are bounded, which is true if \( K \leq 0 \) or if \( \text{diam}(M) < D_{K,N} = \pi \sqrt{(N - 1)/K} \). The only problem is when \( K > 0 \) and \( \text{diam}(M) = D_{K,N} \). In this case it suffices to establish (20.27) with \( N \) replaced by \( N' > N \) and then pass to the limit as \( N' \downarrow N \). Explicitly:
\[
\begin{align*}
\int_M U(\rho_0) \, d\nu & \leq \int_{M \times M} U\left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta_0^{K, N'}(x_0, x_1) \pi(dx_0 | x_1) \nu(dx_1) \\
& \quad + \int_{M \times M} p(\rho_0(x_0)) (\beta^{K, N'})_1(x_0, x_1) \pi(dx_1 | x_0) \nu(dx_0) \\
& \quad + \int_{M \times M} U''(\rho_0(x_0)) |\nabla \rho_0(x_0)| \, d(x_0, x_1) \pi(dx_0 \, dx_1).
\end{align*}
\]

Passing to the limit is allowed because the right-hand side is decreasing as \(N' \downarrow N\). Indeed, \(\beta^{(K, N')}\) is increasing, so \(U(\rho_1 / \beta^{K, N'})\) is decreasing; and \((\beta^{(K, N')}_1)\) is decreasing. This concludes the proof of (20.12).

Next, (20.13) is obtained by considering the particular case \(K = 0\) in (20.12) (so \(\beta = 1\) and \(\beta' = 0\)), and then applying the Cauchy–Schwarz inequality:

\[
\int_U''(\rho_0(x_0)) |\nabla \rho_0(x_0)| \, d(x_0, x_1) \pi(dx_0 \, dx_1)
\leq \sqrt{\int d(x_0, x_1)^2 \pi(dx_0 \, dx_1)} \sqrt{\int U''(\rho_0(x_0))^2 |\nabla \rho_0(x_0)|^2 \pi(dx_0 \, dx_1)}.
\]

The case \(N = \infty\) requires a bit more work. Let \(u(\delta) = U(e^{-\delta}) e^\delta\), then \(u\) is convex, and \(u'(\delta) = -e^\delta p(e^{-\delta})\), so

\[
U(e^{-\delta_1}) e^{\delta_1} \geq U(e^{-\delta_2}) e^{\delta_2} - e^{\delta_2} p(e^{-\delta_2}) (\delta_1 - \delta_2).
\]

In particular,

\[
U\left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \leq U(\rho_1(x_1)) \frac{1}{\rho_1(x_1)} \left( \frac{\beta(x_0, x_1)}{\rho_1(x_1)} \right) \frac{\beta(x_0, x_1)}{\rho_1(x_1)}
\]

\[
= U(\rho_1(x_1)) - \frac{\beta(x_0, x_1)}{\rho_1(x_1)} \frac{p(\rho_1(x_1))}{\beta(x_0, x_1)} \frac{K}{6} d(x_0, x_1)^2
\]

\[
\leq U(\rho_1(x_1)) - \frac{K_{\infty} U}{6} d(x_0, x_1)^2.
\]

Thus
\[ \int U \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1) \]
\[ \leq \int U(\rho_1(x_1)) \nu(dx_1) - \frac{K_{\infty,U}}{6} \int \rho_1(x_1)^2 \pi(dx_0|x_1) \nu(dx_1) \]
\[ = \int U(\rho_1) \, d\nu - \frac{K_{\infty,U}}{6} \, W_2(\mu_0, \mu_1)^2. \quad (20.28) \]

On the other hand,
\[ \int p(\rho_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0) \]
\[ \leq -\frac{K_{\infty,U}}{3} \int \rho_0(x_0) \, d(x_0, x_1)^2 \pi(dx_1|x_0) \nu(dx_0) \]
\[ = -\frac{K_{\infty,U}}{3} \, W_2(\mu_0, \mu_1)^2. \quad (20.29) \]

Plugging (20.28) and (20.29) into (20.12) finishes the proof of (20.14).

The proof of (iii) is along the same lines: I shall establish the identity
\[ \int U \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1) \]
\[ + \int p(\rho_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0) \]
\[ \leq U_\nu(\mu_1) - K\lambda \left( (\sup \rho_0)^{-\frac{1}{N}} + (\sup \rho_1)^{-\frac{1}{N}} \right) \, W_2(\mu_0, \mu_1)^2. \quad (20.30) \]

This combined with Corollary 19.5 will lead from (20.12) to (20.15).

So let us prove (20.30). By convexity of \( s \mapsto s^N U(s^{-N}) \),
\[ U \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \leq U(\rho_1(x_1)) \]
\[ + N \left( \frac{\beta(x_0, x_1)}{\rho_1(x_1)} \right)^{1-\frac{1}{N}} p \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \left[ \left( \frac{\beta(x_0, x_1)}{\rho_1(x_1)} \right)^{1-\frac{1}{N}} - \frac{1}{\rho_1(x_1)^{\frac{1}{N}}} \right] \]
which is the same as
\[ U \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \leq U(\rho_1(x_1)) \]
\[ + N p \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1)^{1-\frac{1}{N}} (\beta(x_0, x_1)^{\frac{1}{N}} - 1). \]
As a consequence,
\[
\int U \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1) \leq U_\nu(\mu_1)
\]
\[+ N \int p \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1)^{1 - \frac{1}{N}} \left( \beta(x_0, x_1)^{\frac{1}{N}} - 1 \right) \pi(dx_0|x_1) \nu(dx_1).\]

(20.31)

Since \( K \geq 0 \), \( \beta(x_0, x_1) \) coincides with \((\alpha/\sin \alpha)^{N-1}\), where \( \alpha = \sqrt{K/(N-1)} d(x_0, x_1) \). By the elementary inequality
\[0 \leq \alpha \leq \pi \implies N \left( \frac{\alpha}{\sin \alpha} \right)^{N-1} \geq \left( \frac{N-1}{6} \right) \alpha^2 \]
(20.32)
(see the bibliographical notes for details), the right-hand side of (20.31) is bounded above by
\[
U_\nu(\mu_1) - \frac{K}{6} \int p \left( \frac{\rho_1(x_1)}{\beta(x_0, x_1)} \right) \beta(x_0, x_1)^{1 - \frac{1}{N}} \pi(dx_0|x_1) \nu(dx_1)
\]

\[\leq U_\nu(\mu_1) - \frac{K}{6} \left[ \inf_{r>0} \frac{p(r)}{r^{\frac{1}{N}}} \right] \int \rho_1(x_1)^{1 - \frac{1}{N}} d(x_0, x_1)^2 \pi(dx_0|x_1) \nu(dx_1)
\]

\[\leq U_\nu(\mu_1) - \frac{K}{6} \left( \lim_{r \to 0} \frac{p(r)}{r^{\frac{1}{N}}} \right) (\sup \rho_1)^{-\frac{1}{N}} \int \rho_1(x_1) d(x_0, x_1)^2 \pi(dx_0|x_1) \nu(dx_1)
\]

\[= U_\nu(\mu_1) - \frac{K}{6} \lambda (\sup \rho_1)^{-\frac{1}{N}} W_2(\mu_0, \mu_1)^2,\]

(20.33)

where \( \lambda = \lambda_{N,U} \).

On the other hand, since \( \beta'(x_0, x_1) = -(N-1)(1 - (\alpha/\tan \alpha)) < 0 \), we can use the elementary inequality
\[0 < \alpha \leq \pi \implies (N-1) \left( 1 - \frac{\alpha}{\tan \alpha} \right) \geq (N-1) \frac{\alpha^2}{3} \]
(20.34)
(see the bibliographical notes again) to deduce
\[
\int p(\rho_0(x_0)) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0)
\] (20.35)

\[
\leq \left( \inf_{r > 0} \frac{p(r)}{r^{1 - \frac{1}{\Pi}}} \right) \int \rho_0(x_0) r^{1 - \frac{1}{\Pi}} \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0)
\]

\[
\leq \left( \lim_{r \to 0} \frac{p(r)}{r^{1 - \frac{1}{\Pi}}} \right) (\sup \rho_0) - \frac{1}{\Pi} \int \rho_0(x_0) \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0)
\]

\[
\leq \left( \lim_{r \to 0} \frac{p(r)}{r^{1 - \frac{1}{\Pi}}} \right) (\sup \rho_0) - \frac{1}{\Pi} \int \rho_0(x_0) \left( \frac{Kd(x_0, x_1)^2}{3} \right) \pi(dx_1|x_0) \nu(dx_0)
\]

\[
= \frac{K\lambda (\sup \rho_0)}{3} \int d(x_0, x_1)^2 \pi(dx_0 dx_1)
\]

\[
= \frac{K\lambda (\sup \rho_0)}{3} W_2(\mu_0, \mu_1)^2.
\] (20.36)

The combination of (20.33) and (20.36) implies (20.30) and concludes the proof of Theorem 20.10.

\[\square\]

Bibliographical notes

Formula (20.6) appears as Theorem 5.30 in my book [814] when the space is \( \mathbb{R}^n \); there were precursors, see for instance [669, 671]. The integration by parts leading from (20.6) to (20.7) is quite tricky, especially in the noncompact case; this will be discussed later in more detail in Chapter 23 (see Theorem 23.14 and the bibliographical notes). Here I preferred to be content with Theorem 20.1, which is much less technical, and still sufficient for most applications known to me. Moreover, it applies to nonsmooth spaces, which will be quite useful in Part III of this course. The argument is taken from my joint work with Lott [577] (where the space \( \mathcal{X} \) is assumed to be compact, which simplifies slightly the assumptions).

Fisher introduced the Fisher information as part of his theory of “efficient statistics” [373]. It plays a crucial role in the Cramér–Rao inequality [252, Theorem 12.11.1], determines the asymptotic variance of the maximum likelihood estimate [802, Chapter 4] and the rate function for large deviations of time-averages of solutions of heat-like equations [313]. The Boltzmann–Gibbs–Shannon–Kullback information on the one hand, the Fisher information on the other hand, play the two
leading roles in information theory [252, 295]. They also have a leading part in statistical mechanics and kinetic theory (see e.g. [817, 812]).

The HWI inequality was established in my joint work with Otto [671]; it obviously extends to any reasonable $K$-displacement convex functional. A precursor inequality was studied by Otto [669]. An application to a “concrete” problem of partial differential equations can be found in [213, Section 5]. Recently Gao and Wu [405] used the HWI inequality to derive new criteria of uniqueness for certain spin systems.

It is shown in [671, Appendix] and [814, Proof of Theorem 9.17, Step 1] how to devise approximating sequences of smooth densities in such a way that the $H_\nu$ and $I_\nu$ functionals pass to the limit. By adapting these arguments one may conclude the proof of Corollary 20.13.

The role of the HWI inequality as an interpolation inequality is briefly discussed in [814, Section 9.4] and turned into application in [213, Proof of Theorem 5.1]: in that reference we study rates of convergence for certain nonlinear partial differential equations, and combine a bound on the Fisher information with a convergence estimate in Wasserstein distance, to establish a convergence estimate in a stronger sense ($L^1$ norm, for instance).

The HWI inequality is also interesting as an “infinite-dimensional” interpolation inequality; this is applied in [445] to the study of the limit behavior of the entropy in a hydrodynamic limit.

A slightly different derivation of the HWI inequality is due to Cordero-Erausquin [242]; a completely different derivation is due to Bobkov, Gentil and Ledoux [127]. Variations of these inequalities were studied by Agueh, Ghoussoub and Kang [5]; and Cordero-Erausquin, Gangbo and Houdré [245].

There is no well-identified analog of the HWI inequality for non-quadratic cost functions. For nonquadratic costs in $\mathbb{R}^n$, some inequalities in the spirit of HWI are established in [76], where they are used to derive various isoperimetric-type inequalities.

The first somewhat systematic studies of HWI-type inequalities in the case $N < \infty$ are due to Lott and myself [577, 578].

The elementary inequalities (20.32) and (20.34) are proven in [578, Section 5], where they are used to derive the Lichnerowicz spectral gap inequality (Theorem 21.20 in Chapter 21).
It is a fact of experience that several inequalities with isoperimetric content can be retrieved by considering the above-tangent formulation of displacement convexity. Here is a possible heuristic explanation for this phenomenon. Assume, for the sake of the discussion, that the initial measure is the normalized indicator function of some set $A$. Think of the functional $U_\nu$ as the internal energy of some fluid that is initially confined in $A$. In a displacement interpolation, some of the mass of the fluid will have to flow out of $A$, leading to a variation of the energy (typically, more space available means less density and less energy). The decrease of energy at initial time is related to the amount of mass that is able to flow out of $A$ at initial time, and that in turn is related to the surface of $A$ (a small surface leads to a small variation, because not much of the fluid can escape). So by controlling the decrease of energy, one should eventually gain control of the surface of $A$.

The functional nature of this approach makes it possible to replace the set $A$ by some arbitrary probability measure $\mu = \rho \nu$. Then, what plays the role of the “surface” of $A$ is some integral expression involving $\nabla \rho$. Any inequality expressing the domination of an integral expression of $\rho$ by an integral expression of $\rho$ and $\nabla \rho$ will be loosely referred to as a Sobolev-type, or isoperimetric-type inequality. Of course there are many many variants of such inequalities.
Logarithmic Sobolev inequalities

A probability measure $\nu$ on a Riemannian manifold is said to satisfy a logarithmic Sobolev inequality if the functional $H_\nu$ is dominated by (a constant multiple of) the functional $I_\nu$. Here is a more precise definition:

**Definition 21.1 (Logarithmic Sobolev inequality).** Let $M$ be a Riemannian manifold, and $\nu$ a probability measure on $M$. It is said that $\nu$ satisfies a logarithmic Sobolev inequality with constant $\lambda$ if, for any probability measure $\mu = \rho \nu$ with $\rho$ Lipschitz, one has

$$H_\nu(\mu) \leq \frac{1}{2\lambda} I_\nu(\mu).$$  (21.1)

Explicitly, inequality (21.1) means

$$\int \rho \log \rho \, d\nu \leq \frac{1}{2\lambda} \int \frac{|\nabla \rho|^2}{\rho} \, d\nu. \quad (21.2)$$

Equivalently, for any function $u$ (regular enough) one should have

$$\int u^2 \log(u^2) \, d\nu - \left( \int u^2 \, d\nu \right) \log \left( \int u^2 \, d\nu \right) \leq \frac{2}{\lambda} \int |\nabla u|^2 \, d\nu. \quad (21.3)$$

To go from (21.2) to (21.3), just set $\rho = u^2 / (\int u^2 \, d\nu)$ and notice that $\nabla|u| \leq |\nabla u|$.

The Lipschitz regularity of $\rho$ allows one to define $|\nabla \rho|$ pointwise, for instance by means of (20.1). Everywhere in this chapter, $|\nabla \rho|$ may also be replaced by the quantity $|\nabla - \rho|$ appearing in (20.2); in fact both expressions coincide almost everywhere if $u$ is Lipschitz.

This restriction of Lipschitz continuity is unnecessary, and can be relaxed with a bit of work. For instance, if $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, then one can use a little bit of distribution theory to show that the quantity $\int |\nabla \rho|^2 / \rho \, d\nu$ is well-defined in $[0, +\infty]$, and then (21.1) makes sense. But in the sequel, I shall just stick to Lipschitz functions. The same remark applies to other functional inequalities which will be encountered later: dimension-dependent Sobolev inequalities, Poincaré inequalities, etc.

Logarithmic Sobolev inequalities are *dimension-free* Sobolev-type inequalities: the dimension of the space does not appear explicitly in (21.3). This is one reason why these inequalities are extremely popular in various branches of statistical mechanics, mathematical statistics,
quantum field theory, and more generally the study of phenomena in high or infinite dimension. They are also used in geometry and partial differential equations, including Perelman’s recent work on the Ricci flow and the Poincaré conjecture.

At this stage of the course, the next theorem, a famous result in Riemannian geometry, may seem almost trivial.

**Theorem 21.2 (Bakry–Émery theorem).** Let $M$ be a Riemannian manifold equipped with a reference probability measure $\nu = e^{-V}\text{vol}$, $V \in C^2(M)$, satisfying a curvature assumption $\text{CD}(K, \infty)$ for some $K > 0$. Then $\nu$ satisfies a logarithmic Sobolev inequality with constant $K$, i.e.

$$H_\nu \leq \frac{I_\nu}{2K}. \quad (21.4)$$

**Example 21.3.** For the Gaussian measure $\gamma(dx) = (2\pi)^{-n/2}e^{-|x|^2/2}$ in $\mathbb{R}^n$, one has

$$H_\gamma \leq \frac{I_\gamma}{2}, \quad (21.5)$$

independently of the dimension. This is the **Stam–Gross logarithmic Sobolev inequality.** By scaling, for any $K > 0$ the measure $\gamma_K(dx) = (2\pi/K)^{-n/2}e^{-K|x|^2/2}dx$ satisfies a logarithmic Sobolev inequality with constant $K$.

**Remark 21.4.** More generally, if $V \in C^2(\mathbb{R}^n)$ and $\nabla^2V \geq K I_n$, Theorem 21.2 shows that $\nu(dx) = e^{-V(x)} dx$ satisfies a logarithmic Sobolev inequality with constant $K$. When $V(x) = K|x|^2/2$ the constant $K$ is optimal in (21.4).

**Remark 21.5.** The curvature assumption $\text{CD}(K, \infty)$ is quite restrictive; however, there are known perturbation theorems which immediately extend the range of application of Theorem 21.2. For instance, if $\nu$ satisfies a logarithmic Sobolev inequality, $\nu$ is a bounded function and $\tilde{\nu} = e^{-v}\nu/Z$ is another probability measure obtained from $\nu$ by multiplication by $e^{-v}$, then also $\tilde{\nu}$ satisfies a logarithmic Sobolev inequality (Holley–Stroock perturbation theorem). The same is true if $v$ is unbounded, but satisfies $\int e^{\alpha |\nabla v|^2} d\nu < \infty$ for $\alpha$ large enough.

**Proof of Theorem 21.2.** By Theorem 18.12, $\nu$ admits square-exponential moments, in particular it lies in $P_2(M)$. Then from Corollary 20.13(ii) and the inequality $ab \leq Ka^2/2 + b^2/(2K)$,
\[ H_\nu(\mu) \leq W_2(\mu, \nu) \sqrt{I_\nu(\mu)} - \frac{KW_2(\mu, \nu)^2}{2} \leq \frac{I_\nu(\mu)}{2K}. \]

Open Problem 21.6. For Riemannian manifolds satisfying \( \text{CD}(K, N) \) with \( N < \infty \), the optimal constant in the logarithmic Sobolev inequality is not \( K \) but \( KN/(N-1) \). Can this be proven by a transport argument?

In the next section, some finite-dimensional Sobolev inequalities will be addressed, but it is not at all clear that they are strong enough to lead to the solution of Problem 21.6. Before examining these issues, I shall state an easy variation of Theorem 21.2. Recall Definition 20.6.

Theorem 21.7 (Sobolev-\( L^\infty \) interpolation inequalities). Let \( M \) be a Riemannian manifold, equipped with a reference probability measure \( \nu = e^{-V} \text{vol} \), \( V \in C^2(M) \), satisfying a \( \text{CD}(K, N) \) curvature-dimension bound for some \( K > 0 \), \( N \in (1, \infty] \). Further, let \( U \in DC_N \). Then, for any Lipschitz-continuous probability density \( \rho \), if \( \mu = \rho \nu \), one has the inequality

\[ 0 \leq U_\nu(\mu) - U_\nu(\nu) \leq \left( \sup \rho \right) \frac{1}{2K\lambda} I_{U, \nu}(\mu), \quad (21.6) \]

where

\[ \lambda = \lim_{r \to 0} \left( \frac{p(r)}{r^{1-\frac{1}{N}}} \right). \]

Proof of Theorem 21.7. The proof of the inequality on the right-hand side of (21.6) is the same as for Theorem 21.2, using Theorem 20.10(iii). The inequality on the left-hand side is a consequence of Jensen’s inequality: \( U_\nu(\mu) = \int U(\rho) d\nu \geq U(\int \rho d\nu) = U(1) = U_\nu(\nu). \)

Sobolev inequalities

Sobolev inequalities are one among several classes of functional inequalities with isoperimetric content; they are extremely popular in the theory of partial differential equations. They look like logarithmic Sobolev inequalities, but with powers instead of logarithms, and they take dimension into account explicitly.
The most basic Sobolev inequality is in Euclidean space: If $u$ is a function on $\mathbb{R}^n$ such that $\nabla u \in L^p(\mathbb{R}^n)$ $(1 \leq p < n)$ and $u$ vanishes at infinity (in whatever sense, see e.g. Remark 21.13 below), then $u$ automatically lies in $L^{p^*}(\mathbb{R}^n)$ where $p^* = (np)/(n - p) > p$. More quantitatively, there is a constant $S = S(n, p)$ such that
\[
\|u\|_{L^{p^*}(\mathbb{R}^n)} \leq S \|\nabla u\|_{L^p(\mathbb{R}^n)}.
\]
There are other versions for $p = n$ (in which case essentially $\exp(c u^{n'})$ is integrable, $n' = n/(n - 1)$), and $p > n$ (in which case $u$ is Hölder-continuous). There are also very many variants for a function $u$ defined on a set $\Omega$ that might be a reasonable open subset of either $\mathbb{R}^n$ or a Riemannian manifold $M$. For instance (say for $p < n$),
\[
\|u\|_{L^{p^*}(\mathbb{Omega})} \leq A \|\nabla u\|_{L^p(\Omega)} + C \|u\|_{L^q(\Omega)}, \quad q \geq 1,
\]
where $p^* = (n - 1)p/n - p$.

One can also quote the Gagliardo–Nirenberg interpolation inequalities, which typically take the form
\[
\|u\|_{L^{p^*}} \leq G \|\nabla u\|_{L^p}^{1 - \theta} \|u\|_{L^q}^\theta, \quad 1 \leq p < n, \quad 1 \leq q < p^*, \quad 0 \leq \theta \leq 1,
\]
with some restrictions on the exponents. I will not say more about Sobolev-type inequalities, but there are entire books devoted to them.

In a Riemannian setting, there is a famous family of Sobolev inequalities obtained from the curvature-dimension bound $\text{CD}(K, N)$ with $K > 0$ and $2 < N < \infty$:
\[
1 \leq q \leq \frac{2N}{N - 2} \implies \quad \frac{c}{q - 2} \left[ \left( \int |u|^q d\nu \right)^{2/q} - \int |u|^2 d\nu \right] \leq \int |\nabla u|^2 d\nu, \quad c = \frac{NK}{N - 1}.
\]

When $q \to 2$, (21.7) reduces to Bakry–Émery’s logarithmic Sobolev inequality. The other most interesting member of the family is obtained when $q$ coincides with the critical exponent $2^* = (2N)/(N - 2)$, and then (21.7) becomes
\[
\|u\|_{L^{2N/(N - 2)}(M)}^2 \leq \|u\|_{L^2(M)}^2 + \left( \frac{4}{N - 2} \right) \left( \frac{N - 1}{KN} \right) \|\nabla u\|_{L^2(M)}^2. \quad (21.8)
\]
There is no loss of generality in assuming \( u \geq 0 \), since the inequality for general \( u \) follows easily from the inequality for nonnegative \( u \). Let us then change unknowns by choosing \( \rho = u^{2N/(N-2)} \). By homogeneity, there is also no loss of generality in assuming that \( \mu := \rho \nu \) is a probability measure. Then inequality (21.8) transforms into

\[
H_{N/2,\nu}(\mu) = -\frac{N}{2} \int (\rho^{1-\frac{2}{N}} - \rho) \, d\nu \\
\leq \frac{1}{2K} \int \frac{\lvert \nabla \rho \rvert^2}{\rho} \left( \frac{(N-1)(N-2)}{N^2} \rho^{-\frac{2}{N}} \right) \, d\nu. \tag{21.9}
\]

The way in which I have written inequality (21.9) might look strange, but it has the merit of showing very clearly how the limit \( N \to \infty \) leads to the logarithmic Sobolev inequality \( H_{\infty,\nu}(\mu) \leq (1/2K) \int (\lvert \nabla \rho \rvert^2 / \rho) \, d\nu \).

I don’t know whether (21.9), or more generally (21.7), can be obtained by transport. Instead, I shall derive related inequalities, whose relation to (21.9) is still unclear.

**Remark 21.8.** It is possible that (21.8) implies (21.6) if \( U = U_N \). This would follow from the inequality

\[
H_{N,\nu}(\mu) \leq \left( \frac{N-1}{N-2} \right) \left( \sup \rho \right)^{\frac{1}{N}} H_{N/2,\nu},
\]

which should not be difficult to prove, or disprove.

**Theorem 21.9 (Sobolev inequalities from \( \text{CD}(K,N) \)).** Let \( M \) be a Riemannian manifold, equipped with a reference measure \( \nu = e^{-V} \text{vol} \), \( V \in C^2(M) \), satisfying a curvature-dimension inequality \( \text{CD}(K,N) \) for some \( K > 0 \), \( 1 < N < \infty \). Then, for any probability density \( \rho \), Lipschitz continuous and strictly positive, and \( \mu = \rho \nu \), one has

\[
H_{N,\nu}(\mu) = -N \int_M (\rho^{1-\frac{2}{K}} - \rho) \, d\nu \leq \int_M \Theta^{(N,K)}(\rho, \lvert \nabla \rho \rvert) \, d\nu, \tag{21.10}
\]

where

\[
\Theta^{(N,K)}(r, g) = r \sup_{0 \leq \alpha \leq \pi} \left( \frac{N-1}{N} \frac{g}{r^{1+\frac{4}{N}}} \sqrt{\frac{N-1}{K}} \alpha + \left( 1 - \left( \frac{\alpha}{\sin \alpha} \right)^{1-\frac{4}{N}} \right) \right) + (N-1) \left( \frac{\alpha}{\tan \alpha} - 1 \right) r^{-\frac{4}{N}}. \tag{21.11}
\]
As a consequence,
\[ H_{N,\nu}(\mu) \leq \frac{1}{2K} \int_M |\nabla \rho|^2 \left( \frac{(N - 1)}{N} \right)^2 \frac{\rho^{-\frac{2}{N}}}{\frac{1}{3} + \frac{2}{3} \rho^{-\frac{2}{N}}} \, d\nu. \] (21.12)

**Remark 21.10.** By taking the limit as \( N \to \infty \) in (21.12), one recovers again the logarithmic Sobolev inequality of Bakry and Émery, with the sharp constant. For fixed \( N \), the exponents appearing in (21.12) are sharp: For large \( \rho \), the integrand in the right-hand side behaves like \( |\nabla \rho|^2 \rho^{-(1+2/N)} = c_N|\nabla \rho|^{\frac{1}{N}}|^2 \), so the critical Sobolev exponent \( 2^* \) does govern this inequality. On the other hand, the constants appearing in (21.12) are definitely not sharp; for instance it is obvious that they do not imply exponential integrability as \( N \to 2 \).

**Open Problems 21.11.** Is inequality (21.10) stronger, weaker, or not comparable to inequality (21.9)? Does (21.12) follow from (21.9)? Can one find a transport argument leading to (21.9)?

**Proof of Theorem 21.9.** Start from Theorem 20.10 and choose \( U(r) = -N(r^{1-\frac{1}{N}} - r) \). After some straightforward calculations, one obtains
\[ H_{N,\nu}(\mu) \leq \int_M \theta^{(N,K)}(\rho, |\nabla \rho|, \alpha), \]
where \( \alpha = \sqrt{K/(N - 1)} \, d(x_0, x_1) \in [0, \pi] \), and \( \theta^{(N,K)} \) is an explicit function such that
\[ \Theta^{(N,K)}(r, g) = \sup_{\alpha \in [0, \pi]} \theta^{(N,K)}(r, g, \alpha). \]

This is sufficient to prove (21.10).

To go from (21.10) to (21.12), one can use the elementary inequalities (20.32) and (20.34) and compute the supremum explicitly.

Now I shall consider the case of the Euclidean space \( \mathbb{R}^n \), equipped with the Lebesgue measure, and show that sharp Sobolev inequalities can be obtained by a transport approach. The proof will take advantage of the scaling properties in \( \mathbb{R}^n \).

**Theorem 21.12 (Sobolev inequalities in \( \mathbb{R}^n \)).** Whenever \( u \) is a Lipschitz, compactly supported function on \( \mathbb{R}^n \), then
\[ \|u\|_{L^p_n(\mathbb{R}^n)} \leq S_n(p) \|\nabla u\|_{L^p(\mathbb{R}^n)}, \quad 1 \leq p < n, \quad p^* = \frac{np}{n-p}, \]

where the constant \( S_n(p) \) is given by

\[
S_n(p) = \inf \left\{ \frac{p(n-1)}{n(n-p)} \left( \int |g| \right)^{\frac{1}{p^*}} \left( \int |y| |g(y)| dy \right)^{\frac{1}{p'}} \right\}, \quad p' = \frac{p}{p-1},
\]

and the infimum is taken over all functions \( g \in L^1(\mathbb{R}^n) \), not identically 0.

**Remark 21.13.** The assumption of Lipschitz continuity for \( u \) can be removed, but I shall not do so here. Actually, inequality (21.13) holds true as soon as \( u \) is locally integrable and vanishes at infinity, in the sense that the Lebesgue measure of \( \{|u| \geq r\} \) is finite for any \( r > 0 \).

**Remark 21.14.** The constant \( S_n(p) \) in (21.13) is optimal.

**Proof of Theorem 21.12.** Choose \( M = \mathbb{R}^n \), \( \nu = \) Lebesgue measure, and apply Theorem 20.10 with \( K = 0 \), \( N = n \), and \( \mu_0 = \rho_0 \nu \), \( \mu_1 = \rho_1 \nu \), both of them compactly supported. By formula (20.14) in Theorem 20.10(i),

\[
H_{n,\nu}(\mu_0) - H_{n,\nu}(\mu_1) \leq \left( 1 - \frac{1}{n} \right) \int_{\mathbb{R}^n} \rho_0(x_0)^{-\left(1+\frac{1}{n}\right)} |\nabla \rho_0|(x_0) d(x_0, x_1) \pi(dx_0 dx_1).
\]

Then Hölder’s inequality and the marginal property of \( \pi \) imply

\[
H_{n,\nu}(\mu_0) - H_{n,\nu}(\mu_1) \leq \left( 1 - \frac{1}{n} \right) \left( \int_{\mathbb{R}^n} \rho_0^{-p\left(1+\frac{1}{n}\right)} |\nabla \rho_0|^p d\mu_0 \right)^{\frac{1}{p'}} \left( \int_{\mathbb{R}^n} d(x_0, x_1)^{p'} \pi(dx_0 dx_1) \right)^{\frac{1}{p'}},
\]

where \( p' = p/(p-1) \). This can be rewritten

\[
n \int \rho_1^{1-\frac{1}{n}} d\nu \leq n \int \rho_0^{1-\frac{1}{n}} d\nu - \left( 1 - \frac{1}{n} \right) \left( \rho_0^{-p\left(1+\frac{1}{n}\right)} |\nabla \rho_0|^p d\mu_0 \right)^{\frac{1}{p'}} W_p(\mu_0, \mu_1). \quad (21.14)
\]
Now I shall use a homogeneity argument. Fix $\rho_1$ and $\rho_0$ as above, and define $\rho_0^{(\lambda)}(x) = \lambda^n \rho_0(\lambda x)$. On the one hand,

$$\int (\rho_0^{(\lambda)})^{1 - \frac{1}{n}} d\nu = \lambda^{-1} \int \rho_0^{1 - \frac{1}{n}} d\nu \xrightarrow{\lambda \to \infty} 0;$$

on the other hand,

$$\int \mathbb{R}^n (\rho_0^{(\lambda)})^{-p(1 + \frac{1}{n})} |\nabla \rho_0^{(\lambda)}|^p d\mu_0^{(\lambda)} \quad \text{does not depend on } \lambda.$$

Moreover, as $\lambda \to \infty$, the probability measure $\mu_0^{(\lambda)} = \rho_0^{(\lambda)} \nu$ converges weakly to the Dirac mass $\delta_0$ at the origin; so

$$W_p'(\mu_0^{(\lambda)}, \mu_1) \rightarrow W_p'(\delta_0, \mu_1) = \left( \int |y|^{p'} d\mu_1(y) \right)^{\frac{1}{p'}}.$$

After writing (21.14) for $\mu_0 = \mu_0^{(\lambda)}$ and then passing to the limit as $\lambda \to \infty$, one obtains

$$n \int \rho_1^{1 - \frac{1}{n}} d\nu \leq \left( \int \rho_0^{p(1 + \frac{1}{n})} |\nabla \rho_0|^p d\mu_0 \right)^{\frac{1}{p}} \left( \int |y|^{p'} d\mu_1(y) \right)^{\frac{1}{p'}}. \quad (21.15)$$

Let us change unknowns and define $\rho_0 = u^{1/p^*}, \rho_1 = g$; inequality (21.15) then becomes

$$1 \leq \frac{p}{n(n - p)} \left( \frac{\left( \int |y|^{p'} g(y) dy \right)^{\frac{1}{p'}}}{\int g^{(1 - \frac{1}{n})}} \right) \|\nabla u\|_{L^p},$$

where $u$ and $g$ are only required to satisfy $\int u^{p^*} = 1, \int g = 1$. The inequality (21.13) follows by homogeneity again. \qed

To conclude this section, I shall assume $\text{Ric}_{N,\nu} \geq K < 0$ and derive Sobolev inequalities for compactly supported functions. Since I shall not be concerned here with optimal constants, I shall only discuss the limit case $p = 1, p^* = n/(n - 1)$, which implies the general inequality for $p < n$ (via Hölder’s inequality), up to a loss in the constants.

**Theorem 21.15 (CD(K, N) implies $L^1$-Sobolev inequalities).**

Let $M$ be a Riemannian manifold equipped with a reference measure
\( \nu = e^{-V \text{vol}} \), satisfying a curvature-dimension bound \( \text{CD}(K, N) \) for some \( K < 0 \), \( N \in (1, \infty) \). Then, for any ball \( B = B(z, R), R \geq 1 \), there are constants \( A \) and \( B \), only depending on a lower bound on \( K \), and upper bounds on \( N \) and \( R \), such that for any Lipschitz function \( u \) supported in \( B \),

\[
\|u\|_{L^2} \leq A \|\nabla u\|_{L^1} + B \|u\|_{L^1}. \tag{21.16}
\]

**Proof of Theorem 21.15.** Inequality (21.16) remains unchanged if \( \nu \) is multiplied by a positive constant. So we might assume, without loss of generality, that \( \nu[B(z, R)] = 1 \).

Formula (20.12) in Theorem 20.10 implies

\[
N - \int \rho_0^{-1 - \frac{1}{N}} d\nu \leq N - \int \rho_1(x_1)^{1 - \frac{1}{N}} \beta(x_0, x_1)^{\frac{1}{N}} \pi(dx_0|x_1) \nu(dx_1)
\]

\[
+ \int \rho_0(x_0)^{1 - \frac{1}{N}} \beta'(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0)
\]

\[
+ \frac{1}{N} \int \rho_0(x_0)^{-1 - \frac{N}{N-1}} |\nabla \rho_0(x_0)| d(x_0, x_1) \pi(dx_0 dx_1). \tag{21.17}
\]

Choose \( \rho_1 = 1_{B(z, R)/\nu[B(z, R)]} \) (the normalized indicator function of the ball). The arguments of \( \beta \) and \( \beta' \) in (21.17) belong to \( B(z, R) \), so the coefficients \( \beta \) and \( \beta' \) remain bounded by some explicit function of \( N, K \) and \( R \), while the distance \( d(x_0, x_1) \) remains bounded by \( 2R \). So there are constants \( \delta(K, N, R) > 0 \) and \( C(K, N, R) \) such that

\[
- \int \rho_0^{-1 - \frac{1}{N}} d\nu \leq - \delta(K, N, R) \nu[B]^\frac{1}{N}
\]

\[
+ C(K, N, R) \left[ \int \rho_0^{1 - \frac{1}{N}} + \int \rho_0^{-\frac{N}{N-1}} |\nabla \rho_0| \right]. \tag{21.18}
\]

Recall that \( \nu[B] = 1 \); then after the change of unknowns \( \rho_0 = u^{N/(N-1)} \), inequality (21.18) implies

\[
1 \leq S(K, N, R) \left[ \|\nabla u\|_{L^1(M)} + \|u\|_{L^1(M)} \right],
\]

for some explicit constant \( S = (C + 1)/\delta \). This holds true under the constraint \( 1 = \int \rho = \int u^{N/(N-1)} \), and then inequality (21.16) follows by homogeneity.
\[\Box\]
**Isoperimetric inequalities**

Isoperimetric inequalities are sometimes obtained as limits of Sobolev inequalities applied to indicator functions. The most classical example is the equivalence between the Euclidean isoperimetric inequality

\[
\frac{|\partial A|}{|A|^{\frac{n-1}{n}}} \geq \frac{|\partial B^n|}{|B^n|^{\frac{n-1}{n}}}
\]

already considered in Chapter 2, and the *optimal* Sobolev inequality

\[
\|u\|_{L^{n/(n-1)}(\mathbb{R}^n)} \leq S_n(1) \|\nabla u\|_{L^1(\mathbb{R}^n)}.
\]

As seen before, there is a proof of the optimal Sobolev inequality in \(\mathbb{R}^n\) based on transport, and of course this leads to a proof of the Euclidean isoperimetry. There is also a more direct path to a transport-based proof of isoperimetry, as explained in Chapter 2.

Besides the Euclidean one, the most famous isoperimetric inequality in differential geometry is certainly the *Lévy–Gromov inequality*, which states that if \(A\) is a reasonable set in a manifold \((M, g)\) with dimension \(n\) and Ricci curvature bounded below by \(K > 0\), then

\[
\frac{|\partial A|}{|A|} \geq \frac{|\partial B|}{|B|},
\]

where \(B\) is a spherical cap in the model sphere \(S\) (that is, the sphere with dimension \(N\) and Ricci curvature \(K\)) such that \(|B|/|S| = |A|/|M|\). In other words, isoperimetry in \(M\) is at least as strong as isoperimetry in the model sphere.

I don’t know if the Lévy–Gromov inequality can be retrieved from optimal transport, and I think this is one of the most exciting open problems in the field. Indeed, there seems to be no “reasonable” proof of the Lévy–Gromov inequality, in the sense that the only known arguments rely on subtle results from geometric measure theory, about the rectifiability of certain extremal sets. A softer argument would be conceptually very satisfactory. I record this in the form of a loosely formulated open problem:

**Open Problem 21.16.** *Find a transport-based, soft proof of the Lévy–Gromov isoperimetric inequality.*

The same question can be asked for the *Gaussian isoperimetry*, which is the infinite-dimensional version of the Lévy–Gromov inequality. In this case however there are softer approaches based on functional versions; see the bibliographical notes for more details.
Poincaré inequalities

Poincaré inequalities are related to Sobolev inequalities, and often appear as limit cases of them. (I am sorry if the reader begins to be bored by this litany: Logarithmic Sobolev inequalities are limits of Sobolev inequalities, isoperimetric inequalities are limits of Sobolev inequalities, Poincaré inequalities are limits of Sobolev inequalities... ) Here in this section I shall only consider global Poincaré inequalities, which are rather different from the local inequalities considered in Chapter 19.

**Definition 21.17 (Poincaré inequality).** Let $M$ be a Riemannian manifold, and $\nu$ a probability measure on $M$. It is said that $\nu$ satisfies a Poincaré inequality with constant $\lambda$ if, for any $u \in L^2(\mu)$ with $u$ Lipschitz, one has

\[
\left\| u - \langle u \rangle \right\|_{L^2(\nu)}^2 \leq \frac{1}{\lambda} \left\| \nabla u \right\|_{L^2(\nu)}^2, \quad \langle u \rangle = \int u \, d\nu.
\]

(21.19)

**Remark 21.18.** Throughout Part II, I shall always assume that $\nu$ is absolutely continuous with respect to the volume measure. This implies that Lipschitz functions are $\nu$-almost everywhere differentiable.

Inequality (21.19) can be reformulated into

\[
\left[ \int u \, d\nu = 0 \right] \implies \left\| u \right\|_{L^2}^2 \leq \frac{\left\| \nabla u \right\|_{L^2}^2}{\lambda}.
\]

This writing makes the formal connection with the logarithmic Sobolev inequality very natural. (The Poincaré inequality is obtained as the limit of the logarithmic Sobolev inequality when one sets $\mu = (1 + \varepsilon u) \, \nu$ and lets $\varepsilon \to 0$.)

Like Sobolev inequalities, Poincaré inequalities express the domination of a function by its gradient; but unlike Sobolev inequalities, they do not include any gain of integrability. Poincaré inequalities have spectral content, since the best constant $\lambda$ can be interpreted as the spectral gap for the Laplace operator on $M$.\(^1\) There is no Poincaré inequality on $\mathbb{R}^n$ equipped with the Lebesgue measure (the usual “flat” Laplace operator does not have a spectral gap), but there is a Poincaré

---

\(^1\) This is one reason to take $\lambda$ (universally accepted notation for spectral gap) as the constant defining the Poincaré inequality. Unfortunately this is not consistent with the convention that I used for local Poincaré inequalities; another choice would have been to call $\lambda^{-1}$ the Poincaré constant.
inequality on, say, any compact Riemannian manifold equipped with its volume measure.

Poincaré inequalities are implied by logarithmic Sobolev inequalities, but the converse is false.

**Example 21.19 (Exponential measure).** Let $\nu(dx) = e^{-|x|} dx$ be the exponential measure on $[0, +\infty)$. Then $\nu$ satisfies a Poincaré inequality (with constant 1). On the other hand, it does not satisfy any logarithmic Sobolev inequality. The same conclusions hold true for the double-sided exponential measure $\nu(dx) = e^{-|x|} dx/2$ on $\mathbb{R}$. More generally, the measure $\nu_\beta(dx) = e^{-|x|}/\beta} dx/2$ on $\mathbb{R}$.

Establishing Poincaré inequalities for various measures is an extremely classical problem on which a lot has been written. Here is one of the oldest results in the field:

**Theorem 21.20 (Lichnerowicz’s spectral gap inequality).** Let $M$ be a Riemannian manifold equipped with a reference Borel measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, satisfying a curvature-dimension condition $\text{CD}(K, N)$ for some $K > 0$, $N \in (1, \infty]$. Then $\nu$ satisfies a Poincaré inequality with constant $KN/(N-1)$.

In other words, if $\text{CD}(K, N)$ holds true, then for any Lipschitz function $f$ on $M$ with $\int f \, d\nu = 0$, one has

$$\int f \, d\nu = 0 \implies \int f^2 \, d\nu \leq \frac{N-1}{KN} \int |\nabla f|^2 \, d\nu. \quad (21.20)$$

**Remark 21.21.** Let $L = \Delta - \nabla V \cdot \nabla$, then (21.20) means that $L$ admits a spectral gap of size at least $KN/(N-1)$:

$$\lambda_1(-L) \geq \frac{KN}{N-1}.$$ 

**Proof of Theorem 21.20.** In the case $N < \infty$, apply (21.12) with $\mu = (1 + \varepsilon f) \nu$, where $\varepsilon$ is a small positive number, $f$ is Lipschitz and $\int f \, d\nu = 0$. Since $M$ has a finite diameter, $f$ is bounded, so $\mu$ is a probability measure for $\varepsilon$ small enough. Then, by standard Taylor expansion of the logarithm function,

$$H_{N, \nu}(\mu) = \varepsilon \int f \, d\nu + \varepsilon^2 \left( \frac{N-1}{N} \int \frac{f^2}{2} \, d\nu \right) + o(\varepsilon^2),$$
and the first term on the right-hand side vanishes by assumption. Similarly,

\[ \int \frac{\nabla \rho}{\rho} \left( \frac{\rho - \frac{2}{3}}{\frac{1}{4} + \frac{2}{3} \rho - \frac{1}{3}} \right) = \varepsilon^2 \int |\nabla f|^2 d\nu + o(\varepsilon^2). \]

So (21.12) implies

\[ \frac{N - 1}{2} \int \frac{f^2}{2} d\nu \leq \frac{1}{2K} \left( \frac{N - 1}{N} \right)^2 \int |\nabla f|^2 d\nu, \]

and then inequality (21.20) follows.

In the case \( N = \infty \), start from inequality (21.4) and apply a similar reasoning. (It is in fact a well-known property that a logarithmic Sobolev inequality with constant \( K \) implies a Poincaré inequality with constant \( K \).)

\[ \square \]

Bibliographical notes

Popular sources dealing with classical isoperimetric inequalities are the book by Burago and Zalgaller [176], and the survey by Osserman [664]. A very general discussion of isoperimetric inequalities can be found in Bobkov and Houdré [129]. The subject is related to Poincaré inequalities, as can be seen through Cheeger’s isoperimetric inequality (19.32). As part of his huge work on concentration of measure, Talagrand has put forward the use of isoperimetric inequalities in product spaces [772].

There are entire books devoted to logarithmic Sobolev inequalities; this subject goes back at least to Nelson [649] and Gross [441], in relation to hypercontractivity and quantum field theory; but it also has its roots in earlier works by Stam [758], Federbush [351] and Bonami [142]. A gentle introduction, and references, can be found in [41]. The 1992 survey by Gross [442], the Saint-Flour course by Bakry [54] and the book by Royer [711] are classical references. Applications to concentration of measure and deviation inequalities can also be found in those sources, or in Ledoux’s synthesis works [544, 546].

The first and most famous logarithmic Sobolev inequality is the one that holds true for the Gaussian reference measure in \( \mathbb{R}^n \) (equation (21.5)). At the end of the fifties, Stam [758] established an inequality which can be recast (after simple changes of functions) as the usual...
logarithmic Sobolev inequality, found fifteen years later by Gross [441]. Stam’s inequality reads $\mathcal{N} I \geq 1$, where $I$ is the Fisher information, and $\mathcal{N}$ is the “power entropy”. (In dimension $n$, this inequality should be replaced by $\mathcal{N} I \geq n$.) The main difference between these inequalities is that Stam’s is expressed in terms of the Lebesgue reference measure, while Gross’s is expressed in terms of the Gaussian reference measure. Although Stam is famous for his information-theoretical inequalities, it was only at the beginning of the nineties that specialists identified a version of the logarithmic Sobolev inequality in his work. (I learnt it from Carlen.) I personally use the name “Stam–Gross logarithmic Sobolev inequality” for (21.5); but this is of course debatable. Stam’s argument was slightly flawed because of regularity issues, see [205, 783] for corrected versions.

At present, there are more than fifteen known proofs of (21.5); see Gross [442] for a partial list.

The Bakry–Émery theorem (Theorem 21.2) was proven in [56] by a semigroup method which will be reinterpreted in Chapter 25 as a gradient flow argument. The proof was rewritten in a language of partial differential equations in [43], with emphasis on the link with the convergence to equilibrium for the heat-like equation $\partial_t \rho = L \rho$.

The proof of Theorem 21.2 given in these notes is essentially the one that appeared in my joint work with Otto [671]. When the manifold $M$ is $\mathbb{R}^n$ (and $V$ is $K$-convex), there is a slightly simpler variant of that argument, due to Cordero-Erausquin [242]; there are also two quite different proofs, one by Caffarelli [188] (based on his log concave perturbation theorem) and one by Bobkov and Ledoux [131] (based on the Brunn–Minkowski inequality in $\mathbb{R}^n$). It is likely that the distorted Prékopa–Leindler inequality (Theorem 19.16) can be used to derive an alternative proof of the Bakry–Émery theorem in the style of Bobkov–Ledoux.

In the definition of logarithmic Sobolev inequality (Definition 21.1), I imposed a Lipschitz condition on the probability density $\rho$. Relaxing this condition can be done by tedious approximation arguments in the style of [671, Appendix], [43], and [814, Proof of Theorem 9.17, Step 1]. (In these references this is done only for the Euclidean space.) By the way, the original proof by Bakry and Émery [56] is complete only for compact manifolds. (Only formal computations were established in this paper, and integrations by parts were not taken care of rigorously, neither the proof of ergodicity of the diffusion in the entropy sense.) For
a compact manifold this is nothing; but on a noncompact manifold, one should be careful about the behavior of the density at infinity.) In his PhD thesis, Demange worked out much more complicated situations in full detail, so there is no doubt that the Bakry–Émery strategy can be made rigorous also on noncompact manifolds, although the proof is probably nowhere to be found.

The Holley–Stroock perturbation theorem for logarithmic Sobolev inequalities, explained in Remark 21.5, was proven in [478]. The other criterion mentioned in Remark 21.5, namely \( \int e^{\alpha (\nabla v)^2} \, d\mu < \infty \) for \( \alpha \) large enough, is due to Aida [7]. Related results can be found in a paper by F.-Y. Wang [829].

Another theorem by F.-Y. Wang [828] shows that logarithmic Sobolev inequalities follow from curvature-dimension lower bounds together with square-exponential moments. More precisely, if \((M, \nu)\) satisfies \( \text{CD}(\kappa, \infty) \) for some \( \kappa > 0 \), and \( \int e^{(\frac{\kappa}{2} + \varepsilon) (d(x,x_0)^2)} \, \nu(dx) < +\infty \) for some \( \varepsilon > 0 \) and \( x_0 \in M \), then \( \nu \) satisfies a logarithmic Sobolev inequality. Barthe and Kolesnikov [76] derived more general results in the same spirit.

Logarithmic Sobolev inequalities in \( \mathbb{R}^n \) for the measure \( e^{-V(x)} \, dx \) require a sort of quadratic growth of the potential \( V \), while Poincaré inequalities require a sort of linear growth. (Convexity is sufficient, as shown by Bobkov [126]; there is now an elementary proof of this fact [74], while refinements and generalizations can be found in [633].) It is natural to ask what happens in between, that is, when \( V(x) \) behaves like \( |x|^\beta \) as \( |x| \to \infty \), with \( 1 < \beta < 2 \). This subject has been studied by Latala and Oleszkiewicz [540], Barthe, Cattiaux and Roberto [75] and Gentil, Guillin and Miclo [410]. The former set of authors chose to focus on functional inequalities which interpolate between Poincaré and log Sobolev, and seem to be due to Beckner [78]; on the contrary, the latter set of authors preferred to focus on modified versions of logarithmic Sobolev inequalities, following the steps of Bobkov and Ledoux [130]. (Modified logarithmic Sobolev inequalities will be studied later, in Chapter 22.)

On the real line, there is a characterization of logarithmic Sobolev inequalities, in terms of weighted Hardy-type inequalities, due to Bobkov and Götze [128]; see also Barthe and Roberto [77]. In the simpler context of Poincaré inequalities, the relation with Hardy inequalities goes back at least to Muckenhoupt [643].
The refinement of the constant in the logarithmic Sobolev inequalities by a dimensional factor of \( N/(N-1) \) is somewhat tricky; see for instance Ledoux [541]. As a limit case, on \( S^1 \) there is a logarithmic Sobolev inequality with constant 1, although the Ricci curvature vanishes identically.

The normalized volume measure on a compact Riemannian manifold always satisfies a logarithmic Sobolev inequality, as Rothaus [710] showed long ago. But even on a compact manifold, this result does not diminish the interest of the Bakry–Émery theorem, because the constant in Rothaus’ argument is not explicit. Saloff-Coste [727] proved a partial converse: If \( M \) has finite volume and Ricci curvature tensor bounded below by \( K \), and the normalized volume measure satisfies a logarithmic Sobolev inequality with constant \( \lambda > 0 \), then \( M \) is compact and there is an explicit upper bound on its diameter:

\[
\text{diam} \,(M) \leq C \sqrt{\dim(M)} \max \left( \frac{1}{\sqrt{\lambda}}, \frac{K}{\lambda} \right),
\]

where \( C \) is numeric. (In view of the Bakry–Émery theorem, this can be thought of as a generalization of the Bonnet–Myers bound.) Simplified proofs of this result were given by Ledoux [544], then by Otto and myself [671, Theorem 4].

Like their logarithmic relatives, Sobolev inequalities also fill up books, but usually the emphasis is more on regularity issues. (In fact, for a long time logarithmic Sobolev inequalities and plain Sobolev inequalities were used and studied by quite different communities.) A standard reference is the book by Maz’ja [611], but there are many alternative sources.

A good synthetic discussion of the family (21.7) is in the course by Ledoux [545], which reviews many results obtained by Bakry and collaborators about Sobolev inequalities and CD(\( K,N \)) curvature-dimension bounds (expressed in terms of \( \Gamma \) and \( \Gamma_2 \) operators). There it is shown how to deduce some geometric information from (21.7), including the Myers diameter bound (following [58]).

Demange recently obtained a derivation of (21.9) which is, from my point of view, very satisfactory, and will be explained later in Chapter 25. By Demange’s method one can establish the following generalization of (21.9): Under adequate regularity assumptions, if \((M,\nu)\) satisfies the curvature-dimension bound CD(\( K,N \)), \( U \in \mathcal{DC}_N \), and \( A \) is defined by \( A(0) = 0 \) and \( A(1) = 0, A''(r) = r^{-1/N}U''(r) \), then for any probability density \( \rho \),
\[ \int_M A(\rho) \, d\nu \leq \frac{1}{2K} \int_M \rho^{1-\frac{1}{N}} |\nabla U'(\rho)|^2 \, d\nu. \]

Many variants, some of them rather odd-looking, appear in Demange’s work [290, 291, 293]. For instance, he is able to establish seemingly sharp inequalities for nonlinearities \( U \) satisfying the following condition:

\[ \frac{d}{dr} \left[ r \left( \frac{r U''(r)}{U'(r)} + \frac{1}{N} \right) \right] \geq \frac{9N}{4(N + 2)} \left( \frac{r U''(r)}{U'(r)} + \frac{1}{N} \right)^2. \]

Demange also suggested that (21.8) might imply (21.6). It is interesting to note that (21.6) can be proven by a simple transport argument, while no such thing is known for (21.8).

The proof of Theorem 21.9 is taken from a collaboration with Lott [578].

The use of transport methods to study isoperimetric inequalities in \( \mathbb{R}^n \) goes back at least to Knothe [523]. Gromov [635, Appendix] revived the interest in Knothe’s approach by using it to prove the isoperimetric inequality in \( \mathbb{R}^n \). Recently, the method was put to a higher degree of sophistication by Cordero-Erausquin, Nazaret and myself [248]. In this work, we recover general optimal Sobolev inequalities in \( \mathbb{R}^n \), together with some families of optimal Gagliardo–Nirenberg inequalities. (The proof of the Sobolev inequalities is reproduced in [814, Theorem 6.21].) The results themselves are not new, since optimal Sobolev inequalities in \( \mathbb{R}^n \) were established independently by Aubin, Talenti and Rodemich in the seventies (see [248] for references), while the optimal Gagliardo–Nirenberg inequalities were discovered recently by Del Pino and Dolbeault [283]. However, I think that all in all the transport approach is simpler, especially for the Gagliardo–Nirenberg family. In [248] the optimal Sobolev inequalities came with a “dual” family of inequalities, that can be interpreted as a particular case of so-called Faber–Krahn inequalities; there is still (at least for me) some mystery in this duality.

In the present chapter, I have modified slightly the argument of [248] to avoid the use of Alexandrov’s theorem about second derivatives of convex functions (Theorem 14.25). The advantage is to get a more elementary proof; however, the computations are less precise, and some useful “magic” cancellations (such as \( x + (\nabla \varphi - x) = \nabla \varphi \)) are not available any longer; I used a homogeneity argument to get around this problem. A drawback of this approach is that the discussion about cases of equality is not possible any longer (anyway a clean discussion of equality cases requires much more effort; see [248, Section 4]). The
proof presented here should work through if $\mathbb{R}^n$ is replaced by a cone with nonnegative Ricci curvature, although I did not check details.

The homogeneity (under dilations) of the function $-\int \rho^{1-1/N}$ is used in this argument to transform a seemingly nonoptimal inequality into the optimal one; I wonder whether a similar argument could lead from (21.6) to (21.8) on the sphere — but what would play the role of homogeneity? In fact, homogeneity also underlies [248]: if one wishes to interpret the proof in terms of “Otto calculus” it all amounts to the fact that $-\int \rho^{1-1/N}$ is displacement convex and homogeneous. The Euclidean analog is the following: if $\Phi$ is convex on a Euclidean space and minimal at 0 then $\Phi(X) \leq X \cdot \nabla \Phi(X) + |\nabla \Phi(X)|^2/2$; but if in addition $\Phi$ is $\lambda$-homogeneous ($\Phi(tx) = t^\lambda \Phi(x)$) then $X \cdot \nabla \Phi(X) = \lambda \Phi(X)$ (Euler relation), so

$$\Phi(X) \leq X \cdot \nabla \Phi(X) + \frac{|\nabla \Phi(X)|^2}{2} = \lambda \Phi(X) + \frac{|\nabla \Phi(X)|^2}{2},$$

so if $\lambda < 1$ we obtain $\Phi(X) \leq |\nabla \Phi(X)|^2/(2(1 - \lambda))$.

Another inequality for which it would be interesting to have a transport proof is the Hardy–Littlewood–Sobolev inequality. Recently Calvez and Carrillo [198] obtained such a proof in dimension 1; further investigation is under way.

After [248], Maggi and I pushed the method even further [587], to recover “very optimal” Sobolev inequalities with trace terms, in $\mathbb{R}^n$. This settled some problems that had been left open in a classical work by Brézis and Lieb [173]. Much more information can be found in [587]; recently we also wrote a sequel [588] in which limit cases (such as inequalities of Moser–Trudinger type) are considered.

As far as all these applications of transport to Sobolev or isoperimetric inequalities in $\mathbb{R}^n$ are concerned, the Knothe coupling works just about as fine as the optimal coupling. (As a matter of fact, many such inequalities are studied in [134, 135] via the Knothe coupling.) But the choice of coupling method becomes important for refinements such as the characterization of minimizers [248], or even more establishing quantitative stability estimates around minimizers. This point is discussed in detail by Figalli, Maggi and Pratelli [369] who use the optimal coupling to refine Gromov’s proof of isoperimetry, to the point of obtaining a beautiful (and sharp) quantitative isoperimetric theorem, giving a lower bound on how much the isoperimetric ratio of a set departs from the optimal ratio, in terms of how much the shape of this set departs from the optimal shape.
Interestingly enough, the transport method in all of these works is insensitive to the choice of norm in $\mathbb{R}^n$. (I shall come back to this observation in the concluding chapter.) Lutwak, Yang and Zhang [582] developed this remark and noticed that if a function $f$ is given, then the problem of minimizing $\|\nabla f\|_{L^1}$ over all norms on $\mathbb{R}^n$ can be related to Minkowski’s problem of prescribed Gauss curvature. The isoperimetric problem for a non-Euclidean norm, also known as the Wulff problem, is not an academic issue, since it is used in the modeling of surface energy (see the references in [369]).

In a Euclidean context, there are other more classical methods to attack these problems, such as rearrangement or symmetrization. For instance, quantitative symmetrization inequalities were used in [389] to prove the stability of the sharp Euclidean isoperimetric inequality. But even in this case, as noticed by Maggi [586], the most efficient strategy seems to be a combination of quantitative symmetrization inequalities with optimal transport techniques (for an auxiliary one-dimensional problem in that case). Similarly, the stability of optimal Sobolev inequalities is treated in [234, 388] by a combination of quantitative symmetrization (to reduce to radially symmetric functions) and optimal transport (with a quantitative version of [248] on radially symmetric functions).

In any case, if the reader is looking for a transport argument related to some geometric inequality in $\mathbb{R}^n$, I personally advise him or her to try the Knothe coupling first, and if this turns out to be insufficient because of some geometric reason, to go on with the optimal transport.

The Lévy–Gromov inequality was first conjectured by Lévy in the case when the manifold $M$ is the boundary of a uniformly convex set (so the sectional curvatures are bounded below by a positive constant). Lévy thought he had a proof, but his argument was faulty and repaired by Gromov [438]. A lecture about Gromov’s proof is available in [663]; one may also consult [394, Section 4.H].

There have also been some striking works by Bobkov, Bakry and Ledoux on the infinite-dimensional version of the Lévy–Gromov inequality (often called Gaussian isoperimetry); for this inequality there is an elegant functional formulation [57, 125], and the extremal subsets are half-spaces, rather than balls [145, 766]. On that subject I warmly recommend (as usual) the synthesis works by Ledoux [542, 543]. Further, see [76] where various isoperimetric inequalities are obtained via optimal transport.
In finite dimension, functional versions of the Lévy–Gromov inequality are also available [70, 740], but the picture is not so clear as in the infinite-dimensional case.

The Lichnerowicz spectral gap theorem is usually encountered as a simple application of the Bochner formula; it was obtained almost half a century ago by Lichnerowicz [553, p. 135]; see [100, Section D.I.] or [394, Theorem 4.70] for modern presentations. The above proof of Theorem 21.20 is a variant of the one which appears in my joint work with Lott [578]. Although less simple than the classical proof, it has the advantage, for the purpose of these notes, to be based on optimal transport. This is actually, to my knowledge, the first time that the dimensional refinement in the constants by a factor \( N/(N-1) \) in an “infinite-dimensional functional inequality” has been obtained from a transport argument.
Concentration inequalities

The theory of concentration of measure is a collection of results, tools and recipes built on the idea that if a set $A$ is given in a metric probability space $(\mathcal{X}, d, \mathbb{P})$, then the enlargement $A^r := \{x; \ d(x, A) \leq r\}$ might acquire a very high probability as $r$ increases. There is an equivalent statement that Lipschitz functions $\mathcal{X} \to \mathbb{R}$ are “almost constant” in the sense that they have a very small probability of deviating from some typical quantity, for instance their mean value. This theory was founded by Lévy and later developed by many authors, in particular V. Milman, Gromov and Talagrand.

To understand the relation between the two sides of concentration (sets and functions), it is most natural to think in terms of median, rather than mean value. By definition, a real number $m_f$ is a median of the random variable $f : \mathcal{X} \to \mathbb{R}$ if

$$\mathbb{P}[f \geq m_f] \geq \frac{1}{2}; \quad \mathbb{P}[f \leq m_f] \geq \frac{1}{2}.$$ 

Then the two statements

(a) $\forall A \subset \mathcal{X}, \ \forall r \geq 0, \ \mathbb{P}[A] \geq 1/2 \implies \mathbb{P}[A^r] \geq 1 - \psi(r)$

(b) $\forall f \in \text{Lip}(\mathcal{X}), \ \forall r \geq 0, \ \mathbb{P}[f > m_f + r] \leq \psi(r/\|f\|_{\text{Lip}})$

are equivalent. Indeed, to pass from (a) to (b), first reduce to the case $\|f\|_{\text{Lip}} = 1$ and let $A = \{f \leq m_f\}$; conversely, to pass from (b) to (a), let $f = d(\cdot, A)$ and note that 0 is a median of $f$.

The typical and most emblematic example of concentration of measure occurs in the Gaussian probability space $(\mathbb{R}^n, \gamma)$:

$$\gamma[A] \geq \frac{1}{2} \implies \forall r \geq 0, \ \gamma[A^r] \geq 1 - e^{-\frac{r^2}{2}}. \quad (22.1)$$
Here is the translation in terms of Lipschitz functions: If $X$ is a Gaussian random variable with law $\gamma$, then for all Lipschitz functions $f : \mathbb{R}^n \to \mathbb{R}$,

$$\forall r \geq 0, \quad \mathbb{P} [ f(X) \geq \mathbb{E} f(X) + r ] \leq \exp \left( - \frac{r^2}{2 \| f \|_{\text{Lip}}^2} \right). \quad (22.2)$$

Another famous example is the unit sphere $S^N$: if $\sigma^N$ stands for the normalized volume on $S^N$, then the formulas above can be replaced by

$$\sigma^N[A] \geq \frac{1}{2} \implies \sigma^N[A^c] \geq 1 - e^{-\frac{(N-1)}{2} r^2},$$

$$\mathbb{P} [ f(X) \geq \mathbb{E} f(X) + r ] \leq \exp \left( - \frac{(N-1)}{2 \| f \|_{\text{Lip}}^2} r^2 \right).$$

In this example we see that the phenomenon of concentration of measure becomes more and more important as the dimension increases to infinity.

In this chapter I shall review the links between optimal transport and concentration, focusing on certain transport inequalities. The main results will be Theorems 22.10 (characterization of Gaussian concentration), 22.14 (concentration via Ricci curvature bounds), 22.17 (concentration via logarithmic Sobolev inequalities), 22.22 (concentration via Talagrand inequalities) and 22.25 (concentration via Poincaré inequalities). The chapter will be concluded by a recap, and a technical appendix about Hamilton–Jacobi equations, of independent interest.

**Optimal transport and concentration**

As first understood by Marton, there is a simple and robust functional approach to concentration inequalities based on optimal transport. One can encode some information about the concentration of measure with respect to some reference measure $\nu$, by functional inequalities of the form

$$\forall \mu \in P(X), \quad C(\mu, \nu) \leq \mathcal{E}_\nu(\mu), \quad (22.3)$$

where $C(\mu, \nu)$ is the optimal transport cost between $\mu$ and $\nu$, and $\mathcal{E}_\nu$ is some local nonlinear functional (“energy”) of $\mu$, involving for instance the integral of a function of the density of $\mu$ with respect to $\nu$. 


This principle may be heuristically understood as follows. To any measurable set $A$, associate the conditional measure \( \mu_A = \frac{1_A}{\nu[A]} \nu \). If the measure of $A$ is not too small, then the associated energy $E_\nu(\mu_A)$ will not be too high, and by (22.3) the optimal transport cost $C(\mu_A, \nu)$ will not be too high either. In that sense, the whole space $\mathcal{X}$ can be considered as a “small enlargement” of just $A$.

Here is a fluid mechanics analogy: imagine $\mu$ as the density of a fluid. The term on the right-hand side of (22.3) measures how difficult it is to prepare $\mu$, for instance to confine it within a set $A$ (this has to do with the measure of $A$); while the term on the left-hand side says how difficult it is for the fluid to invade the whole space, after it has been prepared initially with density $\mu$.

The most important class of functional inequalities of the type (22.3) occurs when the cost function is of the type $c(x, y) = d(x, y)^p$, and the “energy” functional is the square root of Boltzmann’s $H$ functional,

$$H_\nu(\mu) = \int \rho \log \rho \, d\nu, \quad \mu = \rho \, \nu,$$

with the understanding that $H_\nu(\mu) = +\infty$ if $\mu$ is not absolutely continuous with respect to $\nu$. Here is a precise definition of these functional inequalities:

**Definition 22.1 ($T_p$ inequality).** Let $(\mathcal{X}, d)$ be a Polish space and let $p \in [1, \infty)$. Let $\nu$ be a reference probability measure in $P_p(\mathcal{X})$, and let $\lambda > 0$. It is said that $\nu$ satisfies a $T_p$ inequality with constant $\lambda$ if

$$\forall \mu \in P_p(\mathcal{X}), \quad W_p(\mu, \nu) \leq \sqrt{\frac{2H_\nu(\mu)}{\lambda}}. \quad (22.4)$$

These inequalities are often called transportation-cost inequalities, or Talagrand inequalities, although the latter denomination is sometimes restricted to the case $p = 2$.

**Remark 22.2.** Since $W_p \leq W_q$ for $p \leq q$, the $T_p$ inequalities become stronger and stronger as $p$ increases. The inequalities $T_1$ and $T_2$ have deserved most attention. It is an experimental fact that $T_1$ is more handy and flexible, while $T_2$ has more geometric content, and behaves better in large dimensions (see for instance Corollary 22.6 below).

There are two important facts to know about $T_p$ inequalities when $p$ varies in the range $[1, 2]$: they admit a dual formulation, and they tensorize. These properties are described in the two propositions below.
Proposition 22.3 (Dual formulation of $T_p$). Let $(\mathcal{X}, d)$ be a Polish space, $p \in [1, 2]$ and $\nu \in P_p(\mathcal{X})$. Then the following two statements are equivalent:

(a) $\nu$ satisfies $T_p(\lambda)$;
(b) For any $\varphi \in C_b(\mathcal{X})$,

\[
\begin{align*}
\forall t \geq 0 & \quad \int e^{\lambda \inf_{y \in \mathcal{X}} [\varphi(y) + \frac{d(x,y)^p}{p}]} \nu(dx) \leq e^{\lambda \frac{1}{p-\frac{1}{2}}} t^{\frac{p}{p-\frac{1}{2}}} \nu^M \varphi d\nu \\
(p < 2) & \\
\int e^{\lambda \inf_{y \in \mathcal{X}} [\varphi(y) + \frac{d(x,y)^2}{2}]} \nu(dx) \leq e^{\lambda \int \varphi d\nu} & (p = 2).
\end{align*}
\]
(22.5)

Particular Case 22.4 (Dual formulation of $T_1$). Let $(\mathcal{X}, d)$ be a Polish space and $\nu \in P_1(\mathcal{X})$, then the following two statements are equivalent:

(a) $\nu$ satisfies $T_1(\lambda)$;
(b) For any $\varphi \in C_b(\mathcal{X})$,

\[
\forall t \geq 0 \quad \int e^{t \inf_{y \in \mathcal{X}} [\varphi(y) + d(x,y)]} \nu(dx) \leq e^{\frac{t}{\frac{2}{\lambda}}} e^{\lambda \int \varphi d\nu}.
\]
(22.6)

Proposition 22.5 (Tensorization of $T_p$). Let $(\mathcal{X}, d)$ be a Polish space, $p \in [1, 2]$ and let $\nu \in P_p(\mathcal{X})$ be a reference probability measure satisfying an inequality $T_p(\lambda)$. Then for any $N \in \mathbb{N}$, the measure $\nu \otimes N$ satisfies an inequality $T_p(N^{1-\frac{2}{p}}\lambda)$ on $(\mathcal{X}^N, d_p, \nu \otimes N)$, where the product distance $d_p$ is defined by

\[
d_p((x_1, \ldots, x_N); (y_1, \ldots, y_N)) = \left( \sum_{i=1}^N d(x_i, y_i)^p \right)^{\frac{1}{p}}.
\]

Corollary 22.6 ($T_2$ inequalities tensorize exactly). If $\nu$ satisfies $T_2(\lambda)$, then also $\mu \otimes N$ satisfies $T_2(\lambda)$ on $(\mathcal{X}^N, d_2, \nu \otimes N)$, for any $N \in \mathbb{N}$.

Proof of Proposition 22.3. Proposition 22.3 will be obtained as a consequence of Theorem 5.26. Recall the Legendre representation of the $H$-functional: For any $\lambda > 0$,
\[\forall \mu \in P(X), \quad \frac{H_\nu(\mu)}{\lambda} = \sup_{\varphi \in C_b(X)} \left[ \int \varphi \, d\mu - \frac{1}{\lambda} \log \left( \int_X e^{\lambda \varphi} \, d\nu \right) \right],\]

\[\forall \varphi \in C_b(X), \quad \frac{1}{\lambda} \log \left( \int_X e^{\lambda \varphi} \, d\nu \right) = \sup_{\mu \in P(X)} \left[ \int \varphi \, d\mu - \frac{H_\nu(\mu)}{\lambda} \right].\]

(22.7)

(See the bibliographical notes for proofs of these identities.)

Let us first treat the case \( p = 2 \). Apply Theorem 5.26 with \( c(x, y) = d(x, y)^2/2 \), \( F(\mu) = (1/\lambda)H_\nu(\mu) \), \( A(\varphi) = (1/\lambda) \log \left( \int e^{\lambda \varphi} \, d\nu \right) \). The conclusion is that \( \nu \) satisfies \( T_2(\lambda) \) if and only if

\[\forall \phi \in C_b(X), \quad \log \int \exp \left( \lambda \int \phi \, d\nu - \lambda \phi^c \right) \, d\nu \leq 0,\]

i.e.

\[\int e^{-\lambda \phi^c} \, d\nu \leq e^{-\lambda \int \phi \, d\nu},\]

where \( \phi^c(x) := \sup_y (\phi(y) - d(x, y)^2/2) \). Upon changing \( \phi \) for \( \varphi = -\phi \), this is the desired result. Note that the Particular Case 22.4 is obtained from (22.5) by choosing \( p = 1 \) and performing the change of variables \( t \to \lambda t \).

The case \( p < 2 \) is similar, except that now we appeal to the equivalence between (i') and (ii') in Theorem 5.26, and choose

\[c(x, y) = \frac{d(x, y)^p}{p}; \quad \Phi(r) = \frac{p^2}{2} r^{\frac{p}{2}} 1_{r \geq 0}; \quad \Phi^*(t) = \left( \frac{1}{p} - \frac{1}{2} \right) t^{\frac{2}{1-p}}.\]

Proof of Proposition 22.5. First we need to set up a bit of notation. Let \( \mu = \mu(dx_1 \, dx_2 \ldots \, dx_N) \) be a probability measure on \( X^N \), and let \((x_1, \ldots, x_N) \in X^N \) be distributed randomly according to \( \mu \). I shall write \( \mu_1(dx_1) \) for the law of \( x_1 \), \( \mu_2(dx_2|x_1) \) for the conditional law of \( x_2 \) given \( x_1 \), \( \mu_3(dx_3|x_1, x_2) \) for the conditional law of \( x_3 \) given \( x_1 \) and \( x_2 \), etc. I shall also use the shorthand \( x^i = (x_1, x_2, \ldots, x_i) \) (with the convention that \( x^0 = \emptyset \)), and write \( \mu^i \) for the law of \( x^i \).

The proof is reminiscent of the strategy used to construct the Knothe–Rosenblatt coupling. First choose an optimal coupling (for the cost function \( c = d^p \)) between \( \mu_1(dx_1) \) to \( \nu(dy_1) \), call it \( \pi_1(dx_1 \, dy_1) \). Then for each \( x_1 \), choose an optimal coupling between \( \mu_2(dx_2|x_1) \) and \( \nu(dy_2) \), call it \( \pi_2(dx_2 \, dy_2|x_1) \). Then for each \((x_1, x_2)\), choose an optimal...
coupling between $\mu_3(dx_3|x_1, x_2)$ and $\nu(dy_3)$, call it $\pi_3(dx_3 dy_3|x_1, x_2)$; etc. In the end, glue these plans together to get a coupling

$$
\pi(dx_1 dy_1 dx_2 dy_2 \ldots dx_N dy_N) = \pi_1(dx_1 dy_1) \pi_2(dx_2 dy_2|x_1) \pi_3(dx_3 dy_3|x_1, x_2) \ldots \pi_N(dx_N dy_N|x_1, \ldots, x_{N-1}).
$$

In more compact notation,

$$
\pi(dx dy) = \pi_1(dx_1 dy_1) \pi_2(dx_2 dy_2|x^1) \ldots \pi_N(dx_N dy_N|x^{N-1}).
$$

Here something should be said about the measurability, since there is a priori no canonical way to choose $\pi_i(\cdot|x^{i-1})$ as a function of $x^{i-1}$. But Corollary 5.22 ensures that this choice can be made in a measurable way.

By the definition of $d_p$,

$$
\mathbb{E}_\pi d_p(x, y)^p = \sum_{i=1}^N \mathbb{E}_\pi d(x_i, y_i)^p
$$

$$
= \sum_{i=1}^N \int \mathbb{E}_\pi(\cdot|x^{i-1}) d(x_i, y_i)^p \pi^{i-1}(dx^{i-1} dy^{i-1})
$$

$$
= \sum_{i=1}^N \int \mathbb{E}_\pi(\cdot|x^{i-1}) d(x_i, y_i)^p \mu^{i-1}(dx^{i-1}),
$$

(22.8)

where of course

$$
\pi^i(dx^i dy^i) = \pi_1(dx_1 dy_1) \pi_2(dx_2 dy_2|x^1) \ldots \pi_i(dx_i dy_i|x^{i-1}).
$$

For each $i$ and each $x^{i-1} = (x_1, \ldots, x_{i-1})$, the measure $\pi(\cdot|x^{i-1})$ is an optimal transference plan between its marginals. So the right-hand side of (22.8) can be rewritten as

$$
\sum_{i=1}^N \int W_p(\mu_i(\cdot|x^{i-1}), \nu)^p \mu^{i-1}(dx^{i-1}).
$$

Since this cost is achieved for the transference plan $\pi$, we obtain the key estimate

$$
W_p(\mu, \nu^{\otimes N})^p \leq \sum_{i=1}^N \int W_p(\mu_i(\cdot|x^{i-1}), \nu)^p \mu^{i-1}(dx^{i-1}).
$$

(22.9)
By assumption, \( \nu \) satisfies \( T_p(\lambda) \), so the right-hand side in (22.9) is bounded above by

\[
\sum_i \int \left( \frac{2}{\lambda} H_{\nu}(\mu_i(\cdot | x^{i-1})) \right)^{\frac{p}{2}} \mu^{i-1}(dx^{i-1}). \tag{22.10}
\]

Since \( p \leq 2 \), we can apply Hölder’s inequality, in the form \( \sum_{i \leq N} a_i^{p/2} \leq N^{1-p/2}(\sum a_i)^{p/2} \), and bound (22.10) by

\[
N^{1-\frac{p}{2}} \left( \frac{2}{\lambda} \right)^{\frac{p}{2}} \left[ \int \left( \sum_{i=1}^N H_{\nu}(\mu_i(\cdot | x^{i-1})) \right) \mu^{i-1}(dx^{i-1}) \right]^{\frac{p}{2}}. \tag{22.11}
\]

But the formula of additivity of entropy (Lemma 22.8 below) states that

\[
\sum_{1 \leq i \leq N} \int H_{\nu}(\mu_i(dx_i| x^{i-1})) \mu^{i-1}(dx^{i-1}) = H_{\nu \otimes N}(\mu). \tag{22.12}
\]

Putting all the previous bounds back together, we end up with

\[
W_p(\mu, \nu \otimes N)^p \leq N^{1-\frac{p}{2}} \left( \frac{2}{\lambda} \right)^{\frac{p}{2}} H_{\nu \otimes N}(\mu)^{\frac{p}{2}},
\]

which is equivalent to the desired inequality. \( \square \)

**Remark 22.7.** The same proof shows that the inequality

\[
\forall \mu \in P(\mathcal{X}), \quad C(\mu, \nu) \leq H_{\nu}(\mu)
\]

implies

\[
\forall \mu \in P(\mathcal{X}^N), \quad C^N(\mu, \nu) \leq H_{\nu \otimes N}(\mu),
\]

where \( C^N \) is the optimal transport cost associated with the cost function

\[
c^N(x, y) = \sum c(x_i, y_i)
\]
on \( \mathcal{X}^N \).

The following important lemma was used in the course of the proof of Proposition 22.5.
Lemma 22.8 (Additivity of entropy). Let $N \in \mathbb{N}$, let $\mathcal{X}_1, \ldots, \mathcal{X}_N$ be Polish spaces, $\nu_i \in P(\mathcal{X}_i)$ ($1 \leq i \leq N$), $\mathcal{X} = \prod \mathcal{X}_i$, $\nu = \otimes \nu_i$, and $\mu \in P(\mathcal{X})$. Then, with the same notation as in the beginning of the proof of Proposition 22.5,

$$H_\nu(\mu) = \sum_{1 \leq i \leq N} \int H_{\nu_i}(\mu_{i|x_i^{-1}}) \mu_{i^{-1}}(dx_{i^{-1}}).$$

(22.13)

Proof of Lemma 22.8. By induction, it suffices to treat the case $N = 2$. Let $\rho = \rho(x_1, x_2)$ be the density of $\mu$ with respect to $\nu_1 \otimes \nu_2$. By an easy approximation argument based on the monotone convergence theorem, it is sufficient to establish (22.13) in the case when $\rho$ is bounded.

The measure $\mu_1(dx_1)$ has density $\int \rho(x_1, x_2) \nu_2(dx_2)$, while the conditional measure $\mu_2(dx_2|x_1)$ has density $\rho(x_1, x_2)/(\int \rho(x_1, x_2) \nu_2(dx_2))$. From this and the additive property of the logarithm, we deduce

$$\int H_\nu(\mu_2(\cdot|x_1)) \mu_1(dx_1) = \int \left( \int \frac{\rho(x_1, x_2)}{\int \rho(x_1, x_2') \nu_2(dx_2')} \log \frac{\rho(x_1, x_2)}{\int \rho(x_1, x_2') \nu_2(dx_2')} \nu_2(dx_2) \right) \nu_1(dx_1)$$

$$= \int \rho(x_1, x_2) \log \rho(x_1, x_2) \nu_2(dx_2) \nu_1(dx_1)$$

$$- \int \left( \int \rho(x_1, x_2) \nu_2(dx_2) \right) \log \left( \int \rho(x_1, x_2) \nu_2(dx_2) \right) \nu_1(dx_1)$$

$$= H_\nu(\mu) - H_{\nu_1}(\mu_1).$$

This concludes the proof. \qed

Exercise 22.9. Give an alternative proof of Proposition 22.5 based on the dual formulation of $T_p$ inequalities (Proposition 22.3).

Gaussian concentration and $T_1$ inequality

Gaussian concentration is a loose terminology meaning that some reference measure enjoys properties of concentration which are similar to those of the Gaussian measure. In this section we shall see that a certain form of Gaussian concentration is equivalent to a $T_1$ inequality. Once again, this principle holds in very general metric spaces.
Theorem 22.10 (Gaussian concentration). Let \((\mathcal{X}, d)\) be a Polish space, equipped with a reference probability measure \(\nu\). Then the following properties are all equivalent:

(i) \(\nu\) lies in \(P_1(\mathcal{X})\) and satisfies a \(T_1\) inequality;

(ii) There is \(\lambda > 0\) such that for any \(\phi \in C_b(\mathcal{X})\),
\[
\forall t \geq 0 \quad e^{t \inf_{y \in \mathcal{X}} [\phi(y) + d(x,y)]} \nu(dx) \leq e^{\frac{t^2}{2}} e^{t \int \phi \, d\nu}.
\]

(iii) There is a constant \(C > 0\) such that for any Borel set \(A \subset \mathcal{X}\),
\[
\nu(A) \geq \frac{1}{2} \implies \forall r > 0, \quad \nu(A_r) \geq 1 - e^{-Cr^2}.
\]

(iv) There is a constant \(C > 0\) such that
\[
\forall f \in L^1(\nu) \cap \text{Lip}(\mathcal{X}), \quad \forall \varepsilon > 0,
\nu\left[ \{ x \in \mathcal{X} \ ; \ f(x) \geq \int f \, d\nu + \varepsilon \} \right] \leq \exp\left( -C \frac{\varepsilon^2}{\|f\|_{\text{Lip}}^2} \right);
\]

(v) There is a constant \(C > 0\) such that
\[
\forall f \in L^1(\nu) \cap \text{Lip}(\mathcal{X}), \quad \forall \varepsilon > 0, \forall N \in \mathbb{N},
\nu^\otimes N\left[ \{ x \in \mathcal{X}^N : \frac{1}{N} \sum_{i=1}^N f(x_i) \geq \int f \, d\nu + \varepsilon \} \right] \leq \exp\left( -C \frac{N \varepsilon^2}{\|f\|_{\text{Lip}}^2} \right);
\]

(vi) There is a constant \(C > 0\) such that
\[
\forall f \in \text{Lip}(\mathcal{X}), \forall m_f = \text{median of } f, \quad \forall \varepsilon > 0,
\nu\left[ \{ x \in \mathcal{X} \ ; \ f(x) \geq m_f + \varepsilon \} \right] \leq \exp\left( -C \frac{\varepsilon^2}{\|f\|_{\text{Lip}}^2} \right);
\]

(vii) For any \(x_0 \in \mathcal{X}\) there is a constant \(a > 0\) such that
\[
\int e^{a d(x_0, x)^2} \nu(dx) < +\infty;
\]

(viii) There exists \(a > 0\) such that
\[
\int e^{a d(x, y)^2} \nu(dx) \, \nu(dy) < +\infty;
\]
There exist \(x_0 \in \mathcal{X}\) and \(a > 0\) such that
\[
\int e^{a d(x_0, x)^2} \nu(dx) < +\infty.
\]

**Remark 22.11.** One should not overestimate the power of Theorem 22.10. The simple (too simple?) criterion (ix) behaves badly in large dimensions, and in practice might lead to terrible constants at the level of (iii). In particular, this theorem alone is unable to recover dimension-free concentration inequalities such as (22.1) or (22.2). Statement (v) is dimension-independent, but limited to particular observables of the form \((1/N) \sum f(x_i)\). Here we see some limitations of the \(T_1\) inequality.

**Proof of Theorem 22.10.** We shall establish (i) \(\Rightarrow\) (ii) \(\Rightarrow\) (iv) \(\Rightarrow\) (vii), (i) \(\Rightarrow\) (v) \(\Rightarrow\) (iv), (i) \(\Rightarrow\) (iii) \(\Rightarrow\) (vi) \(\Rightarrow\) (vii) \(\Rightarrow\) (viii) \(\Rightarrow\) (ix) \(\Rightarrow\) (i), and this will prove the theorem.

(i) \(\Rightarrow\) (ii) was already seen in Particular Case 22.4.

To prove (ii) \(\Rightarrow\) (iv), it suffices to treat the case \(\|f\|_{\text{Lip}} = 1\) (replace \(\varepsilon\) by \(\varepsilon/\|f\|_{\text{Lip}}\) and \(f\) by \(f/\|f\|_{\text{Lip}}\)). Then if \(f\) is 1-Lipschitz,
\[
\inf_{y \in \mathcal{X}} [f(y) + d(x, y)] = f(x),
\]
so (ii) implies
\[
\int e^{tf(x)} \nu(dx) \leq e^{t^2} \int f \nu.
\]
With the shorthand \(\langle f \rangle = \int f \nu\), this is the same as
\[
\int e^{t(f - \langle f \rangle)} \nu \leq e^{t^2/2}.\]
Then by the exponential Chebyshev inequality,
\[
\nu \left\{ f - \langle f \rangle \geq \varepsilon \right\} \leq e^{-t\varepsilon} \int e^{t(f - \langle f \rangle)} \nu \leq e^{-t\varepsilon} e^{t^2/2};
\]
and (iv) is obtained by optimizing in \(t\). (\(C = \lambda/2\) does the job.)

Now let us prove (iv) \(\Rightarrow\) (vii). Let \(\nu\) satisfy (iv) and let \(x_0 \in \mathcal{X}\). First we shall check that \(d(\cdot, x_0) \in L^1(\nu)\). Let \(m \in \mathbb{N}\), and let \(f_m = d(\cdot, x_0) \wedge m\); then \(f_m \in L^1(\nu) \cap \text{Lip}(\mathcal{X})\), so
\[
\nu[f_m \geq s + \int f_m \nu] \leq e^{-Cs^2}.
\]
It follows that for any \( A \leq m \),
\[
\int f_m^2 \, d\nu = \int_0^{+\infty} 2s \, \nu[f_m \geq s] \, ds \\
\leq \int_0^A 2s \, \nu[f_m \geq s] \, ds + \int_A^{+\infty} 2s \, \nu[f_m \geq s] \, ds \\
+ \int_{f_m \, d\nu}^{+\infty} 2s \, \nu[f_m \geq s] \, ds \\
\leq A^2 + \nu[f_m \geq A] \int_A^{+\infty} 2s \, ds \\
+ \int_0^{+\infty} 2(s + \int f_m \, d\nu) \, \nu[f_m \geq s + \int f_m \, d\nu] \, ds \\
\leq A^2 + \nu[f_m \geq A] \left( \int f_m \, d\nu \right)^2 + \int_0^{+\infty} 2s \, e^{-Cs^2} \, ds \\
+ 2 \left( \int f_m \, d\nu \right) \int_0^{+\infty} e^{-Cs^2} \, ds \\
\leq A^2 + 2 \left( \int f_m^2 \, d\nu \right) \left( \nu[f \geq A] + \frac{1}{4} \right) + C,
\]

where \( C = \int_0^{+\infty} 2s \, e^{-Cs^2} \, ds + 8 \left( \int_0^{+\infty} e^{-Cs^2} \, ds \right)^2 \) is a finite constant.

If \( A \) is large enough, then \( \nu[f \geq A] \leq 1/4 \), and the above inequality implies \( \int f_m^2 \, d\nu \leq 2(A^2 + C) \). By taking \( m \to \infty \) we deduce that \( \int f^2 \, d\nu < +\infty \), in particular \( f \in L^1(\nu) \). So we can apply directly (iv) to \( f = d(\cdot, x_0) \), and we get that for any \( a < C \),
\[
\int e^{\alpha d(x, x_0)^2} \, \nu(dx) = \int_0^{+\infty} 2as \, e^{as^2} \, \nu[f \geq s] \, ds \\
= \int_0^{+\infty} 2as \, e^{as^2} \, \nu[f \geq s] \, ds \\
+ \int_0^{+\infty} 2a(s + \int f \, d\nu) \, e^{\alpha(s + \int f \, d\nu)^2} \, \nu[f \geq s + \int f \, d\nu] \, ds \\
\leq e^{\alpha \left( \int f \, d\nu \right)^2} + \int_0^{+\infty} 2a(s + \int f \, d\nu) \, e^{\alpha(s + \int f \, d\nu)^2} \, e^{-Cs^2} \, ds < +\infty.
\]
This proves (vii).

The next implication is (i) ⇒ (v). If \( \nu \) satisfies \( T_1(\lambda) \), by Proposition 22.5 \( \nu^\otimes N \) satisfies \( T_1(\lambda/N) \) on \( \mathcal{X}^N \) equipped with the distance \( d_1(x,y) = \sum d(x_i,y_i) \). Let \( F : \mathcal{X}^N \to \mathbb{R} \) be defined by

\[
F(x) = \frac{1}{N} \sum_{i=1}^{N} f(x_i).
\]

If \( f \) is Lipschitz then \( \|F\|_{\text{Lip}} = \|f\|_{\text{Lip}}/N \). Moreover, \( \int F d\nu^\otimes N = \int f d\nu \). So if we apply (iv) with \( \mathcal{X} \) replaced by \( \mathcal{X}^N \) and \( f \) replaced by \( F \), we obtain

\[
\nu^\otimes N \left[ \left\{ x \in \mathcal{X}^N ; \frac{1}{N} \sum_{i=1}^{N} f(x_i) \geq \int f d\nu + \varepsilon \right\} \right] = \nu^\otimes N \left[ \left\{ x \in \mathcal{X}^N ; F(x) \geq \int F d\nu + \varepsilon \right\} \right] \leq \exp \left( -\frac{(C/N) \varepsilon^2}{\|f\|_{\text{Lip}}^2} \right) \leq \exp \left( -C \frac{N \varepsilon^2}{\|f\|_{\text{Lip}}^2} \right),
\]

where \( C = \lambda/2 \) (cf. the remark at the end of the proof of (i) ⇒ (iv)).

The implication (v) ⇒ (iv) is trivial.

Let us now consider the implication (i) ⇒ (iii). Assume that

\[
\forall \mu \in P_1(\mathcal{X}), \quad W_1(\mu, \nu) \leq C \sqrt{H_\nu(\mu)}. \quad (22.14)
\]

Choose \( A \) with \( \nu[A] \geq 1/2 \), and \( \mu = (1_A \nu) / \nu[A] \). If \( \nu[A^c] = 1 \) there is nothing to prove, otherwise let \( \tilde{\mu} = (1_{\mathcal{X} \setminus A^c} \nu) / \nu[\mathcal{X} \setminus A^c] \). By an immediate computation,

\[
H_\nu(\mu) = \log \frac{1}{\nu[A]} \leq \log 2, \quad H_\nu(\tilde{\mu}) = \log \left( \frac{1}{1 - \nu[A^c]} \right).
\]

By (22.14) and the triangle inequality for the distance \( W_1 \),

\[
W_1(\mu, \tilde{\mu}) \leq W_1(\mu, \nu) + W_1(\tilde{\mu}, \nu) \leq C \sqrt{\log 2} + C \sqrt{\log \left( \frac{1}{1 - \nu[A^c]} \right)}.
\]

(22.15)
On the other hand, it is obvious that $W_1(\mu, \bar{\mu}) \geq r$ (all the mass has to go from $A$ to $\mathcal{X} \setminus A^r$, so each unit of mass should travel a distance at least $r$). So (22.15) implies

$$r \leq C \sqrt{\log 2} + C \sqrt{\log \left( \frac{1}{1 - \nu[A^r]} \right)},$$

therefore

$$\nu[A^r] \geq 1 - \exp \left[ - \left( \frac{r}{C} - \sqrt{\log 2} \right)^2 \right].$$

This establishes a bound of the type $\nu[A^r] \geq 1 - ae^{-Cr^2}$, and (iii) follows. (To get rid of the constant $a$, it suffices to note that $\nu[A^r] \geq \max (1/2, 1 - ae^{-cr^2}) \geq 1 - e^{-c'r^2}$ for $c'$ well-chosen.)

To prove (iii) $\Rightarrow$ (vi), let $A = \{ y; f(y) \leq mf \}$. By the very definition of a median, $A$ has probability at least $1/2$, so (iii) implies $\nu[A^r] \geq 1 - e^{-C r^2}$. On the other hand, $\{ f \geq mf + \varepsilon \}$ is included in $\mathcal{X} \setminus A^r$ for any $r < \varepsilon/\|f\|_{\text{Lip}}$. (Indeed, if $f(x) \geq mf + \varepsilon$ and $y \in A$ then $f(x) - f(y) \geq \varepsilon$, so $d(x, y) \geq \varepsilon/\|f\|_{\text{Lip}} > r$.) This leads to the bound $\nu[\{ f \geq mf + \varepsilon \}] \leq e^{-C(\varepsilon/\|f\|_{\text{Lip}})^2}$, which is Property (vi).

To show (vi) $\Rightarrow$ (vii), let $A$ be a compact set such that $\nu[A] \geq 1/2$; also, let $x_0 \in A$, and let $R$ be the diameter of $A$. Further, let $f(x) = d(x, A)$; then $f$ is a 1-Lipschitz function admitting 0 for median. So (vi) implies

$$\nu[d(x, x_0) \geq R + r] \leq \nu[d(x, A) \geq r] \leq e^{-Cr^2}.$$
The implication (viii) \( \Rightarrow \) (ix) is obvious.

It only remains to establish (ix) \( \Rightarrow \) (i). If \( \nu \) satisfies (ix), then obviously \( \nu \in P_1(\mathcal{X}) \). To prove that \( \nu \) satisfies \( T_1 \), we shall establish the weighted Csiszár–Kullback–Pinsker inequality

\[
\|d(x_0, \cdot) (\mu - \nu)\|_{TV} \leq \frac{\sqrt{2}}{a} \left( 1 + \log \int_X e^{a d(x_0, x)^2} \, d\nu(x) \right)^{1/2} \sqrt{H_\nu(\mu)}. \tag{22.16}
\]

Inequality (22.16) implies a \( T_1 \) inequality, since Theorem 6.15 yields

\[
W_1(\mu, \nu) \leq \|d(x_0, \cdot) (\mu - \nu)\|_{TV}.
\]

So let us turn to the proof of (22.16). We may assume that \( \mu \) is absolutely continuous with respect to \( \nu \), otherwise (22.16) is trivial. Then let \( f \) be the density of \( \mu \), and let \( u = f - 1 \), so that

\[
\mu = (1 + u) \nu;
\]

note that \( u \geq -1 \) and \( \int u \, d\nu = 0 \). We also define

\[
h(v) := (1 + v) \log(1 + v) - v \geq 0, \quad v \in [-1, +\infty);
\]

so that

\[
H_\nu(\mu) = \int_X h(u) \, d\nu. \tag{22.17}
\]

Finally, let \( \varphi(x) = a d(x_0, x) \).

Since \( h(0) = h'(0) = 0 \), Taylor’s formula (with integral remainder) yields

\[
h(u) = u^2 \int_0^1 \frac{1 - t}{1 + tu} \, dt,
\]

so

\[
H_\nu(\mu) = \int_X \int_0^1 \frac{u^2(x)(1 - t)}{1 + tu(x)} \, d\nu(x) \, dt.
\]

On the other hand, by Cauchy–Schwarz inequality on \((0, 1) \times \mathcal{X}\),

\[
\left( \int_0^1 (1 - t) \, dt \right)^2 \left( \int_X \varphi |u| \, d\nu \right)^2
\]

\[
= \left( \int_{(0, 1) \times \mathcal{X}} (1 - t) \varphi(x) |u(x)| \, d\nu(x) \, dt \right)^2
\]

\[
\leq \left( \iint (1 - t) (1 + tu(x)) \varphi^2(x) \, d\nu(x) \, dx \right) \times \left( \iint \frac{1 - t}{1 + tu(x)} |u(x)|^2 \, d\nu(x) \, dx \right);
\]
thus
\[
\left(\int \varphi \|u\| \, d\nu\right)^2 \leq CH_\nu(\mu), \tag{22.18}
\]
where
\[
C := \frac{\iint (1 - t)(1 + tu) \varphi^2 \, d\nu \, dt}{\left(\int_0^1 (1 - t) \, dt\right)^2}. \tag{22.19}
\]

The numerator can be rewritten as follows:
\[
\iint (1 - t)(1 + tu) \varphi^2 \, d\nu \, dt
\]
\[
= \int (1 - t)t \, dt \int (1 + u) \varphi^2 \, d\nu + \int (1 - t)^2 \, dt \int \varphi^2 \, d\nu
\]
\[
= \frac{1}{6} \int \varphi^2 \, d\mu + \frac{1}{3} \int \varphi^2 \, d\nu. \tag{22.20}
\]

From the Legendre representation of the \( H \) functional,
\[
\int \varphi^2 \, d\mu \leq H_\nu(\mu) + \log \int e^{\varphi^2} \, d\nu, \tag{22.21}
\]
and Jensen’s inequality, in the form
\[
\int \varphi^2 \, d\nu \leq \log \int e^{\varphi^2} \, d\nu, \tag{22.22}
\]
we deduce that the right-hand side of (22.20) is bounded above by
\[
\frac{1}{6} H_\nu(\mu) + \frac{1}{2} \log \int e^{\varphi^2} \, d\nu.
\]

Plugging this into (22.19) and (22.18), we conclude that
\[
\left(\int \varphi \|u\| \, d\nu\right)^2 \leq \left(\frac{2}{3} H + 2L\right) H, \tag{22.23}
\]
where \( H \) stands for \( H_\nu(\mu) \) and \( L \) for \( \log \int e^{\varphi^2} \, d\nu. \)

The preceding bound is relevant only for “small” values of \( H. \) To handle large values, note that
\[
\left( \int \varphi |u| \, d\nu \right)^2 \leq \int \varphi^2 |u| \, d\nu \int |u| \, d\nu \\
\leq \left( \int \varphi^2 \, d\mu + \int \varphi^2 \, d\nu \right) \left( \int \, d\mu + \int \, d\nu \right) \\
\leq (H + 2L)^2 \tag{22.24}
\]

where I have successively used the Cauchy–Schwarz inequality, the inequality \(|u| \leq 1 + u + 1 \text{ on } [-1, +\infty)\) (which results in \(|u| \nu \leq \mu + \nu\)), and finally (22.21) and (22.22).

By (22.23) and (22.24),
\[
\left( \int \varphi |u| \, d\nu \right)^2 \leq \min \left( (2H) \left( \frac{H}{3} + L \right), 2(H + 2L) \right).
\]

Then the elementary inequality
\[
\min \left( At^2 + Bt, t + D \right) \leq Mt, \quad M = \frac{1}{2} \left\{ 1 + B + \sqrt{(B - 1)^2 + 4AD} \right\}
\]
implies
\[
\int \varphi |u| \, d\nu \leq m \sqrt{H(\mu|\nu)}
\]
where
\[
m = \sqrt{1 + L + \sqrt{(L - 1)^2 + \frac{8}{3}L}} \leq \sqrt{2} \sqrt{L + 1}.
\]

This concludes the proof. \(\square\)

**Remark 22.12 (CKP inequality).** In the particular case \(\varphi = 1\), we can replace the inequality (22.21) by just \(\int d\mu = 1\); then instead of (22.23) we obtain
\[
\|\mu - \nu\|_{TV} \leq \sqrt{2} H(\mu|\nu).
\]
This is the classical Csiszár–Kullback–Pinsker (CKP) inequality, with the sharp constant \(\sqrt{2}\).

**Remark 22.13.** If \(\nu\) satisfies \(T_2(\lambda)\), then also \(\nu^\otimes N\) satisfies \(T_2(\lambda)\), independently of \(N\); so one might hope to improve the concentration inequality appearing in Theorem 22.10(v). But now the space \(X^N\) should be equipped with the \(d_2\) distance, for which the function \(F : x \to (1/N) \sum f(x_i)\) is only \(\sqrt{N}\)-Lipschitz! In the end, \(T_2\) does not
lead to any improvement of Theorem 22.10(v). This is not in contradiction with the fact that $T_2$ is significantly stronger than $T_1$ (as we shall see in the sequel); it just shows that we cannot tell the difference when we consider observables of the particular form $(1/N) \sum \varphi(x_i)$. If one is interested in more complicated observables (such as nonlinear functionals, or suprema as in Example 22.36 below) the difference between $T_1$ and $T_2$ might become considerable.

**Talagrand inequalities from Ricci curvature bounds**

In the previous section the focus was on $T_1$ inequalities; in this and the next two sections we shall consider the stronger $T_2$ inequalities (Talagrand inequalities).

The most simple criterion for $T_2$ to hold is expressed in terms of Ricci curvature bounds:

**Theorem 22.14 (CD($K$, $\infty$) implies $T_2(K)$).** Let $M$ be a Riemannian manifold, equipped with a reference probability measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, satisfying a CD($K$, $\infty$) curvature-dimension bound for some $K > 0$. Then $\nu$ belongs to $P_2(M)$ and satisfies the Talagrand inequality $T_2(K)$. In particular, $\nu$ satisfies Gaussian concentration bounds.

Proof of Theorem 22.14. It follows by Theorem 18.12 that $\nu$ lies in $P_2(M)$; then the inequality $T_2(K)$ comes from Corollary 20.13(i) with $\mu_0 = \nu$ and $\mu_1 = \mu$. Since $T_2(K)$ implies $T_1(K)$, Theorem 22.10 shows that $\nu$ satisfies Gaussian concentration bounds.

Example 22.15. The standard Gaussian $\gamma$ on $\mathbb{R}^N$ satisfies CD($1$, $\infty$), and therefore $T_2(1)$ too. This is independent of $N$.

The links between Talagrand inequalities and dimension free concentration bounds will be considered further in Theorem 22.22.
Relation with log Sobolev and Poincaré inequalities

So far we learnt that logarithmic Sobolev inequalities follow from curvature bounds, and that Talagrand inequalities also result from the same bounds. We also learnt from Chapter 21 that logarithmic Sobolev inequalities imply Poincaré inequalities. Actually, Talagrand inequalities are intermediate between these two inequalities: a logarithmic Sobolev inequality implies a Talagrand inequality, which in turn implies a Poincaré inequality. In some sense however, Talagrand is closer to logarithmic Sobolev than to Poincaré: For instance, in nonnegative curvature, the validity of the Talagrand inequality is equivalent to the validity of the logarithmic Sobolev inequality — up to a degradation of the constant by a factor $1/4$.

To establish these properties, we shall use, for the first time in this course, a semigroup argument. As discovered by Bobkov, Gentil and Ledoux, it is indeed convenient to consider inequality (22.5) from a dynamical point of view, with the help of the (forward) Hamilton–Jacobi semigroup defined as in Chapter 7 by

$$
\begin{align*}
H_0 \varphi &= \varphi, \\
(H_t \varphi)(x) &= \inf_{y \in M} \left[ \varphi(y) + \frac{d(x,y)^2}{2t} \right] \quad (t > 0, \ x \in M).
\end{align*}
$$

(22.26)

The next proposition summarizes some of the nice properties of the semigroup $(H_t)_{t \geq 0}$. Recall the notation $|\nabla f|$ from (20.2).

**Proposition 22.16 (Some properties of the quadratic Hamilton–Jacobi semigroup).** Let $f$ be a bounded continuous function on a Riemannian manifold $M$. Then:

(i) For any $s, t \geq 0$, $H_t H_s f = H_{t+s} f$.

(ii) For any $x \in M$, $\inf f \leq (H_t f)(x) \leq f(x)$; moreover, the infimum over $M$ in (22.26) can be restricted to the ball $B[x, \sqrt{Ct}]$, where $C := 2 (\sup f - \inf f)$.

(iii) For any $t > 0$, $H_t f$ is Lipschitz and locally semiconcave (with a quadratic modulus of semiconcavity) on $M$.

(iv) For any $x \in M$, $H_t f(x)$ is a nonincreasing function of $t$, converging monotonically to $f(x)$ as $t \to 0$. In particular, $\lim_{t \to 0} H_t f = f$, locally uniformly.

(v) For any $t \geq 0$, $s > 0$, $x \in M$, 

\[
\frac{|H_{t+s}f(x) - H_t f(x)|}{s} \leq \frac{\|H_t f\|^2_{\text{Lip}(B[x, \sqrt{Cs})}}}{2}.
\]

(vi) For any \(x \in M\) and \(t \geq 0\),
\[
\liminf_{s \to 0^+} \frac{(H_{t+s}f)(x) - (H_t f)(x)}{s} \geq - \frac{\|\nabla - H_t f(x)\|^2}{2}. \tag{22.27}
\]

(vii) For any \(x \in M\) and \(t > 0\),
\[
\lim_{s \to 0^+} \frac{(H_{t+s}f)(x) - (H_t f)(x)}{s} = - \frac{\|\nabla - H_t f(x)\|^2}{2}. \tag{22.28}
\]

The proof of Proposition 22.16 is postponed to the Appendix, where a more general statement will be provided (Theorem 22.46).

Now we are ready for the main result of this section.

**Theorem 22.17 (Logarithmic Sobolev \(\Rightarrow T_2 \Rightarrow \text{Poincaré})**.

Let \(M\) be a Riemannian manifold equipped with a reference probability measure \(\nu \in P_2(M)\). Then:

(i) If \(\nu\) satisfies a logarithmic Sobolev inequality with some constant \(K > 0\), then it also satisfies a Talagrand inequality with constant \(K\).

(ii) If \(\nu\) satisfies a Talagrand inequality with some constant \(K > 0\), then it also satisfies a Poincaré inequality with constant \(K\).

**Remark 22.18.** Theorem 22.17 has the important advantage over Theorem 22.14 that logarithmic Sobolev inequalities are somewhat easy to perturb (recall Remark 21.5), while there are few known perturbation criteria for \(T_2\). One of them is as follows: if \(\nu\) satisfies \(T_2\) and \(\tilde{\nu} = e^{-v}\nu\) with \(v\) bounded, then there is a constant \(C\) such that
\[
\forall \mu \in P_2(M), \quad W_2(\mu, \nu) \leq C \left( \sqrt{H_\nu(\mu)} + H_\nu(\mu)^{\frac{1}{2}} \right). \tag{22.29}
\]

**Remark 22.19.** Part (ii) of Theorem 22.17 shows that the \(T_2\) inequality on a Riemannian manifold contains spectral information, and imposes qualitative restrictions on measures satisfying \(T_2\). For instance, the support of such a measure needs to be connected. (Otherwise take \(u = a\) on one connected component, \(u = b\) on another, \(u = 0\) elsewhere, where \(a\) and \(b\) are two constants chosen in such a way that \(\int u \, d\nu = 0\). Then \(\int |\nabla u|^2 \, d\nu = 0\), while \(\int u^2 \, d\nu > 0\).) This remark shows that \(T_2\) does not result from just decay estimates, in contrast with \(T_1\).
Proof of Theorem 22.17, part (i). Let $\nu$ satisfy a logarithmic Sobolev inequality with constant $K > 0$. By the dual reformulation of $T_2(K)$ (Proposition 22.3 for $p = 2$), it is sufficient to show

$$\forall g \in C_b(M), \quad \int_M e^{K(Hg)} d\nu \leq e^{\int_M g d\nu}, \quad (22.30)$$

where

$$(Hg)(x) = \inf_{y \in M} \left[ g(y) + \frac{d(x,y)^2}{2} \right].$$

Define

$$\phi(t) = \frac{1}{Kt} \log \left( \int_M e^{KtHg} d\nu \right). \quad (22.31)$$

Since $g$ is bounded, Proposition 22.16(ii) implies that $H_t g$ is bounded, uniformly in $t$. Thus

$$e^{KtH_t g} = 1 + Kt \int_M H_t g d\nu + O(t^2) \quad (22.32)$$

and

$$\phi(t) = \int_M H_t g d\nu + O(t). \quad (22.33)$$

By Proposition 22.16(iv), $H_t g$ converges pointwise to $g$ as $t \to 0^+$; then by the dominated convergence theorem,

$$\lim_{t \to 0^+} \phi(t) = \int_M g d\nu. \quad (22.34)$$

So it all amounts to showing that $\phi(1) \leq \lim_{t \to 0^+} \phi(t)$, and this will obviously be true if $\phi(t)$ is nonincreasing in $t$. To prove this, we shall compute the time-derivative $\phi'(t)$. We shall go slowly, so the hasty reader may go directly to the result, which is formula (22.41) below.

Let $t \in (0,1]$ be given. For $s > 0$, we have

$$\frac{\phi(t+s) - \phi(t)}{s} = \frac{1}{s} \left( \frac{1}{K(t+s)} - \frac{1}{Kt} \right) \log \int_M e^{K(t+s)H_{t+s}g} d\nu$$

$$+ \frac{1}{Kts} \left( \log \int_M e^{K(t+s)H_{t+s}g} d\nu - \log \int_M e^{KtH_t g} d\nu \right). \quad (22.35)$$

As $s \to 0^+$, $e^{K(t+s)H_{t+s}g}$ converges pointwise to $e^{KtH_t g}$, and is uniformly bounded. So the first term in the right-hand side of (22.35) converges, as $s \to 0^+$, to
\[-\frac{1}{Kt^2} \log \left( \int_M e^{KtH_tg} \, d\nu \right). \quad (22.36)\]

On the other hand, the second term in the right-hand side of (22.35) converges to
\[
\frac{1}{Kt} \int_M e^{KtH_tg} \, d\nu \lim_{s \to 0^+} \frac{1}{s} \left( \int_M e^{K(t+s)H_{t+s}g} \, d\nu - \int_M e^{KtH_tg} \, d\nu \right), \quad (22.37)
\]
provided that the latter limit exists.

To evaluate the limit in (22.37), we decompose the expression inside square brackets into
\[
\int_M \left( \frac{e^{K(t+s)H_{t+s}g} - e^{KtH_tg}}{s} \right) \, d\nu + \int_M \left( \frac{e^{KtH_tg} - e^{KtH_tg}}{s} \right) \, d\nu. \quad (22.38)
\]
The integrand of the first term in the above formula can be rewritten as
\((e^{KtH_t+sg})(e^{KsH_{t+s}g} - 1)/s\), which is uniformly bounded and converges pointwise to \((e^{KtH_tg})KtH_tg\) as \(s \to 0^+\). So the first integral in (22.38) converges to \(\int_M (KtH_tg)e^{KtH_tg} \, d\nu\).

Let us turn to the second term of (22.38). By Proposition 22.16(vii), for each \(x \in M\),
\[H_{t+s}g(x) = H_tg(x) - s \left( \frac{\left| \nabla H_tg(x) \right|^2}{2} + o(1) \right),\]
and therefore
\[\lim_{s \to 0^+} \frac{e^{KtH_{t+s}g(x)} - e^{KtH_tg(x)}}{s} = -Kte^{KtH_tg} \frac{\left| \nabla H_tg(x) \right|^2}{2}. \quad (22.39)\]

On the other hand, parts (iii) and (v) of Proposition 22.16 imply that
\[H_{t+s}g = H_tg + O(s).\]
Since \(H_tg(x)\) is uniformly bounded in \(t\) and \(x\),
\[\frac{e^{KtH_{t+s}g} - e^{KtH_tg}}{s} = O(1) \quad \text{as} \quad s \to 0^+. \quad (22.40)\]

By (22.39), (22.40) and the dominated convergence theorem,
\[
\lim_{s \to 0^+} \int_M \left( \frac{e^{KtH_t + s}g - e^{KtH_tg}}{s} \right) d\nu = -Kt \int_M \frac{|\nabla^- H_t g|^2}{2} e^{KtH_t g} d\nu.
\]

In summary, for any \( t > 0 \), \( \phi \) is right-differentiable at \( t \) and
\[
\frac{d^+ \phi(t)}{dt} := \lim_{s \to 0^+} \left[ \frac{\phi(t + s) - \phi(t)}{s} \right]
= \frac{1}{Kt^2} \int_M e^{KtH_t g} d\nu \left[ -\left( \int_M e^{KtH_t g} d\nu \right) \log \left( \int_M e^{KtH_t g} d\nu \right) \right]
+ \int_M (KtH_t g) e^{KtH_t g} d\nu - \frac{1}{2K} \int_M (Kt |\nabla^- H_t g|)^2 e^{KtH_t g} d\nu.
\]

(22.41)

Because \( \nu \) satisfies a logarithmic Sobolev inequality with constant \( K \),
the quantity inside square brackets is nonpositive. So \( \phi \) is nonincreasing
and the proof is complete. \( \Box \)

Before attacking the proof of Theorem 22.17(ii), it might be a good idea to think
over the next exercise, so as to understand more “concretely” why Talagrand inequalities
are related to Poincaré inequalities.

Exercise 22.20. Use Otto’s calculus to show that, at least formally,
\[
\|h\|_{H^{-1}(\nu)} = \lim_{\varepsilon \to 0} \frac{W_2((1 + \varepsilon h)\nu, \nu)}{\varepsilon},
\]
where \( h \) is smooth and bounded (and compactly supported, if you
wish), \( \int h d\nu = 0 \), and the dual Sobolev norm \( H^{-1}(\nu) \) is defined by
\[
\|h\|_{H^{-1}(\nu)} = \sup_{h \neq 0} \frac{\|h\|_{L^2(\nu)}}{\|\nabla h\|_{L^2(\nu)}} = \|\nabla (L^{-1} h)\|_{L^2(\nu)},
\]
where as before \( L = \Delta - \nabla V \cdot \nabla \). Deduce that, at least formally, the
Talagrand inequality reduces, in the limit when \( \mu = (1 + \varepsilon h)\nu \) and
\( \varepsilon \to 0 \), to the dual Poincaré inequality
\[
\left[ \int h d\nu = 0 \right] \Rightarrow \|h\|_{H^{-1}(\nu)} \leq \frac{\|h\|_{L^2(\nu)}}{\sqrt{K}}.
\]

Proof of Theorem 22.17, part (ii). Let \( h : M \to \mathbb{R} \) be a bounded Lipschitz function satisfying \( \int_M h d\nu = 0 \). Introduce
\[
\psi(t) = \int_M e^{K t H t h} d\nu.
\]

From the dual formulation of Talagrand’s inequality (Proposition 22.3 for \( p = 2 \)), \( \psi(t) \) is bounded above by \( \exp(Kt \int_M h d\nu) = 1 \); hence \( \psi \) has a maximum at \( t = 0 \). Combining this with \( \int h d\nu = 0 \), we find

\[
0 \leq \limsup_{t \to 0^+} \left( \frac{1 - \psi(t)}{K t^2} \right) = \limsup_{t \to 0^+} \int_M \left( \frac{1 + K t h - e^{K t H t h}}{K t^2} \right) d\nu.
\]

By the boundedness of \( H_t h \) and Proposition 22.16(iv),

\[
e^{K t H t h} = 1 + K t H_t h + \frac{K^2 t^2}{2} (H_t h)^2 + O(t^3)
\]

\[
= 1 + K t H_t h + \frac{K^2 t^2}{2} h^2 + o(t^2).
\]

So the right-hand side of (22.42) equals

\[
\limsup_{t \to 0^+} \int_M \left( \frac{h - H_t h}{t} \right) d\nu - \frac{K}{2} \int_M h^2 d\nu.
\]

By Proposition 22.16(v), \( (h - H_t h)/t \) is bounded; so we can apply Fatou’s lemma, in the form

\[
\limsup_{t \to 0^+} \int_M \left( \frac{h - H_t h}{t} \right) d\nu \leq \int_M \limsup_{t \to 0^+} \left( \frac{h - H_t h}{t} \right) d\nu.
\]

Then Proposition 22.16(vi) implies that

\[
\int_M \limsup_{t \to 0^+} \left( \frac{h - H_t h}{t} \right) d\nu \leq \int_M \frac{|\nabla - h|^2}{2} d\nu.
\]

All in all, the right-hand side of (22.42) can be bounded above by

\[
\frac{1}{2} \int_M |\nabla - h|^2 d\nu - \frac{K}{2} \int_M h^2 d\nu.
\]

So (22.44) is always nonnegative, which concludes the proof of the Poincaré inequality.

To close this section, I will show that the Talagrand inequality does imply a logarithmic Sobolev inequality under strong enough curvature assumptions.
Theorem 22.21 ($T_2$ sometimes implies log Sobolev). Let $M$ be a Riemannian manifold and let $\nu = e^{-V} \text{vol} \in P_2(M)$ be a reference measure on $M$, $V \in C^2(M)$. Assume that $\nu$ satisfies a Talagrand inequality $T_2(\lambda)$, and a curvature-dimension inequality $\text{CD}(K, \infty)$ for some $K > -\lambda$. Then $\nu$ also satisfies a logarithmic Sobolev inequality with constant

$$\tilde{\lambda} = \max \left[ \frac{\lambda}{4} \left( 1 + \frac{K}{\lambda} \right)^2, K \right].$$

Proof of Theorem 22.21. From the assumptions and Corollary 20.13(ii), the nonnegative quantities $H = H_\nu(\mu)$, $W = W_2(\mu, \nu)$ and $I = I_\nu(\mu)$ satisfy the inequalities

$$H \leq W \sqrt{I} - \frac{\lambda W^2}{2}, \quad W \leq \sqrt{\frac{2H}{K}}.$$

It follows by an elementary calculation that $H \leq I/(2\tilde{\lambda})$, so $\nu$ satisfies a logarithmic Sobolev inequality with constant $\lambda$. ☐

Talagrand inequalities and Gaussian concentration

We already saw in Theorem 22.10 that the $T_1$ inequality implies Gaussian concentration bounds. Now we shall see that the stronger $T_2$ inequality implies dimension free concentration bounds; roughly speaking, this means that $\nu^\otimes N$ satisfies concentration inequalities with constants independent of $N$.

Theorem 22.22 ($T_2$ and dimension free Gaussian concentration). Let $(\mathcal{X}, d)$ be a Polish space, equipped with a reference probability measure $\nu$. Then the following properties are equivalent:

(i) $\nu$ lies in $P_2(\mathcal{X})$ and satisfies a $T_2$ inequality.

(ii) There is a constant $C > 0$ such that for any $N \in \mathbb{N}$ and any Borel set $A \subset \mathcal{X}^N$,

$$\nu[A] \geq \frac{1}{2} \implies \forall r > 0, \quad \nu^\otimes N[A^r] \geq 1 - e^{-Cr^2};$$

here the enlargement $A^r$ is defined with the $d_2$ distance.
\[ d_2(x, y) = \sqrt{\sum_{i=1}^{N} d(x_i, y_i)^2}. \]

(iii) There is a constant \( C > 0 \) such that for any \( N \in \mathbb{N} \) and any \( f \in \text{Lip}(\mathcal{X}^N, d_2) \) (resp. \( \text{Lip}(\mathcal{X}^N, d_2) \cap \text{L}^1(\nu^{\otimes N}) \)),

\[ \nu^{\otimes N}\left[ \{ x \in \mathcal{X}^N; \ f(x) \geq m + r \} \right] \leq e^{-C \frac{r^2}{\| f \|_{\text{Lip}}^2}}, \]

where \( m \) is a median of \( f \) (resp. the mean value of \( f \)) with respect to the measure \( \nu^{\otimes N} \).

**Remark 22.23.** The dependence of the constants can be made more precise: If \( \nu \) satisfies \( T_2(K) \), then there are \( a, r_0 > 0 \) such that (with obvious notation) \( \nu^{\otimes N}[A^r] \geq 1 - a e^{-K(r-r_0)^2/2} \) and \( \nu^{\otimes N}\{ f \geq m + r \} \leq a e^{-K(r-r_0)^2/2} \), for all \( N \in \mathbb{N} \) and \( r \geq r_0 \). Conversely, these inequalities imply \( T_2(K) \).

**Proof of Theorem 22.22.** If (i) is satisfied, then by Proposition 22.5, \( \nu^{\otimes N} \) satisfies \( T_2 \) (and therefore \( T_1 \)) with a uniform constant. Then we can repeat the proof of (i) \( \Rightarrow \) (iii) in Theorem 22.10, with \( \nu \) replaced by \( \nu^{\otimes N} \). Since the constants obtained in the end are independent of \( N \), this proves (ii).

The implication (ii) \( \Rightarrow \) (iii) follows the same lines as in Theorem 22.10.

The implication (iii) \( \Rightarrow \) (i) is more subtle. For any \( x \in \mathcal{X}^N \), define the empirical measure \( \widehat{\mu}_x^N \) by

\[ \widehat{\mu}_x^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \in \text{P}(\mathcal{X}), \]

and let

\[ f_N(x) = W_2(\widehat{\mu}_x^N, \nu). \]

By the triangle inequality for \( W_2 \) and Theorem 4.8, for any \( x, y \in \mathcal{X}^N \) one has

\[ |f_N(x) - f_N(y)|^2 \leq W_2 \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}, \frac{1}{N} \sum_{i=1}^{N} \delta_{y_i} \right)^2 \]

\[ \leq \frac{1}{N} \sum_{i=1}^{N} W_2(\delta_{x_i}, \delta_{y_i})^2 = \frac{1}{N} \sum_{i=1}^{N} d(x_i, y_i)^2; \]
so \( f_N \) is \((1/\sqrt{N})\)-Lipschitz in distance \( d_2 \). By (iii),
\[
\forall r > 0, \quad \nu^\otimes N \left[ f_N \geq m_N + r \right] \leq e^{-CNr^2}, \tag{22.45}
\]
where \( m_N \) is either a median, or the mean value of \( f_N \).

Let us check that \( m_N \) goes to zero as \( N \to \infty \). According to Varadarajan’s theorem, \( \hat{\mu}_x^N \) converges weakly to \( \nu \) for all \( x \) outside of a \( \nu^\otimes N \)-negligible set. (Here I am slightly abusing notation since \( x \) stands both for a sequence and for the first \( N \) elements of this sequence.) Moreover, if \( x_0 \) is any element in \( \mathcal{X} \) and \( \varphi(x) = d(x_0, x)^2 \), then \( \int \varphi \, d\hat{\mu}_x^N = (1/N) \sum_{i=1}^N d(x_0, x_i)^2 \) is (under \( \nu^\otimes N \)) a sum of independent, identically distributed variables with finite moment of order 1; and thus, by the strong law of large numbers, converges to \( \int d(x_0, x)^2 \, d\nu(x) = \int \varphi \, d\nu \). Combining this information with Theorem 6.9 we see that \( W_2(\hat{\mu}_x^N, \nu) \to 0 \) as \( N \to \infty \), for \( \nu^\otimes N \)-almost all sequences \((x_i)_{i \in \mathbb{N}}\). By Lebesgue’s dominated convergence theorem, for any \( t > 0 \) we have \( \nu^\otimes N \left[ W_2(\hat{\mu}_x^N, \nu) \geq t \right] \to 0 \); this implies that any sequence \((m_N)\) of medians of \( f_N \) converges to zero.

The convergence of the mean value requires an additional estimate:
\[
\int W_2(\hat{\mu}_x^N, \nu)^2 \, d\nu^\otimes N \leq \int W_2(\delta_x, \nu)^2 \, d\nu(x)
\leq \int W_2(\delta_x, \delta_y)^2 \, d\nu(x) \, d\nu(y) = \int d(x, y)^2 \, d\nu(x) \, d\nu(y) < +\infty;
\]
so \( f_N \) is bounded in \( L^2(\nu^\otimes N) \), in particular it is equi-integrable. Then the almost sure convergence of \( f_N \) to 0 implies the convergence also in \( L^1 \); a fortiori the mean value of \( f_N \) goes to zero.

Since \( m_N \to 0 \), (22.45) implies
\[
\liminf_{N \to \infty} \left( -\frac{1}{N} \log \nu^\otimes N \left[ \left\{ x; \ W_2(\hat{\mu}_x^N, \nu) \geq r \right\} \right] \right) \geq Cr^2. \tag{22.46}
\]
The left-hand side is a large deviation estimate for the empirical measure of independent identically distributed samples; since the set \( W_2(\mu, \nu) > r \) is open in the topology of \( P_2(\mathcal{X}) \), a suitable version of Sanov’s theorem (see the bibliographical notes) yields
\[
\limsup_{N \to \infty} \left( -\frac{1}{N} \log \nu^\otimes N \left[ \left\{ x; \ W_2(\hat{\mu}_x^N, \nu) \geq r \right\} \right] \right)
\leq \inf \left\{ H_\nu(\mu); \ \nu \in P_2(\mathcal{X}); \ W_2(\mu, \nu) > r \right\}. \tag{22.47}
\]
Combining (22.46) and (22.47) gives

$$\inf \left\{ H_\nu(\mu); \nu \in P_2(\mathcal{X}); W_2(\mu, \nu) > r \right\} \geq C r^2,$$

which is equivalent to $W_2(\mu, \nu) \leq \sqrt{H_\nu(\mu)/C}$, hence (i). □

**Poincaré inequalities and quadratic-linear transport cost**

So far we have encountered transport inequalities involving the quadratic cost function $c(x, y) = d(x, y)^2$, and the linear cost function $c(x, y) = d(x, y)$. Remarkably, Poincaré inequalities can be recast in terms of transport cost inequalities for a cost function which behaves quadratically for small distances, and linearly for large distances. As discovered by Bobkov and Ledoux, they can also be rewritten as modified logarithmic Sobolev inequalities, which are just usual logarithmic Sobolev inequalities, except that there is a Lipschitz constraint on the logarithm of the density of the measure. These two reformulations of Poincaré inequalities will be discussed below.

**Definition 22.24 (Quadratic-linear cost).** Let $(\mathcal{X}, d)$ be a metric space. The quadratic-linear cost $c_{q\ell}$ on $\mathcal{X}$ is defined by

$$c_{q\ell}(x, y) = \begin{cases} d(x, y)^2 & \text{if } d(x, y) \leq 1; \\ d(x, y) & \text{if } d(x, y) > 1. \end{cases}$$

In a compact notation, $c_{q\ell}(x, y) = \min(d(x, y)^2, d(x, y))$. The optimal total cost associated with $c_{q\ell}$ will be denoted by $C_{q\ell}$.

**Theorem 22.25 (Reformulations of Poincaré inequalities).** Let $M$ be a Riemannian manifold equipped with a reference probability measure $\nu = e^{-V}\text{vol}$. Then the following statements are equivalent:

(i) $\nu$ satisfies a Poincaré inequality;

(ii) There are constants $c, K > 0$ such that for any Lipschitz probability density $\rho$,

$$|\nabla \log \rho| \leq c \implies H_\nu(\mu) \leq \frac{I_\nu(\mu)}{K}, \quad \mu = \rho \nu; \quad (22.48)$$

(iii) $\nu \in P_1(M)$ and there is a constant $C > 0$ such that

$$\forall \mu \in P_1(M), \quad C_{q\ell}(\mu, \nu) \leq C H_\nu(\mu). \quad (22.49)$$
Remark 22.26. The equivalence between (i) and (ii) remains true when the Riemannian manifold $M$ is replaced by a general metric space. On the other hand, the equivalence with (iii) uses at least a little bit of the Riemannian structure (say, a local Poincaré inequality, a local doubling property and a length property).

Remark 22.27. The equivalence between (i), (ii) and (iii) can be made more precise. As the proof will show, if $\nu$ satisfies a Poincaré inequality with constant $\lambda$, then for any $c < 2\sqrt{\lambda}$ there is an explicit constant $K = K(c) > 0$ such that (22.48) holds true; and the $K(c)$ converges to $\lambda$ as $c \to 0$. Conversely, if for each $c > 0$ we call $K(c)$ the best constant in (22.48), then $\nu$ satisfies a Poincaré inequality with constant $\lambda = \lim_{c \to 0} K(c)$. Also, in (ii) $\Rightarrow$ (iii) one can choose $C = \max (4/K, 2/c)$, while in (iii) $\Rightarrow$ (i) the Poincaré constant can be taken equal to $C^{-1}$.

Theorem 22.25 will be obtained by two ingredients: The first one is the Hamilton–Jacobi semigroup with a nonquadratic Lagrangian; the second one is a generalization of Theorem 22.17, stated below. The notation $L^*$ will stand for the Legendre transform of the convex function $L : \mathbb{R}_+ \to \mathbb{R}_+$, and $L''$ for the distributional derivative of $L$ (well-defined on $\mathbb{R}_+$ once $L$ has been extended by 0 on $\mathbb{R}_-$).

Theorem 22.28 (From generalized log Sobolev to transport to generalized Poincaré). Let $M$ be a Riemannian manifold equipped with its geodesic distance $d$ and with a reference probability measure $\nu = e^{-V}\text{vol} \in P_2(M)$. Let $L$ be a strictly increasing convex function $\mathbb{R}_+ \to \mathbb{R}_+$ such that $L(0) = 0$ and $L''$ is bounded above; let $c_L(x,y) = L(d(x,y))$ and let $C_L$ be the optimal transport cost associated with the cost function $c_L$. Further, assume that $L(r) \leq C(1 + r)^p$ for some $p \in [1,2]$ and some $C > 0$. Then:

(i) Further, assume that $L^*(ts) \leq t^2 L^*(s)$ for all $t \in [0,1]$, $s \geq 0$. If there is $\lambda \in (0,1]$ such that $\nu$ satisfies the generalized logarithmic Sobolev inequality with constant $\lambda$:

For any $\mu = \rho \nu \in P(M)$ such that $\log \rho \in \text{Lip}(M)$,

$$H_\nu(\mu) \leq \frac{1}{\lambda} \int L^* \left( |\nabla \log \rho| \right) d\mu; \quad (22.50)$$

then $\nu$ also satisfies the following transport inequality:

$$\forall \mu \in P_p(M), \quad C_L(\mu, \nu) \leq \frac{H_\nu(\mu)}{\lambda}. \quad (22.51)$$
(ii) If $\nu$ satisfies (22.51), then it also satisfies the generalized Poincaré inequality with constant $\lambda$:

$$\forall f \in \text{Lip}(M), \|f\|_{\text{Lip}} \leq L'(\infty),$$

$$\int f \, d\nu = 0 \implies \int f^2 \, d\nu \leq \frac{2}{\lambda} \int L^* (|\nabla f|) \, d\nu.$$

Proof of Theorem 22.28. The proof is the same as the proof of Theorem 22.17. After picking up $g \in C_b(M)$, one introduces the function

$$\phi(t) = \frac{1}{\lambda t} \log \int e^{\lambda t H_t g} \, d\nu, \quad H_t g(x) = \inf_{y \in M} \left[ g(y) + t L \left( \frac{d(x, y)}{t} \right) \right].$$

The properties of $H_t g$ are investigated in Theorem 22.46 in the Appendix.

It is not always true that $\phi$ is continuous at $t = 0$, but at least the monotonicity of $H_t g$ implies

$$\lim_{t \to 0^+} \phi(t) \leq \phi(0).$$

Theorem 22.46 makes it possible to compute the right derivative of $\phi$ as in the proof of Theorem 22.17(i):

$$\frac{d^+ \phi(t)}{dt} := \lim_{s \to 0^+} \left[ \frac{\phi(t + s) - \phi(t)}{s} \right]$$

$$= \frac{1}{\lambda t^2} \int_M e^{\lambda t H_t g} \, d\nu \left[ - \left( \int_M e^{\lambda t H_t g} \, d\nu \right) \log \left( \int_M e^{\lambda t H_t g} \, d\nu \right) \ight.$$

$$+ \left( \int_M (\lambda t H_t g) e^{\lambda t H_t g} \, d\nu - \frac{1}{2\lambda} \int_M (\lambda t^2 L^* (|\nabla H_t g|)) e^{\lambda t H_t g} \, d\nu \right]$$

$$\leq \frac{1}{\lambda t^2} \int_M e^{\lambda t H_t g} \, d\nu \left[ - \left( \int_M e^{\lambda t H_t g} \, d\nu \right) \log \left( \int_M e^{\lambda t H_t g} \, d\nu \right) \ight.$$

$$+ \left( \int_M (\lambda t H_t g) e^{\lambda t H_t g} \, d\nu - \frac{1}{2\lambda} \int_M L^* (\lambda t |\nabla H_t g|) e^{\lambda t H_t g} \, d\nu \right],$$

(22.52)

where the inequality $L^* (\lambda t s) \leq \lambda^2 t^2 L^*(s)$ was used. By assumption, the quantity inside square brackets is nonpositive, so $\phi$ is nonincreasing on $(0, 1]$, and therefore on $[0, 1]$. The inequality $\phi(1) \leq \phi(0)$ can be recast as
\[
\frac{1}{\lambda} \log \int_M e^{\lambda \inf_{y \in M} [g(y) + L(d(x,y))] \nu(dx)} \leq \int_M g \, d\nu,
\]
which by Theorem 5.26 is the dual formulation of (22.51).

As for part (ii) of the theorem, it is similar to part (ii) of Theorem 22.17. \(\square\)

Now we have enough tools at our disposal to carry on the proof of Theorem 22.25.

**Proof of Theorem 22.25.** We shall start with the proof of (i) \(\Rightarrow\) (ii). Let \(f = \log \rho - \int (\log \rho) \, d\nu\); so \(\int f \, d\nu = 0\) and the assumption in (ii) reads \(|\nabla f| \leq c\). Moreover, with \(a = \int (\log \rho) \, d\nu\) and \(X = \int e^f \, d\nu\),

\[
I_\nu(\mu) = e^a \int |\nabla f|^2 e^f \, d\nu;
\]

\[
H_\nu(\mu) = \int (f + a)e^{f+a} \, d\nu - \left( \int e^{f+a} \, d\nu \right) \log \left( \int e^{f+a} \, d\nu \right)
\]

\[
= e^a \left( \int fe^f \, d\nu - \int e^f \, d\nu + 1 \right) - e^a (X \log X - X + 1)
\]

\[
\leq e^a \left( \int fe^f \, d\nu - \int e^f \, d\nu + 1 \right).
\]

So it is sufficient to prove

\[
|\nabla f| \leq c \implies \int (fe^f - e^f + 1) \, d\nu \leq \frac{1}{K} \int |\nabla f|^2 e^f \, d\nu. \quad (22.53)
\]

In the sequel, \(c\) is any constant satisfying \(0 < c < 2\sqrt{\lambda}\). Inequality (22.53) will be proven by two auxiliary inequalities:

\[
\int f^2 \, d\nu \leq e^{c\sqrt{\lambda}} \int f^2 e^{-|f|} \, d\nu; \quad (22.54)
\]

\[
\int f^2 e^f \, d\nu \leq \frac{1}{\lambda} \left( \frac{2\sqrt{\lambda} + c}{2\sqrt{\lambda} - c} \right)^2 \int |\nabla f|^2 e^f \, d\nu. \quad (22.55)
\]

Note that the upper bound on \(|\nabla f|\) is crucial in both inequalities.

Once (22.54) and (22.55) are established, the result is immediately obtained. Indeed, the right-hand side of (22.54) is obviously bounded by the left-hand side of (22.55), so both expressions are bounded above by
a constant multiple of $\int |\nabla f|^2 e^f \, d\nu$. On the other hand, an elementary study shows that

$$\forall f \in \mathbb{R}, \quad fe^f - e^f + 1 \leq \max (f^2, f^2 e^f),$$

so (22.53) holds true for some explicit constant $K(c)$.

To obtain (22.54), we proceed as follows. The elementary inequality

$$2|f|^3 \leq \delta f^2 + \delta^{-1} f^4$$

integrates up to

$$2 \int |f|^3 \, d\nu \leq \delta \int f^2 \, d\nu + \delta^{-1} \int f^4 \, d\nu$$

$$= \delta \int f^2 \, d\nu + \delta^{-1} \left( \int f^2 \, d\nu \right)^2 + \delta^{-1} \left[ \int (f^2)^2 \, d\nu - \left( \int f^2 \, d\nu \right)^2 \right].$$

(22.56)

By the Poincaré inequality, $\int f^2 \, d\nu \leq (1/\lambda) \int |\nabla f|^2 \, d\nu \leq c^2/\lambda$, which implies $(\int f^2 \, d\nu)^2 \leq (c^2/\lambda) \int f^2 \, d\nu$. Also by the Poincaré inequality,

$$\int (f^2)^2 \, d\nu - \left( \int f^2 \, d\nu \right)^2 \leq (1/\lambda) \int |\nabla (f^2)|^2 \, d\nu$$

$$= \frac{4}{\lambda} \int f^2 |\nabla f|^2 \, d\nu \leq \frac{4c^2}{\lambda} \int f^2 \, d\nu.$$

Plugging this information back into (22.56), we obtain

$$2 \int |f|^3 \, d\nu \leq \left( \delta + \frac{5c^2}{\delta \lambda} \right) \int f^2 \, d\nu.$$

The choice $\delta = \sqrt{5c^2/\lambda}$ yields

$$\int |f|^3 \, d\nu \leq c \sqrt{\frac{5}{\lambda}} \int f^2 \, d\nu.$$  \hspace{1cm} (22.57)

By Jensen’s inequality, applied with the convex function $x \to e^{-|x|}$ and the probability measure $\sigma = f^2 \nu / (\int f^2 \, d\nu)$,

$$\int f^2 e^{-|f|} \, d\nu = \left( \int e^{-|f|} \, d\sigma \right) \left( \int f^2 \, d\nu \right) \geq e^{-\int |f| \, d\sigma} \left( \int f^2 \, d\nu \right);$$

in other words

$$\int f^2 \, d\nu \leq \exp \left( \frac{\int |f|^3 \, d\nu}{\int f^2 \, d\nu} \right) \int f^2 e^{-|f|} \, d\nu.$$
Combining this inequality with (22.57) finishes the proof of (22.54).

To establish (22.55), we first use the condition \( \int f \, d\nu = 0 \) and the Poincaré inequality to write

\[
\left( \int f e^{f/2} \, d\nu \right)^2 \\
= \frac{1}{4} \left( \int [f(x) - f(y)] \left[ e^{f(x)/2} - e^{f(y)/2} \right] \, d\nu(x) \, d\nu(y) \right)^2 \\
\leq \frac{1}{4} \left( \int |f(x) - f(y)|^2 \, d\nu(x) \, d\nu(y) \right) \left( \int \left| e^{f(x)/2} - e^{f(y)/2} \right|^2 \, d\nu(x) \, d\nu(y) \right) \\
= \left( \int f^2 \, d\nu - \left( \int f \, d\nu \right)^2 \right) \left( \int e^f \, d\nu - \left( \int e^{f/2} \, d\nu \right)^2 \right) \\
\leq \frac{1}{\lambda^2} \left( \int |\nabla f|^2 \, d\nu \right) \left( \int |\nabla (e^{f/2})|^2 \, d\nu \right) \\
\leq \frac{c^2}{4\lambda^2} \int |\nabla f|^2 e^f \, d\nu. \tag{22.58}
\]

Next, also by the Poincaré inequality and the chain-rule,

\[
\int f^2 e^f \, d\nu - \left( \int f e^{f/2} \, d\nu \right)^2 \\
\leq \frac{1}{\lambda} \int |\nabla (f e^{f/2})|^2 \, d\nu \\
= \frac{1}{\lambda} \int |\nabla f|^2 \left( 1 + \frac{f}{2} \right)^2 e^f \, d\nu \\
= \frac{1}{\lambda} \left( \int |\nabla f|^2 e^f \, d\nu + \int |\nabla f|^2 f e^f \, d\nu + \frac{1}{4} \int |\nabla f|^2 f^2 e^f \, d\nu \right) \\
\leq \frac{1}{\lambda} \left( \int |\nabla f|^2 e^f \, d\nu + c \sqrt{\int |\nabla f|^2 e^f \, d\nu} \sqrt{\int f^2 e^f \, d\nu} + \frac{c^2}{4} \int f^2 e^f \, d\nu \right). \tag{22.59}
\]

By adding up (22.58) and (22.59), we obtain

\[
\int f^2 e^f \, d\nu \leq \left( \frac{1}{\lambda} + \frac{c^2}{4\lambda^2} \right) \int |\nabla f|^2 e^f \, d\nu \\
+ c \sqrt{\int |\nabla f|^2 e^f \, d\nu} \sqrt{\int f^2 e^f \, d\nu} + \frac{c^2}{4\lambda} \int f^2 e^f \, d\nu.
\]
This inequality of degree 2 involving the two quantities \( \sqrt{\int f^2 e^f d\nu} \) and \( \sqrt{\int |\nabla f|^2 e^f d\nu} \) can be transformed into (22.55). (Here the fact that \( c^2/(4\lambda) < 1 \) is crucial.) This completes the proof of (i) \( \Rightarrow \) (ii).

Now we shall see that (ii) \( \Rightarrow \) (iii). Let \( \nu \) satisfy a modified logarithmic Sobolev inequality as in (22.48). Then let \( L(s) = cs^2/2 \) for \( 0 \leq s \leq 1 \), \( L(s) = c(s - 1/2) \) for \( s > 1 \). The function \( L \) so defined is convex, strictly increasing and \( L'' \leq c \). Its Legendre transform \( L^* \) is quadratic on \([0,c]\) and identically \( +\infty \) on \((c, +\infty)\). So (22.48) can be rewritten

\[
H_\nu(\mu) \leq \frac{2c}{K} \int L^* (|\nabla \log \rho|) d\mu.
\]

Since \( L^*(tr) \leq t^2 L^*(r) \) for all \( t \in [0, 1] \), \( r \geq 0 \), we can apply Theorem 22.28(i) to deduce the modified transport inequality

\[
C_L(\mu, \nu) \leq \max \left( \frac{2c}{K}, 1 \right) H_\nu(\mu), \tag{22.60}
\]

which implies (iii) since \( C_{qL} \leq (2/c) C_L \).

It remains to check (iii) \( \Rightarrow \) (i). If \( \nu \) satisfies (iii), then it also satisfies \( C_L(\mu, \nu) \leq CH_\nu(\mu) \), where \( L \) is as before (with \( c = 1 \)); as a consequence, it satisfies the generalized Poincaré inequality of Theorem 22.28(ii). Pick up any Lipschitz function \( f \) and apply this inequality to \( \epsilon f \), where \( \epsilon \) is small enough that \( \epsilon \|f\|_{\text{Lip}} < 1 \); the result is

\[
\int f d\nu = 0 \implies \epsilon^2 \int f^2 d\nu \leq (2C) \int L^*(\epsilon |\nabla^- f|) d\nu.
\]

Since \( L^* \) is quadratic on \([0,1]\), factors \( \epsilon^2 \) cancel out on both sides, and we are back with the usual Poincaré inequality. \( \square \)

Exercise 22.29. Prove directly the implication (ii) \( \Rightarrow \) (i).

Let us now see the implications of Theorem 22.25 in terms of concentration of measure.

**Theorem 22.30 (Measure concentration from Poincaré inequality).** Let \( M \) be a Riemannian manifold equipped with its geodesic distance, and with a reference probability measure \( \nu = e^{-V} \text{vol} \). Assume that \( \nu \) satisfies a Poincaré inequality with constant \( \lambda \). Then there is a constant \( C = C(\lambda) > 0 \) such that for any Borel set \( A \),
\[ \forall r \geq 0, \quad \nu[A^r] \geq 1 - \frac{e^{-C \min(r, r^2)}}{\nu[A]} \tag{22.61} \]

Moreover, for any \( f \in \text{Lip}(M) \) (resp. \( \text{Lip}(M) \cap L^1(\nu) \)),

\[ \nu\left\{ x; \ f(x) \geq m + r \right\} \leq e^{-C \min\left(\frac{r}{\| f \|_{\text{Lip}}}, \frac{r^2}{\| f \|_{H_1}^2}\right)} \tag{22.62} \]

where \( m \) is a median (resp. the mean value) of \( f \) with respect to \( \nu \).

**Proof of Theorem 22.30.** The proof of (22.61) is similar to the implication (i) \( \Rightarrow \) (iii) in Theorem 22.10. Define \( B = M \setminus A^r \), and let \( \nu_A = (1_A)\nu/\nu[A] \), \( \nu_B = (1_B)\nu/\nu[B] \). Obviously, \( C_{\text{qell}}(\nu_A, \nu_B) \geq \min(r, r^2) \).

The inequality \( \min(a+b, (a+b)^2) \leq 4 \left[ \min(a, a^2) + \min(b, b^2) \right] \) makes it possible to adapt the proof of the triangle inequality for \( W_1 \) (given in Chapter 6) and get \( C_{\text{qell}}(\nu_A, \nu_B) \leq 4 \left[ C_{\text{qell}}(\nu_A, \nu) + C_{\text{qell}}(\nu_B, \nu) \right] \). Thus

\[ \min(r, r^2) \leq 4\left[ C_{\text{qell}}(\nu_A, \nu) + C_{\text{qell}}(\nu_B, \nu) \right], \]

By Theorem 22.28, \( \nu \) satisfies (22.49), so there is \( C > 0 \) such that

\[ \min(r, r^2) \leq C \left( H_\nu(\nu_A) + H_\nu(\nu_B) \right) \]

\[ = C\left( \log \frac{1}{\nu[A]} + \log \frac{1}{1 - \nu[A^r]} \right), \]

and (22.61) follows immediately. Then (22.62) is obtained by arguments similar to those used before in the proof of Theorem 22.10. \( \square \)

**Example 22.31.** The exponential measure \( \nu(dx) = (1/2)e^{-|x|} \, dx \) does not admit Gaussian tails, so it fails to satisfy properties of Gaussian concentration expressed in Theorem 22.10. However, it does satisfy a Poincaré inequality. So (22.61), (22.62) hold true for this measure.

Now, consider the problem of concentration of measure in a product space, say \( (M^N, \nu^\otimes^N) \), where \( \nu \) satisfies a Poincaré inequality. We may equip \( M^N \) with the metric

\[ d_2(x, y) = \sqrt{\sum_i d(x_i, y_i)^2}; \]

then \( \mu^\otimes^N \) will satisfy a Poincaré inequality with the same constant as \( \nu \), and we may apply Theorem 22.30 to study concentration in \( (M^N, d_2, \nu^\otimes^N) \).
However, there is a more interesting approach, due to Talagrand, in which one uses both the distance $d_2$ and the distance
\[ d_1(x, y) = \sum_i d(x_i, y_i). \]

Here is the procedure: Given a Borel set $A \subset M^N$, first enlarge it by $r$ in distance $d_2$ (that is, consider all points which lie at a distance less than $r$ from $A$); then enlarge the result by $r^2$ in distance $d_1$. This is explained in the next theorem, where $A^{r;d}$ stands for the enlargement of $A$ by $r$ in distance $d$, and $\|f\|_{\text{Lip}(X,d)}$ stands for the Lipschitz norm of $f$ on $X$ with respect to the distance $d$.

**Theorem 22.32 (Product measure concentration from Poincaré inequality).** Let $M$ be a Riemannian manifold equipped with its geodesic distance $d$ and a reference probability measure $\nu = e^{-V} \text{vol}$. Assume that $\nu$ satisfies a Poincaré inequality with constant $\lambda$. Then there is a constant $C = C(\lambda)$ such that for any $N \in \mathbb{N}$, and for any Borel set $A \subset M^N$,
\[ \nu^\otimes N[A] \geq \frac{1}{2} \implies \nu^\otimes N\left[ (A^{r;d_2})^{r^2;d_1} \right] \geq 1 - e^{-Cr^2}. \quad (22.63) \]

Moreover, for any $f \in \text{Lip}(M^N, d_1) \cap \text{Lip}(M^N, d_2)$ (resp. $\text{Lip}(M^N, d_1) \cap \text{Lip}(M^N, d_2) \cap L^1(\nu^\otimes N)$),
\[ \nu^\otimes N \left[ \{ x; f(x) \geq m + r \} \right] \leq e^{-C \min \left( \frac{r}{\|f\|_{\text{Lip}(M^N, d_1)}}, \frac{r^2}{\|f\|_{\text{Lip}(M^N, d_2)}} \right)}, \quad (22.64) \]

where $m$ is a median of $f$ (resp. the mean value of $f$) with respect to the measure $\nu^\otimes N$.

Conversely, if (22.63) or (22.64) holds true, then $\nu$ satisfies a Poincaré inequality.

**Proof of Theorem 22.32.** Once again, the equivalence (22.63) $\iff$ (22.64) is based on arguments similar to those used in the proof of Theorem 22.10; in the sequel I shall use (22.63).

Let us assume that $\nu$ satisfies a Poincaré inequality, and prove (22.63). By Theorem 22.25, $\nu$ satisfies a transport-cost inequality of the form
\[ \forall \mu \in P_1(M), \quad C_{q\ell}(\mu, \nu) \leq C \mathcal{H}_\nu(\mu). \]
On $M^N$ define the cost
\[ c(x, y) = \sum c_{q\ell}(x_i, y_i), \]
and let $\overline{C}$ be the associated optimal cost functional.

By Remark 22.7, $\nu \otimes N$ satisfies an inequality of the form
\[ \forall \mu \in P_1(M^N), \quad \overline{C}(\mu, \nu \otimes N) \leq C H_{\nu \otimes N}(\mu). \quad (22.65) \]

Let $A$ be a Borel set of $M^N$ with $\nu \otimes N[A] \geq 1/2$, and let $r > 0$ be given. Let $B = M^N \setminus (A^r)^{d_2^2;d_1}$. Let $\nu_B$ be obtained by conditioning $\nu$ on $B$ (that is, $\nu_B = (1_B)\nu/\nu[B]$). Consider the problem of transporting $\nu_B$ to $\nu$ optimally, with the cost $c$. At least a portion $\nu \otimes N[A] \geq 1/2$ of the mass has to go to from $B$ to $A$, so
\[ \overline{C}(\nu_B, \nu \otimes N) \geq \frac{1}{2} \inf_{x \in A, y \in B} c(x, y) =: \frac{1}{2} c(A, B). \]

On the other hand, by (22.65),
\[ \overline{C}(\mu, \nu \otimes N) \leq C H_{\nu \otimes N}(\mu) = C \log \frac{1}{\nu[B]}, \]

By combining these two inequalities, we get
\[ \nu \left( (A^r)^{d_2^2;d_1} \right) = 1 - \nu[B] \geq 1 - e^{-1/(2C)} c(A, B). \]

To prove (22.63), it only remains to check that
\[ c(A, B) \geq r^2. \]

So let $x = (x_1, \ldots, x_N) \in A$, and let $y \in M^N$ such that $c(x, y) < r^2$; the goal is to show that $y \in (A^r)^{d_2^2;d_1}$. For each $i \in \{1, \ldots, N\}$, define $z_i = x_i$ if $d(x_i, y_i) > 1$, $z_i = y_i$ otherwise. Then
\[ d_2(x, z)^2 = \sum_{d(x_i, y_i) \leq 1} d(x_i, y_i)^2 \leq \sum_i c_{q\ell}(x_i, y_i) = c(x, y) < r^2; \]
so $z \in A^r$. Similarly,
\[ d_1(z, y) = \sum_{d(x_i, y_i) > 1} d(x_i, y_i) \leq \sum_i c_{q\ell}(x_i, y_i) = c(x, y) < r^2; \]
so \( y \) lies at a distance at most \( r^2 \) from \( z \), in distance \( d_1 \). This concludes the proof.

Let us now assume that \( \nu \) satisfies (22.63), and prove the modified Talagrand inequality appearing in Theorem 22.25(iii), which will in turn imply the Poincaré inequality. The first step is to note that

\[
(\mathbb{R}^{d_2})^{r^2:d_1} \subset A^{c:4r^2} := \left\{ x \in \mathcal{X}^N; \exists a \in A; c(a, x) \leq 4r^2 \right\}. \tag{22.66}
\]

Indeed, separating the four cases (a) \( d(a_i, z_i) \leq 1 \), \( d(y_i, z_i) \leq 1 \); (b) \( d(a_i, z_i) \leq 1 \), \( d(y_i, z_i) \geq 1 \); (c) \( d(a_i, z_i) \geq 1 \), \( d(a_i, y_i) \geq 1/2 \); (d) \( d(a_i, z_i) \geq 1 \), \( d(a_i, y_i) \leq 1/2 \), \( d(y_i, z_i) \geq d(a_i, z_i)/2 \), one obtains the elementary inequality

\[
c_{q\ell}(a_i, z_i) \leq 2 \left[ d(a_i, y_i)^2 + d(y_i, z_i) \right],
\]

and (22.66) follows from the definitions and summation over \( i \).

As in the proof of Theorem 22.22, let \( \bar{\mu}_x^N = (1/N) \sum_e \delta_e \), let \( f_N(x) = C_{q\ell}(\bar{\mu}_x^N, \nu) \) let \( m_N \) be a median of \( f_N \) (with respect to the probability measure \( \nu \otimes N \)) and let \( A = \{ x; f_N(x) \leq m_N \} \), so that \( A \) has probability at least 1/2. If \( x \in (\mathbb{R}^{d_2})^{r^2:d_1} \) then by (22.66) there is \( a \in A \) such that \( c(a, x) \leq 4r^2 \), and by Theorem 4.8,

\[
C_{q\ell}(\bar{\mu}_x^N, \bar{\mu}_a^N) \leq \frac{4r^2}{N}.
\]

On the other hand, as in the proof of Theorem 22.30, one has

\[
C_{q\ell}(\bar{\mu}_x^N, \nu) \leq 4 \left[ C_{q\ell}(\bar{\mu}_x^N, \bar{\mu}_a^N) + C_{q\ell}(\bar{\mu}_a^N, \nu) \right].
\]

It follows by means of Property (22.63) that

\[
\nu \otimes N \left[ C_{q\ell}(\bar{\mu}_x^N, \nu) > 4 m_N + 16 \frac{r^2}{N} \right] \leq \nu \otimes N \left[ \mathcal{X}^N \setminus A^{c:4r^2} \right] \leq \nu \otimes N \left[ \mathcal{X}^N \setminus (\mathbb{R}^{d_2})^{r^2:d_1} \right] \leq e^{-Cr^2}.
\]

The rest of the argument is as in Theorem 22.22. \( \square \)

**Example 22.33.** Let \( \nu(dx) \) be the exponential measure \( e^{-|x|}dx/2 \) on \( \mathbb{R} \), then \( \nu \otimes N(dx) = (1/2^N) e^{-\sum |x_i|} \prod dx_i \) on \( \mathbb{R}^N \). Theorem 22.32 shows that for every Borel set \( A \subset \mathbb{R}^N \) with \( \nu \otimes N[A] \geq 1/2 \) and any \( \delta > 0 \),

\[
\nu \otimes N [A + B^{d_2}_r + B^{d_1}_r] \geq 1 - e^{-\alpha r^2} \tag{22.67}
\]

where \( B_r^d \) stands for the ball of center 0 and radius \( r \) in \( \mathbb{R}^N \) for the distance \( d \).
Remark 22.34. Strange as this may seem, inequality (22.67) contains (up to numerical constants) the Gaussian concentration of the Gaussian measure! Indeed, let $T : \mathbb{R} \to \mathbb{R}$ be the increasing rearrangement of the exponential measure $\nu$ onto the one-dimensional Gaussian measure $\gamma$ (so $T_{\#}\nu = \gamma$, $(T^{-1})_{\#}\gamma = \nu$). An explicit computation shows that

$$|T(x) - T(y)| \leq C \min\left(|x - y|, \sqrt{|x - y|}\right)$$

(22.68)

for some numeric constant $C$. Let $T_N(x_1, \ldots, x_N) = (T(x_1), \ldots, T(x_N))$; obviously $(T_N)_{\#}(\nu^{\otimes N}) = \gamma^{\otimes N}$, $(T_N)^{-1}(\gamma^{\otimes N}) = \nu^{\otimes N}$. Further, let $A$ be any Borel set in $\mathbb{R}^N$, and let $y \in T_N^{-1}(A) + B_r^{d_2} + B_{r_2}^{d_1}$. This means that there are $w$ and $x$ such that $T_N(w) \in A$, $|x - w|_2 \leq r$, $|y - x|_1 \leq r^2$. Then by (22.68),

$$|T_N(w) - T_N(y)|^2 = \sum_i |T(w_i) - T(y_i)|^2$$

$$\leq C^2 \sum_i \min\left(|w_i - y_i|, |w_i - y_i|\right)$$

$$\leq C^2 \left( \sum_{|w_i - x_i| \geq |x_i - y_i|} 2|w_i - x_i| + \sum_{|w_i - x_i| < |x_i - y_i|} 4|x_i - y_i| \right)$$

$$\leq 4C^2 \left( \sum_i |x_i - w_i| + \sum_i |x_i - y_i| \right)$$

$$\leq 8C^2 r^2,$$

so $T_N(y) \in A + B_{\sqrt{8}C r}^{d_2}$. In summary, if $C' = \sqrt{8}C$, then

$$T_N(T_N^{-1}(A) + B_r^{d_2} + B_{r_2}^{d_1}) \subset A + B_{C' r}^{d_2}.$$

As a consequence, if $A \subset \mathbb{R}^N$ is any Borel set satisfying $\gamma^{\otimes N}[A] \geq 1/2$, then $\nu^{\otimes N}[T_N^{-1}(A)] = \gamma^{\otimes N}[A] \geq 1/2$, and

$$\gamma^{\otimes N}[A^{C'}] \geq \gamma^{\otimes N}\left[T_N(T_N^{-1}(A) + B_r^{d_2} + B_{r_2}^{d_1})\right]$$

$$= \nu^{\otimes N}\left[T_N^{-1}(A) + B_r^{d_2} + B_{r_2}^{d_1}\right]$$

$$\geq 1 - e^{-cr^2}$$

for some numeric constant $c > 0$. This is precisely the Gaussian concentration property as it appears in Theorem 22.10(iii) — in a dimension-free form.

Remark 22.35. In certain situations, (22.67) provides sharper concentration properties for the Gaussian measure, than the usual Gaussian concentration bounds. This might look paradoxical, but can be
explained by the fact that Gaussian concentration considers arbitrary sets $A$, while in many problems one is led to study the concentration of measure around certain very particular sets, for instance with a “cubic” structure; then inequality (22.67) might be very efficient.

**Example 22.36.** Let $A = \{ x \in \mathbb{R}^N ; \max |x_i| \leq m \}$ be the centered cube of side $2m$, where $m = m(N) \to \infty$ is chosen in such a way that $\gamma^N(A) \geq 1/2$. (It is a classical fact that $m = O(\sqrt{\log N})$ will do, but we don’t need that information.) If $r \geq 1$ is small with respect to $m$, then the enlargement of the cube is dominated by the behavior of $T$ close to $T^{-1}(m)$. Since $T(x)$ behaves approximately like $\sqrt{x}$ for large values of $x$, $T^{-1}(m)$ is of the order $m^2$; and close to $m^2$ the Lipschitz norm of $T$ is $O(1/m)$. Then the computation before can be sharpened into

$$T_N(T^{-1}(A) + B_{r^2}^{d_2} + B_{r^2}^{d_1}) \subset A + B_{C' r^2/m}^{d_2},$$

so the concentration of measure can be felt with enlargements by a distance of the order of $r^2/m \ll r$.

**Dimension-dependent inequalities**

There is no well-identified analog of Talagrand inequalities that would take advantage of the finiteness of the dimension to provide sharper concentration inequalities. In this section I shall suggest some natural possibilities, focusing on positive curvature for simplicity; so $M$ will be compact. This compactness assumption is not a serious restriction: If $(M, e^{-V} \text{vol})$ is any Riemannian manifold satisfying a CD$(K, N)$ inequality for some $K \in \mathbb{R}$, $N < \infty$, and $e^{-V} \text{vol}$ satisfies a Talagrand inequality, then it can be shown that $M$ is compact.

**Theorem 22.37 (Finite-dimensional transport-energy inequalities).** Let $M$ be a Riemannian manifold equipped with a probability measure $\nu = e^{-V} \text{vol}$, $V \in C^2(M)$, satisfying a curvature-dimension bound $\text{CD}(K, N)$ for some $K > 0$, $N \in (1, \infty)$. Then, for any $\mu = \rho \nu \in P_2(M)$,

$$\int_M \left[ N \left( \frac{\alpha}{\sin \alpha} \right)^{1 - \frac{1}{N}} \rho(x_0)^{-\frac{1}{N}} - (N - 1) \frac{\alpha}{\tan \alpha} \right] \pi(dx_0 \, dx_1) \leq 1,$$

(22.69)
where \( \alpha(x_0, x_1) = \sqrt{K/(N-1)} d(x_0, x_1) \), and \( \pi \) is the unique optimal coupling between \( \mu \) and \( \nu \). Equivalently,

\[
\int_M \left[ N \left( \frac{\alpha}{\sin \alpha} \right)^{1 - \frac{1}{N}} - (N - 1) \frac{\alpha}{\tan \alpha} - 1 \right] \pi(dx_0 dx_1) \\
\leq \int \left( \frac{\alpha}{\sin \alpha} \right)^{1 - \frac{1}{N}} \left[ (N - 1) \rho - N \rho^{1 - \frac{1}{N}} + 1 \right] d\nu. \tag{22.70}
\]

**Remark 22.38.** The function \((N - 1)r - Nr^{1 - \frac{1}{N}} + 1\) is nonnegative, and so is the integrand in the right-hand side of (22.70). If the coefficient \( \alpha/\sin \alpha \) above would be replaced by 1, then the right-hand side of (22.70) would be just \( \int [(N - 1) \rho - N \rho^{1 - \frac{1}{N}} + 1] d\nu = H_{N, \nu}(\rho) \).

**Corollary 22.39 (Further finite-dimensional transport-energy inequalities).** With the same assumptions and notation as in Theorem 22.37, the following inequalities hold true:

\[
\forall p \in (1, \infty) \quad H_{Np, \nu}(\mu) \geq \\
\int \left[ (Np - 1) - (N - 1) \frac{\alpha}{\tan \alpha} - N(p - 1) \left( \frac{\sin \alpha}{\alpha} \right)^{\frac{1}{p} - 1} \right] d\pi; \tag{22.71}
\]

\[
2H_{N, \nu}(\mu) - \int \rho^{1 - \frac{1}{N}} \log \rho d\nu \geq \\
\int \left[ (2N - 1) - (N - 1) \frac{\alpha}{\tan \alpha} - N \exp \left( 1 - \left( \frac{\alpha}{\sin \alpha} \right)^{1 - \frac{1}{N}} \right) \right] d\pi; \tag{22.72}
\]

\[
H_{\infty, \nu}(\mu) \geq (N - 1) \int \left( 1 - \frac{\alpha}{\tan \alpha} + \log \frac{\alpha}{\sin \alpha} \right) d\pi. \tag{22.73}
\]

**Proof of Theorem 22.37.** Apply Theorem 20.10 with \( U(r) = -N r^{1 - 1/N} \), \( \rho_0 = 1, \rho_1 = \rho \): This yields the inequality

\[
-N \leq - \int N \rho^{1 - \frac{1}{N}} \left( \frac{\alpha}{\sin \alpha} \right)^{1 - \frac{1}{N}} d\pi(\cdot \cdot) d\nu \\
- \int (N - 1) \left( 1 - \frac{\alpha}{\tan \alpha} \right) d\pi(\cdot \cdot) d\nu.
\]

Since \( \pi \) has marginals \( \rho \nu \) and \( \nu \), this is the same as (22.69).
To derive (22.70) from (22.69), it is sufficient to check that
\[
\int NQ \, d\pi = \int Q[(N-1)\rho + 1] \, d\nu,
\]
where \( Q = (\alpha/\sin \alpha)^{1 - \frac{1}{N}} \). But this is immediate because \( Q \) is a symmetric function of \( x_0 \) and \( x_1 \), and \( \pi \) has marginals \( \mu = \rho \nu \) and \( \nu \), so
\[
\int Q(x_0, x_1) \, d\nu(x_0) = \int Q(x_0, x_1) \, d\nu(x_1) = \int Q(x_0, x_1) \, d\pi(x_0, x_1)
\]
\[
= \int Q(x_0, x_1) \rho(x_0) \, d\nu(x_0).
\]
\[\boxed{}\]

**Proof of Corollary 22.39.** Write again \( Q = (\alpha/\sin \alpha)^{1 - \frac{1}{N}} \). The classical Young inequality can be written \( ab \leq a^{p/p} + b^{p'/p'} \), where \( p' = p/(p-1) \) is the conjugate exponent to \( p \); so
\[
Np\rho^{1 - \frac{1}{Np}} = (Np\rho) \left[ \rho^{-\frac{1}{Np}} Q \right] \frac{1}{p} Q^{-\frac{1}{p'}} \leq (Np\rho) \left[ \frac{\rho^{-\frac{1}{Np}} Q}{p} + \frac{Q^{-\frac{1}{p'}}}{p'} \right].
\]
By integration of this inequality and (22.69),
\[
H_{N,\nu}(\mu) + Np = -Np \int \rho^{1 - \frac{1}{Np}}
\]
\[
\geq - \int N \rho^{-\frac{1}{N}} Q d\pi - N(p-1) \int Q^{-\frac{1}{p-1}} d\pi
\]
\[
\geq -1 - \int (N-1) \frac{\alpha}{\tan \alpha} d\pi - N(p-1) \int Q^{-\frac{1}{p-1}} d\pi,
\]
which is the same as (22.71).

Then (22.72) and (22.73) are obtained by taking the limits \( p \to 1 \) and \( p \to \infty \), respectively. Equivalently, one can apply the inequalities \( ab \leq a \log a - 2a + e^{b+1} \) and \( ab \leq a \log a - a + e^b \) instead of Young’s inequality; more precisely, to get (22.72) from (22.69), one can write
\[
N \rho^{1 - \frac{1}{N}} \log \rho^{\frac{1}{N}} = (N \rho^{1 - \frac{1}{N}} e^{-Q})(e^{Q \log \rho^{\frac{1}{N}}})
\]
\[
\leq (N \rho^{1 - \frac{1}{N}} e^{-Q}) \left( e^Q Q - 2e^Q e \rho^{\frac{1}{N}} \right);
\]
and to get (22.73) from (22.69),
\[ N \rho \log Q = (N \rho^{1 - \frac{1}{N}}) \rho^{\frac{1}{N}} \log Q \leq \left( N \rho^{1 - \frac{1}{N}} \right) \left( \rho^{\frac{1}{N}} \log \rho^{\frac{1}{N}} - \rho^{\frac{1}{N}} + Q \right). \]

All the inequalities appearing in Corollary 22.39 can be seen as refinements of the Talagrand inequality appearing in Theorem 22.14; concentration inequalities derived from them take into account, for instance, the fact that the distance between any two points can never exceed \( \pi \sqrt{(N-1)/K} \).

**Exercise 22.40.** Give a more direct derivation of inequality (22.73), based on the fact that \( U(r) = r \log r \) lies in \( DC_N \).

**Exercise 22.41.** Use the inequalities proven in this section, and the result of Exercise 22.20, to recover, at least formally, the inequality
\[
\left[ \int h \, d\nu = 0 \right] \implies \|h\|_{L^2(\nu)}^2 \leq K \frac{N}{N-1} \|h\|_{H^{-1}(\nu)}^2
\]
under an assumption of curvature-dimension bound \( CD(K, N) \). Now turn this into a rigorous proof, assuming as much smoothness on \( h \) and on the density of \( \nu \) as you wish. (Hint: When \( \varepsilon \to 0 \), the optimal transport between \( (1 + \varepsilon h) \nu \) and \( \nu \) converges in measure to the identity map; this enables one to pass to the limit in the distortion coefficients.)

**Remark 22.42.** If one applies the same procedure to (22.71), one recovers a constant \( K(Np)/(Np - 1) \), which reduces to the correct constant only in the limit \( p \to 1 \). As for inequality (22.73), it leads to just \( K \) (which would be the limit \( p \to \infty \)).

**Remark 22.43.** Since the Talagrand inequality implies a Poincaré inequality without any loss in the constants, and the optimal constant in the Poincaré inequality is \( KN/(N-1) \), it is natural to ask whether this is also the optimal constant in the Talagrand inequality. The answer is affirmative, in view of Theorem 22.17, since the logarithmic Sobolev inequality also holds true with the same constant. But I don’t know of any transport proof of this!

**Open Problem 22.44.** Find a direct transport argument to prove that the curvature-dimension \( CD(K, N) \) with \( K > 0 \) and \( N < \infty \) implies \( T_2(\tilde{K}) \) with \( \tilde{K} = KN/(N-1) \), rather than just \( T_2(K) \).
Note that inequality (22.73) does not solve this problem, since by Remark 22.42 it only implies the Poincaré inequality with constant $K$.

I shall conclude with a very loosely formulated open problem, which might be nonsense:

**Open Problem 22.45.** *In the Euclidean case, is there a particular variant of the Talagrand inequality which takes advantage of the homogeneity under dilations, just as the usual Sobolev inequality in $\mathbb{R}^n$? Is it useful?*

**Recap**

In the end, the main results of this chapter can be summarized by just a few diagrams:

- **Relations between functional inequalities:** By combining Theorems 21.2, 22.17, 22.10 and elementary inequalities, one has

\[
\text{CD}(K, \infty) \implies (\text{LS}) \implies (T_2) \implies (P) \implies (\exp_1) \\
\downarrow
\]

\[
(T_1) \iff (\exp_2) \implies (\exp_1)
\]

All these symbols designate properties of the reference measure $\nu$: (LS) stands for logarithmic Sobolev inequality, (P) for Poincaré inequality, $\exp_2$ means that $\nu$ has a finite square-exponential moment, and $\exp_1$ that it has a finite exponential moment.

- **Reformulations of Poincaré inequality:** Theorem 22.25 can be visualized as

\[
(P) \iff (\text{LSLL}) \iff (T_{q\ell})
\]

where (LSLL) means logarithmic Sobolev for log-Lipschitz functions, and $(T_{q\ell})$ designates the transportation-cost inequality involving the quadratic-linear cost.

- **Concentration properties via functional inequalities:** The three main such results proven in this chapter are

\[
(T_1) \iff \text{Gaussian concentration} \quad (\text{Theorem 22.10})
\]

\[
(T_2) \iff \text{dimension free Gaussian concentration} \quad (\text{Theorem 22.22})
\]

\[
(P) \iff \text{dimension free exponential concentration} \quad (\text{Theorem 22.32})
\]
Appendix: Properties of the Hamilton–Jacobi semigroup

This Appendix is devoted to the proof of Theorem 22.46 below, which was used in the proof of Theorem 22.28 (and also in the proof of Theorem 22.17 via Proposition 22.16). It says that if a nice convex Lagrangian $L(|v|)$ is given on a Riemannian manifold, then the solution $f(t, x)$ of the associated Hamilton–Jacobi semigroup satisfies (a) certain regularity properties which go beyond differentiability; (b) the pointwise differential equation

$$ \frac{\partial f}{\partial t} + L^*(|\nabla - f(x)|) = 0, $$

where $|\nabla f(x)|$ is defined by (20.2).

Recall the notion of semiconcavity from Definition 10.10; throughout this Appendix I shall say “semiconcave” for “semiconcave with a quadratic modulus”. To say that $L$ is locally semiconcave is equivalent to saying that the (distributional) second derivative $L''$ is locally bounded above on $\mathbb{R}$, once $L$ has been extended by 0 on $\mathbb{R}_-$.

**Theorem 22.46 (Some properties of the Hamilton–Jacobi semigroup on a manifold).** Let $L : \mathbb{R}_+ \to \mathbb{R}_+$ be a strictly increasing, locally semiconcave, convex continuous function with $L(0) = 0$. Let $M$ be a Riemannian manifold equipped with its geodesic distance $d$. For any $f \in C_b(M)$, define the evolution $(H_t f)_{t \geq 0}$ by

$$
\begin{cases}
H_0 f = f \\
(H_t f)(x) = \inf_{y \in M} \left[ f(y) + t L \left( \frac{d(x, y)}{t} \right) \right] & (t > 0, x \in M).
\end{cases}
$$

Then:

(i) For any $s, t \geq 0$, $H_s H_t f = H_{t+s} f$.

(ii) For any $x \in M$, $\inf f \leq (H_t f)(x) \leq f(x)$; moreover, for any $t > 0$ the infimum over $M$ in (22.74) can be restricted to the closed ball $B[x, R(f, t)]$, where

$$ R(f, t) = t L^{-1} \left( \frac{\sup f - \inf f}{t} \right). $$

(iii) For any $t > 0$, $H_t f$ is Lipschitz and locally semiconcave on $M$; moreover $\|H_t f\|_{\text{Lip}} \leq L'(\infty)$. 


(iv) For any \( t > 0 \), \( H_{t+s}f \) is nonincreasing in \( s \), and converges monotonically and locally uniformly to \( H_tf \) as \( s \to 0 \); this conclusion extends to \( t = 0 \) if \( \|f\|_{\text{Lip}} \leq L'(\infty) \).

(v) For any \( t \geq 0 \), \( s > 0 \), \( x \in M \),
\[
\frac{|H_{t+s}f(x) - H_tf(x)|}{s} \leq L^*\left(\|H_tf\|_{\text{Lip}(B[x,R(f,s))}\}\right).
\]

(vi) For any \( x \in M \) and \( t > 0 \),
\[
\liminf_{s \downarrow 0} \frac{(H_{t+s}f)(x) - (H_tf)(x)}{s} \geq - L^*(|\nabla H_tf(x)|);
\]
this conclusion extends to \( t = 0 \) if \( \|f\|_{\text{Lip}} \leq L'(\infty) \).

(vii) For any \( x \in M \) and \( t > 0 \),
\[
\lim_{s \downarrow 0} \frac{(H_{t+s}f)(x) - (H_tf)(x)}{s} = - L^*(|\nabla H_tf|);
\]
this conclusion extends to \( t = 0 \) if \( \|f\|_{\text{Lip}} \leq L'(\infty) \) and \( f \) is locally semiconcave.

**Remark 22.47.** If \( L'(\infty) < +\infty \) then in general \( H_tf \) is not continuous as a function of \( t \) at \( t = 0 \). This can be seen by the fact that \( \|H_tf\|_{\text{Lip}} \leq L'(\infty) \) for all \( t > 0 \).

**Remark 22.48.** There is no measure theory in Theorem 22.46, and conclusions hold for all (not just almost all) \( x \in M \).

**Proof of Theorem 22.46.** First, note that the inverse \( L^{-1} \) of \( L \) is well-defined \( \mathbb{R}_+ \to \mathbb{R}_+ \) since \( L \) is strictly increasing and goes to \( +\infty \) at infinity. Also \( L'(\infty) = \lim_{r \to \infty} (L(r)/r) \) is well-defined in \((0, +\infty)\). Further, note that
\[
L^*(p) = \sup_{r \geq 0} \left[ p r - L(r) \right]
\]
is a convex nondecreasing function of \( p \), satisfying \( L^*(0) = 0 \).

Let \( x, y, z \in M \) and \( t, s > 0 \). Since \( L \) is increasing and convex,
\[
L \left( \frac{d(x,y)}{t+s} \right) \leq L \left( \frac{d(x,z) + d(z,y)}{t+s} \right)
\]
\[
\leq \frac{t}{t+s} L \left( \frac{d(x,z)}{t} \right) + \frac{s}{t+s} L \left( \frac{d(z,y)}{s} \right),
\]
with equality if $d(x, z)/t = d(z, y)/s$, i.e. if $z$ is an $s/(t + s)$-barycenter of $x$ and $y$. (There always exists such a $z$.) So
\[
(t + s) L \left( \frac{d(x + y)}{t + s} \right) = \inf_{z \in M} \left[ t L \left( \frac{d(x, z)}{t} \right) + s L \left( \frac{d(x, y)}{s} \right) \right].
\]
This implies (i).

The lower bound in (ii) is obvious since $L \geq 0$, and the upper bound follows from the choice $y = x$ in (22.74). Moreover, if $d(x, y) > R(f, t)$, then
\[
f(x) + t L \left( \frac{d(x, y)}{t} \right) > (\inf f) + t L \left( \frac{R(f, t)}{t} \right)
= (\inf f) + (\sup f - \inf f) = \sup f;
\]
so the infimum in (22.74) may be restricted to those $y \in M$ such that $d(x, y) \leq R(f, t)$. Note that $R(f, t)$ is finite for all $t > 0$.

When $y$ varies in $B[x, R(f, t)]$, the function $t L(d(x, y)/t)$ remains $C$-Lipschitz, where $C = L'(R(f, t)/t) < +\infty$. So $H_t f$ is an infimum of uniformly Lipschitz functions, and is therefore Lipschitz. It is obvious that $C \leq L'(\infty)$.

To prove (iii) it remains to show that $H_t f$ is locally semiconcave for $t > 0$. Let $(\gamma_t)_{0 \leq t \leq 1}$ be a minimizing geodesic in $M$, then for $\lambda \in [0, 1]$,
\[
H_t f(\gamma_\lambda) - (1 - \lambda) H_t f(\gamma_0) - \lambda H_t f(\gamma_1)
= \inf_{z_\lambda} \inf_{z_0} \sup_{z_1} \left\{ f(z_\lambda) - (1 - \lambda) f(z_0) - \lambda f(z_1) \right\}
+ t \left[ L \left( \frac{d(z_\lambda, \gamma_\lambda)}{t} \right) - (1 - \lambda) L \left( \frac{d(z_0, \gamma_0)}{t} \right) - \lambda L \left( \frac{d(z_1, \gamma_1)}{t} \right) \right]
\geq t \inf_{z_\lambda} \left[ L \left( \frac{d(z, \gamma_\lambda)}{t} \right) - (1 - \lambda) L \left( \frac{d(z, \gamma_0)}{t} \right) - \lambda L \left( \frac{d(z, \gamma_1)}{t} \right) \right],
\]
where the latter inequality has been obtained by choosing $z = z_0 = z_1 = z_\lambda$. The infimum may be restricted to a large ball containing the balls of radius $R(f, t)$ centered at $\gamma_0$, $\gamma_\lambda$ and $\gamma_1$. When the image of $\gamma$ is contained in a compact set $K$ we may therefore find a large ball $B$ (depending on $K$) such that
\[
H_t f(\gamma_\lambda) - (1 - \lambda) H_t f(\gamma_0) - \lambda H_t f(\gamma_1)
\geq t \inf_{z \in B} \left[ L \left( \frac{d(z, \gamma_\lambda)}{t} \right) - (1 - \lambda) L \left( \frac{d(z, \gamma_0)}{t} \right) - \lambda L \left( \frac{d(z, \gamma_1)}{t} \right) \right].
\]
When \( z \) varies in \( B \), the distance function \( d(z, \cdot) \) is uniformly semi-concave (with a quadratic modulus) on the compact set \( K \); recall indeed the computations in the Third Appendix of Chapter 10. Let \( F = L(\cdot/t) \), restricted to a large interval where \( d(z, \cdot) \) takes values; and let \( \varphi = d(z, \cdot) \), restricted to \( K \). Since \( F \) is semiconcave increasing Lipschitz and \( \varphi \) is semiconcave Lipschitz, their composition \( F \circ \varphi \) is semiconcave, and the modulus of semiconcavity is uniform in \( z \). So there is \( C = C(K) \) such that

\[
\inf_{z \in B} \left[ L\left( \frac{d(z, \gamma \lambda)}{t} \right) - (1 - \lambda) L\left( \frac{d(z, \gamma_0)}{t} \right) - \lambda L\left( \frac{d(z, \gamma_1)}{t} \right) \right] \geq -C\lambda(1 - \lambda) d(\gamma_0, \gamma_1)^2.
\]

This and (22.75) show that \( H_t f \) is locally semiconcave and conclude the proof of (iii).

To prove (iv), let \( g = H_t f \). It is clear that \( H_s g \) is a nonincreasing function of \( s \) since \( sL(d(x, y)/s) \) is itself a nonincreasing function of \( s \). I shall now distinguish two cases.

**Case 1:** \( L'(\infty) = +\infty \); then \( \lim_{s \to 0} R(g, s) = (\sup g - \inf g)/L'(\infty) = 0 \).

For any \( x \in M \),

\[
g(x) \geq H_s g(x) = \inf_{d(x, y) \leq R(g, s)} \left[ g(y) + sL\left( \frac{d(x, y)}{s} \right) \right] \geq \inf_{d(x, y) \leq R(g, s)} g(y),
\]

and this converges to \( g(x) \) as \( s \to 0 \), locally uniformly in \( x \).

**Case 2:** \( L'(\infty) < +\infty \); then \( \lim_{s \to 0} R(g, s) > 0 \) (except if \( g \) is constant, a case which I omit since it is trivial). Since \( \|g\|_{\text{Lip}} \leq L'(\infty) \),

\[
g(y) \geq g(x) - L'(\infty) d(x, y),
\]

so

\[
g(x) \geq H_s g(x) \geq g(x) + \inf_{d(x, y) \leq R(g, s)} \left[ sL\left( \frac{d(x, y)}{s} \right) - L'(\infty) d(x, y) \right] \geq g(x) + \left[ sL\left( \frac{R(g, s)}{s} \right) - L'(\infty) R(g, s) \right],
\]

(22.76)

where I used the fact that \( sL(d/s) - L'(\infty) d \) is a nonincreasing function of \( d \) (to see this, note that \( L'(d/s) - L'(\infty) \leq 0 \), where \( L'(r) \) is the
right-derivative of $L$ at $r$). By definition, $s \, L(R(g, s)/s) = \sup g - \inf g$, so (22.76) becomes
\[ H_s g(x) \geq g(x) + \left( \sup g - \inf g - L'(\infty) \right) R(g, s). \]

As $s \to 0$, the expression inside square brackets goes to 0, and $H_s g(x)$ converges uniformly to $g(x)$. So (iv) is established.

To prove (v), again let $g = H_t f$, then
\[ 0 \leq g(x) - H_s g(x) \]
\[ = \sup_{d(x, y) \leq R(g, s)} \left[ g(x) - g(y) - s \, L \left( \frac{d(x, y)}{s} \right) \right] \]
\[ \leq s \left\{ \sup_{d(x, y) \leq R(g, s)} \left( \frac{|g(y) - g(x)|}{d(x, y)} \right) \frac{d(x, y)}{s} - L \left( \frac{d(x, y)}{s} \right) \right\} \]
\[ \leq s \, L^* \left( \sup_{d(x, y) \leq R(g, s)} \frac{|g(y) - g(x)|}{d(x, y)} \right), \tag{22.77} \]

where I have used the inequality $p r \leq L(r) + L^*(p)$. Statement (v) follows at once from (22.77). Moreover, if $L'(\infty) = +\infty$, then $L^*$ is continuous on $\mathbb{R}_+$, so by the definition of $|\nabla^- g|$ and the fact that $R(g, s) \to 0$,
\[ \lim_{s \to 0} \, \frac{g(x) - H_s g(x)}{s} \leq L^* \left( \lim_{s \to 0} \sup_{d(x, y) \leq R(g, s)} \frac{|g(y) - g(x)|}{d(x, y)} \right) \]
\[ = L^* (|\nabla^- g(x)|), \]

which proves (vi) in the case $L'(\infty) = +\infty$.

If $L'(\infty) < +\infty$, things are a bit more intricate. If $\|g\|_{\text{Lip}} \leq L'(\infty)$, then of course $|\nabla^- g(x)| \leq L'(\infty)$. I shall distinguish two situations:

- If $|\nabla^- g(x)| = L'(\infty)$, the same argument as before shows
  \[ \frac{g(x) - H_s g(x)}{s} \leq L^* (\|g\|_{\text{Lip}}) \leq L^*(L'(\infty)) = L^*(|\nabla^- g(x)|). \]

- If $|\nabla^- g(x)| < L'(\infty)$, I claim that there is a function $\alpha = \alpha(s)$, depending on $x$, such that $\alpha(s) \to 0$ as $s \to 0$, and
  \[ H_s g(x) = \inf_{d(x, y) \leq \alpha(s)} \left[ g(y) + s \, L \left( \frac{d(x, y)}{s} \right) \right]. \tag{22.78} \]

If this is true then the same argument as in the case $L'(\infty) = +\infty$ will work.
So let us prove (22.78). By Lemma 22.49 below, there exists $\delta > 0$ such that for all $y \in B[x, R(g, s)],$

$$g(x) - g(y) \leq (L'(\infty) - \delta) d(x, y).$$

(22.79)

For any $\alpha_0 > 0$ we can find $s_0$ such that

$$\alpha \geq \alpha_0, \ s \leq s_0 \implies \frac{s}{\alpha} L\left(\frac{\alpha}{s}\right) \geq L'(\infty) - \frac{\delta}{2}.$$ 

So we may define a function $\alpha(s) \to 0$ such that

$$\alpha \geq \alpha(s) \implies s L\left(\frac{\alpha}{s}\right) \geq \left(L'(\infty) - \frac{\delta}{2}\right) \alpha.$$ 

(22.80)

If $d(x, y) \geq \alpha(s)$, (22.79) and (22.80) imply

$$g(y) + s L\left(\frac{d(x, y)}{s}\right) \geq g(x) + s L\left(\frac{d(x, y)}{s}\right) - (L'(\infty) - \delta) d(x, y)$$

$$\geq g(x) + \frac{\delta}{2} d(x, y) > g(x).$$

So the infimum of $[g(y) + s L(d(x, y)/s)]$ may be restricted to those $y \in M$ such that $d(x, y) \leq \alpha(s)$, and (22.78) is true. Thus (vi) holds true in all cases.

It only remains to prove (vii). Let $g = H_t f$; as we already know, $\|g\|_{\text{Lip}} \leq L'(\infty)$ and $g$ is locally semiconcave. The problem is to show

$$\liminf_{s \to 0} \left[ \frac{g(x) - H_s g(x)}{s} \right] \geq L^*(|\nabla^- g(x)|).$$

This is obvious if $|\nabla^- g(x)| = 0$, so let us assume $|\nabla^- g(x)| > 0$. (Note that $|\nabla^- g(x)| < +\infty$ since $g$ is Lipschitz.)

By the same computation as before,

$$\frac{g(x) - H_s g(x)}{s} = \frac{1}{s} \sup_{d(x, y) \leq R(g, s)} \left[ g(x) - g(y) - s L\left(\frac{d(x, y)}{s}\right) \right].$$

First, assume $L'(\infty) = +\infty$, so $L^*$ is defined on the whole of $\mathbb{R}_+$. Let $q \in \partial L(|\nabla^- g(x)|)$. As $s \to 0,$

$$\frac{R(g, s)}{s} \to L^{-1}(\infty) = +\infty.$$
So for $s$ small enough, $R(g, s) > sq$. This implies
\[
\frac{g(x) - H_s g(x)}{s} \geq \frac{1}{s} \sup_{d(x,y) = sq} \left[ g(x) - g(y) - s L \left( \frac{d(x,y)}{s} \right) \right] = \sup_{d(x,y) = sq} \left[ \left( \frac{g(x) - g(y)}{d(x,y)} \right) q - L(q) \right]. \tag{22.81}
\]

Let
\[
\psi(r) = \sup_{d(x,y) = r} \left[ \frac{g(x) - g(y)}{d(x,y)} \right].
\]

If it can be shown that $\psi(r) \to |\nabla^- g(x)|$, then we can pass to the limit in (22.81) and recover
\[
\liminf_{s \to 0} \frac{g(x) - H_s g(x)}{s} \geq |\nabla^- g(x)| q - L(q) = L^* (|\nabla^- g(x)|).
\]

If $L'(\infty) < +\infty$ and $|\nabla^- g(x)| = L'(\infty)$, the above reasoning fails because $\partial L^* (|\nabla^- g(x)|)$ might be empty. However, for any $\theta < |\nabla^- g(x)|$ we may find $q \in \partial L^*(\theta)$, then the previous argument shows that
\[
\liminf_{s \to 0} \frac{g(x) - H_s g(x)}{s} \geq L^*(\theta);
\]
the conclusion is obtained by letting $\theta \to |\nabla^- g(x)|$ and using the lower semicontinuity of $L^*$.

So it all boils down to checking (22.82). This is where the semiconcavity of $g$ will be useful. (Indeed (22.82) might fail for an arbitrary Lipschitz function.) The problem can be rewritten
\[
\lim_{r \to 0} \psi(r) = \lim_{r \to 0} \sup_{s \leq r} \psi(s);
\]
so it is enough to show that $\psi$ does have a limit at 0.

Let $S_r$ denote the sphere of center $x$ and radius $r$. If $r$ is small enough, for any $z \in S_r$ there is a unique geodesic joining $x$ to $z$, and the exponential map induces a bijection between $S_{r'}$ and $S_r$, for any $r' \in (0, r]$. Let $\lambda = r'/r \in (0, 1]$; for any $y \in S_{r'}$ we can find a unique geodesic $\gamma$ such that $\gamma_0 = x$, $\gamma_\lambda = y$, $\gamma_1 \in S_r$. By semiconcavity, there is a constant $C = C(x, r)$ such that
\[ g(\gamma_\lambda) - (1 - \lambda) g(\gamma_0) - \lambda g(\gamma_1) \geq - C \lambda (1 - \lambda) d(\gamma_0, \gamma_1)^2. \]

This can be rewritten
\[
\frac{g(\gamma_0) - g(\gamma_1)}{d(\gamma_0, \gamma_1)} - \frac{g(\gamma_0) - g(\gamma_\lambda)}{\lambda d(\gamma_0, \gamma_1)} \geq - C \lambda (1 - \lambda) d(\gamma_0, \gamma_1);
\]
or equivalently,
\[
\frac{g(x) - g(\gamma_1)}{d(x, \gamma_1)} - \frac{g(x) - g(y)}{d(x, y)} \geq - C (r - r').
\]
So
\[ d(x, y) = r' \implies \psi(r) - \frac{g(x) - g(y)}{d(x, y)} \geq - C (r - r'). \]

By taking the supremum over \( y \), we conclude that
\[ \psi(r) - \psi(r') \geq - C (r - r'). \]

In particular \( \psi(r) + Cr \) is a nondecreasing function of \( r \), so \( \psi \) has a limit as \( r \to 0 \). This concludes the proof.

The following lemma was used in the proof of Theorem 22.46:

Lemma 22.49. Let \( M \) be a Riemannian manifold (or more generally, a geodesic space), and let \( L, R \) be positive numbers. If \( g : M \to \mathbb{R} \) is \( L \)-Lipschitz and \(|\nabla g(x)| < L\) for some \( x \in M \) then there is \( \delta > 0 \) such that for any \( y \in B[x, R] \),
\[ g(x) - g(y) \leq (L - \delta) d(x, y). \]

Proof of Lemma 22.49. By assumption
\[ \limsup_{y \to x} \frac{|g(y) - g(x)| -}{d(x, y)} < L. \]

So there are \( r > 0, \eta > 0 \) such that if \( d(x, z) \leq r \) then
\[ g(x) \leq g(z) + (L - \eta) d(x, z). \] (22.83)

Let \( y \in B[z, R] \) and let \( \gamma \) be a geodesic joining \( \gamma(0) = x \) to \( \gamma(1) = y \); let \( z = \gamma(r/R) \). Then \( d(x, z) = (r/R) d(x, y) \leq r \), so (22.83) holds true. As a consequence,
\[ g(x) - g(y) = [g(x) - g(z)] + [g(z) - g(y)] \]
\[ \leq (L - \eta) d(x, z) + L d(z, y) \]
\[ = L d(x, y) - \eta d(x, z) \]
\[ \leq \left( L - \eta \frac{r}{R} \right) d(x, y), \]

which proves the lemma. \qed
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Weighted CKP inequalities such as (22.16) were introduced in my paper with Bolley [140]; then Gozlan and Léonard [430] studied similar inequalities from the point of view of the theory of large deviations. More information can be found in Gozlan’s PhD thesis [427]. Different kinds of generalizations of the CKP inequality appear in [140, 669, 797, 842], together with applications.

Talagrand [774] proved Theorem 22.14 when \(\nu\) is the Gaussian measure in \(\mathbb{R}^n\), using a change of variables in the one-dimensional case, and then a tensorization argument (Corollary 22.6). This strategy was developed by Blower [122] who proved Theorem 22.14 when \(M = \mathbb{R}^n\), \(\nu(dx) = e^{-V(x)} dx\), \(\nabla^2 V \geq K > 0\); see also Cordero-Erausquin [242]. Generalizations to nonquadratic costs appear in [245]. Also Kolesnikov [526] made systematic use of this approach in infinite-dimensional situations and for various classes of inequalities. More recently, the same strategy was used by Barthe [73] to recover the modified transport inequalities for the exponential measure on the half-line (a particular case of Theorem 22.25).
Otto and I [671] found an alternative approach to Theorem 22.14, via the HWI inequality (which at the time of [671] had been established only in $\mathbb{R}^n$). The proof which I have used in this chapter is the same as the proof in [671], modulo the extension of the HWI inequality to general Riemannian manifolds.

There are several other schemes of proof for Theorem 22.14. One consists in combining Theorems 21.2 and 22.17(i). When $M = \mathbb{R}^n$, there is an argument based on Caffarelli’s log concave perturbation theorem [188] (exercise). Yet another proof has been given by Bobkov and Ledoux [131], based on the Brunn–Minkowski inequality, or its functional counterpart, the Prékopa–Leindler inequality (in this work there are interesting extensions to cases where the convexity assumptions are not the standard ones and the cost might not be quadratic). Bobkov and Ledoux only worked in $\mathbb{R}^n$, but it is quite possible that their strategy can be extended to genuinely Riemannian situations, by means of the “Riemannian” Prékopa–Leindler inequality stated in Theorem 19.16.

Theorem 22.17 (log Sobolev implies $T_2$ implies Poincaré) was first proven by Otto and myself [671]; the Otto calculus had first been used to get an idea of the result. Our proof relied on a heat semigroup argument, which will be explained later in Chapter 25. The “dual” strategy which I have used in this chapter, based on the Hamilton–Jacobi semigroup, is due to Bobkov, Gentil and Ledoux [127]. In [671] it was assumed that the Ricci curvature of the manifold $M$ is bounded below, and this assumption was removed in [127]. This is because the proof in [671] used a heat semigroup, which has infinite speed of propagation and is influenced by the asymptotic behavior of the manifold, while the argument in [127] was based on the Hopf–Lax semigroup, for which there is only finite speed of propagation (if the initial datum is bounded). The methods in [127] were pushed in [412] to treat nonquadratic cost functions. Infimum convolutions in the style of the Hopf–Lax formula also play a role in [131, 132], in relation with logarithmic or plain Sobolev inequalities. Much later, Gozlan [429] found a third proof of Theorem 22.17, based on Theorem 22.22 (which is itself based on Sanov’s theorem).

Various generalizations of the proof in [671] were studied by Cattiaux and Guillin [219]; see the bibliographical notes of Chapter 25 for more details.
The proof of [127] was adapted by Lott and myself [579] to compact length spaces \((X, d)\) equipped with a reference measure \(\nu\) that is locally doubling and satisfies a local Poincaré inequality; see Theorem 30.28 in the last chapter of these notes. In fact the proof of Theorem 22.17, as I have written it, is essentially a copy–paste from [579]. (A detailed proof of Proposition 22.16 is also provided there.) Then Gozlan [429] relaxed these assumptions even further.

If \(M\) is a compact Riemannian manifold, then the normalized volume measure on \(M\) satisfies a Talagrand \((T_2)\) inequality: This results from the existence of a logarithmic Sobolev inequality [710] and Theorem 22.17. Moreover, by [671, Theorem 4], the diameter of \(M\) can be bounded in terms of the constant in the Talagrand inequality, the dimension of \(M\) and a lower bound on the Ricci curvature, just as in (21.21) (where now \(\lambda\) stands for the constant in the Talagrand inequality). (The same bound certainly holds true even if \(M\) is not a priori assumed to be compact, but this was not explicitly checked in [671].) There is an analogous result where Talagrand inequality is replaced by logarithmic Sobolev inequality [544, 727].

The remarkable result according to which dimension free Gaussian concentration bounds are equivalent to \(T_2\) inequality (Theorem 22.22) is due to Gozlan [429]; the proof of (iii) \(\Rightarrow\) (i) in Theorem 22.22 is extracted from this paper. Gozlan’s argument relies on Sanov’s theorem in large deviation theory [296, Theorem 6.2.10]; this classical result states that the rate of deviation of the empirical measure of independent, identically distributed samples is the (Kullback) information with respect to their common law; in other words, under adequate conditions,

\[
-\frac{1}{N} \log \nu \otimes N [\hat{\mu}_x^N \in A] \simeq \inf \left\{ H_\nu(\mu); \mu \in A \right\}.
\]

A simple proof of the particular estimate (22.47) is provided in the Appendix of [429]. The observation that Talagrand inequalities and Sanov’s theorem match well goes back at least to [139]; but Gozlan’s theorem uses this ingredient with a quite new twist.

Varadarajan’s theorem (law of large numbers for empirical measures) was already used in the proof of Theorem 5.10; it is proven for instance in [318, Theorem 11.4.1]. It is anyway implied by Sanov’s theorem.

Theorem 22.10 shows that \(T_1\) is quite well understood, but many questions remain open about the more interesting \(T_2\) inequality. One of the most natural is the following: given a probability measure \(\nu\)
satisfying $T_2$, and a bounded function $v$, does $e^{-v}/\left(\int e^{-v} \, d\nu\right)$ also satisfy a $T_2$ inequality? For the moment, the only partial result in this direction is (22.29). This formula was first established by Blower [122] and later recovered with simpler methods by Bolley and myself [140].

If one considers probability measures of the form $e^{-V(x)} \, dx$ with $V(x)$ behaving like $|x|^\beta$ for large $|x|$, then the critical exponents for concentration-type inequalities are the same as we already discussed for isoperimetric-type inequalities: If $\beta \geq 2$ there is the $T_2$ inequality, while for $\beta = 1$ there is the transport inequality with linear-quadratic cost function. What happens for intermediate values of $\beta$ has been investigated by Gentil, Guillin and Miclo in [410], by means of modified logarithmic Sobolev inequalities in the style of Bobkov and Ledoux [130]. Exponents $\beta > 2$ have also been considered in [131].

It was shown in [671] that (Talagrand) $\Rightarrow$ (log Sobolev) in $\mathbb{R}^n$, if the reference measure $\nu$ is log concave (with respect to the Lebesgue measure). It was natural to conjecture that the same argument would work under an assumption of nonnegative curvature (say $\text{CD}(0,\infty)$); Theorem 22.21 shows that such is indeed the case.

It is only recently that Cattiaux and Guillin [219] produced a counterexample on the real line, showing that the $T_2$ inequality does not necessarily imply a log Sobolev inequality. Their counterexample takes the form $d\nu = e^{-V} \, dx$, where $V$ oscillates rather wildly at infinity, in particular $V''$ is not bounded below. More precisely, their potential looks like $V(x) = |x|^3 + 3x^2 \sin^2 x + |x|^\beta$ as $x \to +\infty$; then $\nu$ satisfies a logarithmic Sobolev inequality only if $\beta \geq 5/2$, but a $T_2$ inequality as soon as $\beta > 2$. Counterexamples with $V''$ bounded below have still not yet been found.

Even more recently, Gozlan [425, 426, 428] exhibited a characterization of $T_2$ and other transport inequalities on $\mathbb{R}$, for certain classes of measures. He even identified situations where it is useful to deduce logarithmic Sobolev inequalities from $T_2$ inequalities. Gentil, Guillin and Miclo [411] considered transport inequalities on $\mathbb{R}$ for log-concave probability measures. This is a rather active area of research. For instance, consider a transport inequality of the form $C(\mu, \nu) \leq H_\nu(\mu)$, where the cost function is $c(x, y) = \theta(a \, |x - y|)$, $a > 0$, and $\theta : \mathbb{R}_+ \to \mathbb{R}_+$ is convex with $\theta(r) = r^2$ for $0 \leq r \leq 1$. If $\nu(dx) = e^{-V} \, dx$ with $V'' = o(V'^2)$ at infinity and $\limsup_{x \to +\infty} \theta'(\lambda x)/V'(x) < +\infty$ for some $\lambda > 0$, then there exists $a > 0$ such that the inequality holds true.
Theorem 22.14 admits an almost obvious generalization: if $\mathcal{F}$ is uniformly $K$-displacement convex and has a minimum at $\nu$, then

$$\frac{KW_2(\mu, \nu)^2}{2} \leq \mathcal{F}(\mu) - \mathcal{F}(\nu).$$

(22.84)

Such inequalities have been studied in [213, 671] and have proven useful in the study of certain partial differential equations: see e.g. [213] (various generalizations of the inequalities considered there appear in [245, 412]). In Section 5 of [213], (22.84) is combined with the HWI inequality and the convergence of the functional $\mathcal{F}$, to deduce convergence in total variation. By the way, this is one of the rare applications in finite (fixed) dimension that I know where a $T_2$-type inequality has a real advantage on a $T_1$-type inequality.

Optimal transport inequalities in infinite dimension have started to receive a lot of attention recently, for instance on the Wiener space. A major technical difficulty is that the natural distance in this problem, the so-called Cameron–Martin distance, takes the value $+\infty$ “most of the time”. (So it is not a real distance, but rather a pseudo-distance.) Gentil [408, Section 5.8] established the $T_2$ inequality for the Wiener measure by using the logarithmic Sobolev inequality on the Wiener space, and adapting the proof of Theorem 22.17(i) to that setting. Feyel and Üstünel [359] on the one hand, and Djellout, Guillin and Wu [305, Section 6] on the other, suggested a more direct approach based on Girsanov’s formula. Interestingly enough, the $T_2$ inequality on the Wiener space implies the $T_2$ inequality on the Gaussian space, just by “projection” under the map $(x_t)_{0 \leq t \leq 1} \rightarrow x_1$; this gives another proof of Talagrand’s original inequality (with the optimal constant) for the Gaussian measure. There are closely related works by Wu and Zhang [843, 844]. Also F.-Y. Wang [830, 831] studied another kind of Talagrand inequality on the path space over an arbitrary Riemannian manifold.

In his recent PhD thesis, Shao [748] studied $T_2$ inequalities on the path space and loop space constructed over a compact Lie group $G$. (The path space is equipped with the Wiener measure over $G$.) Together with Fang [341], he adapted the strategy based on the Girsanov formula, to get a $T_2$ inequality on the path space, and also on the path space over the loop space; then by reduction he gets a $T_2$ inequality on the loop space (equipped with a measure associated with the Brownian motion on loop space). This approach however only seems to give results when the loop space is equipped with the topology of uniform convergence,
not with the more natural Cameron–Martin distance. I refer to [341] for more explanations.

Fang and Shao [340] also extended Theorem 22.17 (Logarithmic Sobolev implies Talagrand inequality) to an infinite-dimensional setting, via the study of the Hamilton–Jacobi semigroup in infinite dimension. Thanks to known results about logarithmic Sobolev inequalities on loop spaces (studied by Driver, Lohrentz and others), they recover a $T_2$ inequality on the loop space, now for the Cameron–Martin distance. The technical core of these results is the analysis of the Hamilton–Jacobi for semi-distances in infinite dimension, performed in [749].

Very recently, Fang and Shao [339] used Talagrand inequalities to obtain results of unique existence of optimal transport in the Wiener space over a Lie group, when the target measure $\nu$ is the Wiener measure and the source measure $\mu$ satisfies $H_\nu(\mu) < +\infty$. In the standard (Gaussian) Wiener space, Feyel and Üstünel [359] have solved the same problem in more generality, but so far their results have not been extended outside the Gaussian setting.

A quite different direction of generalization is in the field of free probability, where analogs of the Talagrand inequality have been established by various authors [118, 474, 475].

The equivalence between Poincaré inequalities and modified transport inequalities, as expressed in Theorem 22.25, has a long history. Talagrand [770] had identified concentration properties satisfied by the exponential measure, or a product of exponential measures. He established the following precise version of (22.67):

$$\nu^\otimes N [A + 6\sqrt{r}B_1^{d_2} + 9rB_1^{d_1}] \geq 1 - \frac{e^{-r}}{\nu^\otimes N[A]}.$$  

A proof can be found in [546, Theorem 4.16]. It is also Talagrand who noticed that concentration inequalities for the product exponential measure are in some sense stronger than concentration inequalities for the Gaussian measure (Remark 22.34 and Example 22.36, which I copied from [546]). Then Maurey [607] found a simple approach to concentration inequalities for the product exponential measure. Later, Talagrand [774] made the connection with transport inequalities for the quadratic-linear cost. Bobkov and Ledoux [130] introduced modified logarithmic Sobolev inequalities, and showed their equivalence with Poincaré inequalities. (The proof of (i) $\Rightarrow$ (ii) is copied almost verbatim from [130].) Very recently, alternative methods based on Lyapunov
Concentration inequalities

Functionals have been developed to handle these inequalities in an elementary way [447].

Bobkov and Ledoux also showed how to recover concentration inequalities directly from their modified logarithmic Sobolev inequalities, showing in some sense that the concentration properties of the exponential measure were shared by all measures satisfying a Poincaré inequality. Finally, Bobkov, Gentil and Ledoux [127] understood how to deduce quadratic-linear transport inequalities from modified logarithmic Sobolev inequalities, thanks to the Hamilton–Jacobi semigroup.

The proof of the direct implication in Theorem 22.28 is just an expanded version of the arguments suggested in [127]; the proof of the converse follows Gozlan [429].

In the particular case when \( \nu(dx) = e^{-|x|} \, dx \) on \( \mathbb{R}_+ \), there are simpler proofs of Theorem 22.25, also with improved constants; see for instance the above-mentioned works by Talagrand or Ledoux, or a recent remark by Barthe [73]. One may also note that deviation estimates with bounds like \( \exp(-c \min(t, t^2)) \) for sums of independent real variables go back to the elementary Bernstein inequalities (see [96] or [775, Theorem A.2.1]).

The treatment of dimension-dependent Talagrand-type inequalities in the last section is inspired from a joint work with Lott [578]. That topic had been addressed before, with different tools, by Gentil [409]; it would be interesting to compare precisely his results with the ones in this chapter. I shall also mention another dimension-dependent inequality in Remark 24.14.

Theorem 22.46 (behavior of solutions of Hamilton–Jacobi equations) has been obtained by generalizing the proof of Proposition 22.16 as it appears in [579]. When \( L'(\infty) = +\infty \), the proof is basically the same, while there are a few additional technical difficulties if \( L'(\infty) < +\infty \). In fact Proposition 22.16 was established in [579] in a more general context, namely when \( M \) is a finite-dimensional Alexandrov spaces with (sectional) curvature locally bounded below. The same extension probably holds for Theorem 22.46, although part (vii) would require a bit more thinking because the inequalities defining Alexandrov spaces are in terms of the squared distance, not the distance.

The study of Hamilton–Jacobi equations is an old topic (see the reference texts [68, 199, 327, 558] and the many references therein); so I do not exclude that Theorem 22.46 might be found somewhere in the literature, maybe in disguised form. Bobkov and Ledoux recently
established closely related results [132, Lemma A] for the quadratic Hamilton–Jacobi equation in a finite-dimensional Banach space.

I shall conclude by listing some further applications of $T_p$ inequalities which I did not previously mention.

Relations of $T_p$ inequalities with the so-called slicing problem are discussed in [623].

These inequalities are also useful to study the propagation of chaos or the mean behavior of particle systems [221, 590].

As already noticed before, the functional $H_\nu$ appears in Sanov’s theorem as the rate function for the deviations of the empirical mean of independent samples; this explains why $T_p$ inequalities are handy tools for a quantitative study of concentration of the empirical measure associated with certain particle systems [139]. The links with large deviation theory were further explored in [355, 429, 430, 448]. If one is interested in the concentration of time averages, then one should replace the Kullback information $H_\nu$ by the Fisher information $I_\nu$, as was understood by Donsker and Varadhan [313]. As a matter of fact, Guillin, Léonard, Wu and Yao [448] have established that the functional inequality
\[ \alpha(W_1(\mu, \nu)) \leq I_\nu(\mu), \]
where $\alpha$ is an increasing function, $\alpha(0) = 0$, is equivalent to the concentration inequality
\[ \Pr\left[ \frac{1}{t} \int_0^t \varphi(X_s) \, ds > \int \varphi \, d\nu + \varepsilon \right] \leq \left\| \frac{d\mu}{d\nu} \right\|_{L^2(\nu)} e^{-t \alpha\left( \frac{\varepsilon}{\|\varphi\|_{\text{Lip}}} \right)}, \]
where $(X_s)_{s \geq 0}$ is the symmetric diffusion process with invariant measure $\nu$, $\mu = \text{law}(X_0)$, and $\varphi$ is an arbitrary Lipschitz function. (Compare with Theorem 22.10(v).)

1 A related remark, which I learnt from Ben Arous, is that the logarithmic Sobolev inequality compares the rate functions of two large deviation principles, one for the empirical measure of independent samples and the other one for the empirical time-averages.
Gradient flows I

Take a Riemannian manifold $M$ and a function $\Phi : M \to \mathbb{R}$, which for the sake of this exposition will be assumed to be continuously differentiable. The gradient of $\Phi$, denoted by $\nabla \Phi$, is the vector field defined by the equation

$$d_x \Phi \cdot v = \langle \nabla_x \Phi, v \rangle_x,$$

where $v$ is an arbitrary vector in the tangent space $T_x M$, $d_x \Phi$ stands for the differential of $\Phi$ at $x$, and $\langle \cdot, \cdot \rangle_x$ is the scalar product on $T_x M$. In other words, if $(\gamma_t)_{-\varepsilon < t < \varepsilon}$ is a smooth path in $M$, with $\gamma_0 = x$, then

$$\left[ \frac{d}{dt} \bigg|_{t=0} \gamma_t = v \right] \implies \frac{d}{dt} \bigg|_{t=0} \Phi(\gamma_t) = \langle \nabla_x \Phi, v \rangle_x.$$

If $|v|$ is given, then in order to make the latter derivative as large as possible, the best choice is to take $v$ colinear to $\nabla_x \Phi$. In that sense $\nabla_x \Phi$ indicates the direction in which $\Phi$ increases most rapidly.

The gradient flow associated to $\Phi$ is the flow induced by the differential equation

$$\frac{dX}{dt} = -\text{grad}_X \Phi.$$

One may think of it heuristically as a flow which makes $\Phi$ decrease as fast as possible. Stated in this way, this idea is of course grossly false: for instance, $\dot{X} = -\lambda \text{grad}_X \Phi, \lambda > 1$, will make $\Phi$ decrease even faster; but in the last section of this chapter I shall make the statement more precise and hopefully more convincing.

An important consequence of the definition of gradient flow is the following neat formula for the time-derivative of the energy:

$$\frac{d}{dt} \Phi(X(t)) = -|\text{grad}_{X(t)} \Phi|^2.$$
Gradient flows (as Hamiltonian flows) are everywhere in physics and mathematics. In mechanics, they often describe the behavior of damped Hamiltonian systems, in an asymptotic regime in which dissipative effects play such an important role, that the effects of forcing and dissipation compensate each other. The basic example one should think of is
\[ \ddot{X} = -\lambda \nabla \Phi - \lambda \dot{X} \]
(acceleration = forcing − friction), in the limit \( \lambda \to +\infty \) (which means strong friction).

**Gradient flows in Wasserstein space**

Around the end of the nineties, Jordan, Kinderlehrer and Otto made the important discovery that a number of well-known partial differential equations can be reformulated as gradient flows in the Wasserstein space. The most emblematic example is that of the heat equation,
\[ \partial_t \rho = \Delta \rho, \]
say in Euclidean space for simplicity. It is classical that this equation can be seen as a gradient flow, for instance for the quadratic functional \( \Phi(\rho) = \int |\nabla \rho|^2 \, dx \) in \( L^2(\mathbb{R}^n) \). But the Jordan–Kinderlehrer–Otto formulation describes the heat equation as a gradient flow in the space of probability measures, and with a natural “information-theoretical” content. In this new approach, the functional \( \Phi \) is the negative of the entropy:
\[ \Phi(\rho) = \int \rho \log \rho \, dx. \]

To better understand this point of view, Otto developed a set of calculation rules which I dubbed “Otto calculus” in Chapter 15. We have already seen several applications of this calculus, at least for heuristic purposes.

In this chapter, I shall describe in which rigorous sense one can say that certain equations are gradient flows in the Wasserstein space. Before that, it will be necessary to get a good understanding of gradient flows in abstract metric spaces, a subject which is important in itself.
Reformulations of gradient flows

There are several ways to reformulate gradient flows in a weak sense, so as to obtain definitions that are general (for nonsmooth energies, or nonsmooth spaces), and stable (under some limit process). They usually require a convexity-type assumption on the energy $\Phi$. Here I shall present some of these reformulations and explain why they are equivalent to the classical formulation when used in a smooth setting. Recall the definitions of $|\nabla^{-}\Phi|$ and $\nabla^{-}\Phi$ (or $\partial \Phi$):

$$|\nabla^{-}\Phi(x)| = \limsup_{y \to x} \frac{[\Phi(y) - \Phi(x)]^-}{d(x, y)};$$

$$\nabla^{-}\Phi(x) = \left\{ v \in T_x M; \forall w \in T_x M, \Phi(\exp_x(\varepsilon w)) \geq \Phi(x) + \varepsilon \langle v, w \rangle + o(\varepsilon) \right\}.$$

(It is not a priori assumed that $o(\varepsilon)$ is uniform in $w$.) Proposition 16.2 will also be useful.

Proposition 23.1 (Reformulations of gradient flows). Let $M$ be a Riemannian manifold. Let $\Lambda = \Lambda(x, v)$ be a quadratic form on $TM$, satisfying (16.7), and let $\Phi$ be a differentiable function $M \to \mathbb{R}$, $\Lambda$-convex in the sense of Proposition 16.2. Let $X: (t_1, t_2) \to M$ be a continuous path, and let $t \in (t_1, t_2)$ be a time where $X$ is differentiable. Then, the following statements are equivalent:

(i) $\dot{X}(t) = -\text{grad}_X \Phi(t);$ 
(ii) $\frac{|\dot{X}(t)|^2 + |\nabla^{-}\Phi(X(t))|^2}{2} = -\frac{d}{dt} \Phi(X(t));$
(iii) $-\dot{X}(t) \in \nabla^{-}\Phi(X(t));$
(iv) For any $y \in M$, and any geodesic $\gamma_s | 0 \leq s \leq 1$ joining $\gamma_0 = X(t)$ to $\gamma_1 = y$,

$$\frac{d^+}{dt} \left( \frac{d(X(t), y)^2}{2} \right) \leq \frac{d^+}{ds} \left| \Phi(\gamma_s) \right|_{s=0} \Phi(\gamma_s)
:= \limsup_{s \to 0} \frac{\Phi(\gamma_s) - \Phi(\gamma_0)}{s};$$

(v) For any $y \in M$, and any geodesic $\gamma_s | 0 \leq s \leq 1$ joining $\gamma_0 = X(t)$ to $\gamma_1 = y$,

$$\frac{d^+}{dt} \left( \frac{d(X(t), y)^2}{2} \right) \leq \Phi(y) - \Phi(X(t)) - \int_0^1 \Lambda(\gamma_s, \dot{\gamma}_s) (1 - s) \, ds;$$
(vi) For any \( y \in M \), and any geodesic \( (\gamma_s)_{0 \leq s \leq 1} \) joining \( \gamma_0 = X(t) \) to \( \gamma_1 = y \),

\[
\frac{d}{dt} \left( \frac{d(X(t), y)^2}{2} \right) \leq \Phi(y) - \Phi(X(t)) - \lambda[\gamma] \frac{d(X(t), y)^2}{2},
\]

where \( \lambda[\gamma] \) is defined by (16.7).

**Remark 23.2.** As the proof will show, the equivalence between (iii), (iv), (v) and (vi) does not require the differentiability of \( \Phi \); it is sufficient that \( \Phi \) be valued in \( \mathbb{R} \cup \{ +\infty \} \) and \( \Phi(X(t)) < +\infty \).

**Remark 23.3.** The most well-known case is when \( \Lambda = 0 \) (\( \Phi \) is convex), and then (v) becomes just

\[
\frac{d}{dt} \left( \frac{d(X(t), y)^2}{2} \right) \leq \Phi(y) - \Phi(X(t)).
\]

**Remark 23.4.** Statements (i) to (iii) do not explicitly depend on \( \Lambda \), so here the assumption of \( \Lambda \)-convexity is not essential. But as soon as one wants to generalize Proposition 23.1 by dropping some smoothness assumptions, it might be important to know that \( \Phi \) is \( \Lambda \)-convex for some \( \Lambda \). Note that in formulations (iv) to (vi), one can always replace \( \Lambda \) by \( \Lambda' \leq \Lambda \), and the equivalence still holds true, independently of the choice of \( \Lambda' \). In particular, if \( \Lambda(x, v) \geq \lambda |v|^2 \) for some \( \lambda \in \mathbb{R} \), i.e. when \( \Phi \) is \( \lambda \)-convex in the sense of Definition 16.4, one may replace \( \Lambda(x, v) \) by \( \lambda |v|^2 \).

**Remark 23.5.** If one wants to use Proposition 23.1 to characterize a curve \( (X(t)) \) as a gradient flow, the natural regularity assumption is that \( X \) be an absolutely continuous function of \( t \), in the sense of (7.5). This will imply the existence of the derivative \( \dot{X}(t) \) for almost all \( t \), and in addition this will guarantee that the values of \( X \) are uniquely determined by \( X(0) \) and the values of \( \dot{X} \).

Before going on with the proof of Proposition 23.1, I shall briefly explain its interest. Property (ii) involves speeds (norms of velocities) rather than velocities; this is interesting also in a nonsmooth setting, where the speed might be well-defined even though the velocity is not. Property (iii) has the advantage of being formulated in terms of subgradients (or subdifferentials), which are often well-defined even if \( \Phi \) is not differentiable (for instance if \( \Phi \) is semiconvex), and quite stable.
Finally, Properties (iv) to (vi) are quite handy to study gradient flows in abstract metric spaces. As a matter of fact, in the sequel I shall use (iv) to define gradient flows in the Wasserstein space.

**Proof of Proposition 23.1.** By the chain-rule, and Cauchy–Schwarz and Young’s inequalities,

\[
-\frac{d}{dt} \Phi(X(t)) = \left\langle -\nabla \Phi(X(t)), \dot{X}(t) \right\rangle \\
\leq |\nabla \Phi(X(t))| |\dot{X}(t)| \leq \frac{|\nabla \Phi(X(t))|^2 + |\dot{X}(t)|^2}{2},
\]

with equality if and only if \(\nabla \Phi(X(t))\) and \(\dot{X}(t)\) have the same norm and opposite directions. So (i) is equivalent to (ii).

Next, if \(\Phi\) is differentiable then

\[
|\nabla^- \Phi(x)| = |\nabla \Phi(x)|, \quad \nabla^- \Phi(x) = \{\nabla \Phi(x)\};
\]

in particular (i) and (iii) are equivalent.

Now, let us check the equivalence of statements (iii) to (vi). Let \(y\) be given, and let \(\gamma\) be a geodesic path joining \(\gamma(0) = X(t)\) to \(\gamma(1) = y\). By the formula of first variation (7.29),

\[
\frac{d^+}{dt} \left( \frac{d(X(t), y)^2}{2} \right) \leq -\left\langle \dot{\gamma}(0), \dot{X}(t) \right\rangle X(t) \tag{23.1}
\]

(the distance decreases if \(\dot{X}\) is in the direction of \(\dot{\gamma}(0)\)). On the other hand, \(\gamma_s = \exp(sw)\), where \(w = \dot{\gamma}(0)\), so if (iii) holds true then as \(s \to 0\),

\[
\frac{\Phi(\gamma_s) - \Phi(\gamma_0)}{s} \geq \left\langle -\dot{X}(t), \dot{\gamma}_0 \right\rangle + o(1).
\]

Consequently,

\[
\frac{d^+}{dt} \frac{d(X(t), y)^2}{2} \leq \liminf_{s \downarrow 0} \frac{\Phi(\gamma_s) - \Phi(\gamma_0)}{s},
\]

which obviously implies (iv).

Next, since \(\Phi\) is \(\Lambda\)-convex,

\[
\frac{\Phi(\gamma_s) - \Phi(\gamma_0)}{s} \leq \Phi(\gamma_1) - \Phi(\gamma_0) - \int_0^1 A(\gamma_\tau, \dot{\gamma}_\tau) \frac{G(\tau, s)}{s} d\tau,
\]
where $G$ is the Green function defined in (16.5). We can pass to the limit as $s \to 0$ since $G(\tau, s)/s \leq 1 - \tau$ and $\Lambda(\gamma_\tau, \dot{\gamma}_\tau)$ is bounded below for $\tau \in [0, 1]$. So

$$\limsup_{s \downarrow 0} \frac{\Phi(\gamma_s) - \Phi(\gamma_0)}{s} \leq \Phi(\gamma_1) - \Phi(\gamma_0) - \int_0^1 \Lambda(\gamma_\tau, \dot{\gamma}_\tau) (1 - \tau) \, d\tau,$$

and it becomes clear that (iv) $\Rightarrow$ (v).

The implication (v) $\Rightarrow$ (vi) is trivial since $\int_0^1 \Lambda(\gamma_s, \dot{\gamma}_s) (1 - s) \, ds \geq \lambda[\gamma] d(\gamma_0, \gamma_1)^2/2$. So it only remains to check (vi) $\Rightarrow$ (iii).

Again, let $t$ be given, $w \in T_{X(t)} M$, $y = \exp_{X(t)}(\varepsilon w)$. If $\varepsilon$ is small enough there is a unique geodesic $\gamma$ joining $\gamma(0) = X(t)$ to $\gamma(1) = y$, namely $\gamma(s) = \exp_{X(t)}(s \varepsilon w)$. Then $|\dot{\gamma}| = |w|$, and

$$\frac{d}{dt} \left( \frac{d(X(t), y)^2}{2} \right) = -\langle \dot{\gamma}(0), X(t) \rangle = -\langle \varepsilon w, \dot{X}(t) \rangle.$$

So (v) implies

$$-\langle \varepsilon w, \dot{X}(t) \rangle = \frac{d^+}{dt} \left( \frac{d(X(t), y)^2}{2} \right) \leq \Phi(\exp_{X(t)} \varepsilon w) - \Phi(X(t)) + \lambda[\gamma] \frac{d(X(t), y)^2}{2} = \Phi(\exp_{X(t)} \varepsilon w) - \Phi(X(t)) - \lambda[\gamma] \frac{\varepsilon^2 |w|^2}{2}.$$

As a consequence,

$$\Phi(\exp_{X(t)} \varepsilon w) \geq \Phi(X(t)) + \varepsilon \langle w, -\dot{X}(t) \rangle + o(\varepsilon),$$

which precisely means that $-\dot{X}(t) \in \nabla^* \Phi(X(t))$, so (iii) is satisfied. This concludes the proof of Proposition 23.1. $\Box$

**Gradient flows in metric spaces**

Now we are ready to study an abstract definition of gradient flows. In the sequel I shall use the following notation:
Notation 23.6 (Locally absolutely continuous paths). Let $(\mathcal{X}, d)$ be a metric space and $T \in (0, +\infty]$. I shall denote by $AC_{\text{loc}}((0, T); \mathcal{X})$ the set of paths $\gamma : (0, T) \to \mathcal{X}$ such that there is a measurable function $\ell : (0, T) \to \mathbb{R}_+$ satisfying $d(\gamma_s, \gamma_t) \leq \int_s^t \ell(\tau) \, d\tau$ for all $s < t$ in $(0, T)$, and

$$0 < t_1 < t_2 < T \implies \int_{t_1}^{t_2} \ell(\tau) \, d\tau < +\infty.$$ 

Proposition 23.1 suggests the following definition for gradient flows in possibly nonsmooth length spaces. Recall that a geodesic space is a strictly intrinsic length space, that is, a length space in which any two points are connected by a (constant-speed, minimizing) geodesic.

Definition 23.7 (Gradient flows in a geodesic space). Let $(\mathcal{X}, d)$ be a geodesic space and let $\Phi : \mathcal{X} \to \mathbb{R} \cup \{ +\infty \}$. Let $T \in (0, +\infty]$ and let $X \in C([0, T]; \mathcal{X}) \cap AC_{\text{loc}}((0, T); \mathcal{X})$. Then $X$ is said to be a trajectory of the gradient flow associated with the energy $\Phi$ if (a) $\Phi(X(t)) < +\infty$ for all $t > 0$; and (b) for any $y \in \mathcal{X}$ and for almost any $t > 0$, there is a geodesic $(\gamma_s)_{0 \leq s \leq 1}$ joining $\gamma_0 = X(t)$ to $\gamma_1 = y$, such that

$$\frac{d^+}{dt} \left( \frac{d(X(t), y)^2}{2} \right) \leq \frac{d^+}{ds} \bigg|_{s=0} \Phi(\gamma_s).$$

Remark 23.8. If $\Phi$ is $\lambda$-convex, then property (b) in the previous definition implies

$$\frac{d^+}{dt} \left( \frac{d(X(t), y)^2}{2} \right) \leq \Phi(y) - \Phi(X(t)) - \lambda \frac{d(X(t), y)^2}{2}.$$ (23.2)

The proof is the same as for the implication (iv) $\Rightarrow$ (v) in Proposition 23.1. I could have used Inequality (23.2) to define gradient flows in metric spaces, at least for $\lambda$-convex functions; but Definition 23.7 is more general.

Proposition 23.1 guarantees that the concept of abstract gradient flow coincides with the usual one when $\mathcal{X}$ is a Riemannian manifold equipped with its geodesic distance. In the sequel, I shall apply Definition 23.7 in the Wasserstein space $P^2_2(M)$, where $M$ is a Riemannian manifold (sometimes with additional geometric assumptions). To avoid complications I shall in fact use Definition 23.7 in $P^{\text{ac}}_2(M)$, that is, restricting to absolutely continuous probability measures. This might look a bit dangerous, because $\mathcal{X} = P^{\text{ac}}_2(M)$ is not complete, but after
all it is a geodesic space in its own right, as a geodesically convex subset of $P_2(M)$ (recall Theorem 8.7), and I shall not need completeness. Of course, this does not mean that it is not interesting to study gradient flows in the whole of $P_2(M)$.

To go on with this program, I have to

- compute the (upper) derivative of the distance function;
- compute the subdifferential of a given energy functional.

This will be the purpose of the next two sections, more precisely Theorems 23.9 and 23.14. Proofs will be long because I tried to achieve what looked like the “correct” level of generality; so the reader should focus on the results at first reading.

### Derivative of the Wasserstein distance

The next theorem will at the same time study the differentiability of the Wasserstein distance, and give simple sufficient conditions for a path in the Wasserstein space to be absolutely continuous, in the sense of (7.5).

**Theorem 23.9 (Derivative of the Wasserstein distance).** Let $M$ be a Riemannian manifold, and $[t_1, t_2) \subset \mathbb{R}$. Let $(\mu_t)$ and $(\hat{\mu}_t)$ be two weakly continuous curves $[t_1, t_2) \to P(M)$. Assume that $\mu_t, \hat{\mu}_t \in P^{ac}_2(M)$ for all $t \in (t_1, t_2)$, and that $\mu_t, \hat{\mu}_t$ solve the continuity equations

$$
\frac{\partial \mu_t}{\partial t} + \nabla \cdot (\xi_t \mu_t) = 0, \quad \frac{\partial \hat{\mu}_t}{\partial t} + \nabla \cdot (\hat{\xi}_t \hat{\mu}_t) = 0,
$$

(23.3)

where $\xi_t = \xi_t(x), \hat{\xi}_t = \hat{\xi}_t(x)$ are locally Lipschitz vector fields and

$$
\int_{t_1}^{t_2} \left( \int_M |\xi_t|^2 \, d\mu_t + \int_M |\hat{\xi}_t|^2 \, d\hat{\mu}_t \right) \, dt < +\infty.
$$

Then $t \to \mu_t$ and $t \to \hat{\mu}_t$ are Hölder-1/2 continuous and absolutely continuous. Moreover, for almost any $t \in (t_1, t_2)$,

$$
\frac{d}{dt} \left( \frac{W^2(\mu_t, \hat{\mu}_t)}{2} \right) = - \int_M \langle \nabla \psi_t, \xi_t \rangle \, d\mu_t - \int_M \langle \nabla \hat{\psi}_t, \hat{\xi}_t \rangle \, d\hat{\mu}_t,
$$

(23.4)

where $\psi_t, \hat{\psi}_t$ are $(d^2/2)$-convex functions such that

$$
\exp(\nabla \psi_t)\# \mu_t = \hat{\mu}_t, \quad \exp(\nabla \hat{\psi}_t)\# \hat{\mu}_t = \mu_t.
$$
Remark 23.10. Recall that Theorem 10.41 gives a list of a few conditions under which the approximate gradient $\tilde{\nabla}$ can be replaced by the usual gradient $\nabla$ in the formulas above.

Exercise 23.11. Guess formula (23.4) by means of Otto calculus.

Remark 23.12. For the purpose of this chapter, the superdifferentiability of the Wasserstein distance would be enough. However, the plain differentiability will be useful later on.

Proof of Theorem 23.9. Without loss of generality I shall assume that $\tau = |t_1 - t_2|$ is finite.

A crucial ingredient in the proof is the flow associated with the velocity fields $\xi$ and $\hat{\xi}$. If $t$ and $s$ both belong to $[t_1, t_2)$, define the characteristics (or flow, or trajectory map) $T_{t \to s} : M \to M$ associated with $\xi$ by the differential equation

$$
\begin{cases}
T_{t \to t}(x) = x; \\
\frac{d}{ds} T_{t \to s}(x) = \xi_s(T_{t \to s}x).
\end{cases}
$$

(23.5)

(If $\xi_s(x)$ is the velocity field at time $s$ and position $x$, then $T_{t \to s}(x)$ is the position at time $s$ of a particle which was at time $t$ at $x$ and then followed the flow.)

By the formula of conservation of mass, for all $t, s \in [t_1, t_2)$,

$$
\mu_s = (T_{t \to s})\#\mu_t.
$$

The idea is to compose the transport $T_{t \to s}$ with some optimal transport; this will not result in an optimal transport, but at least it will provide bounds on the Wasserstein distance.

In other words, $\mu_t = \text{law}(\gamma_t)$, where $\gamma_t$ is a random solution of $\dot{\gamma}_t = \xi_t(\gamma_t)$. Restricting the time-interval slightly if necessary, we may assume that these curves are defined on the closed interval $[t_1, t_2]$. Each of these curves is continuous and therefore bounded.

If $\gamma$ solves $\dot{\gamma}_t = \xi_t(\gamma_t)$, then $d(\gamma_s, \gamma_t) \leq \int |\xi_\tau(\gamma_\tau)| \, d\tau$. Since $(\gamma_s, \gamma_t)$ is a coupling of $(\mu_s, \mu_t)$, it follows from the very definition of $W_2$ that
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\[ W_2(\mu_s, \mu_t) \leq \sqrt{E \left( \int_s^t |\xi_\tau(\gamma_\tau)| \, d\tau \right)^2} \]

\[ \leq \sqrt{E (s-t) \left( \int_s^t |\xi_\tau(\gamma_\tau)|^2 \, d\tau \right)} \]

\[ = \sqrt{|s-t|} \sqrt{\int_s^t E |\xi_{\tau}(\gamma_{\tau})|^2 \, d\tau} \]

\[ = \sqrt{|s-t|} \sqrt{\int_s^t \left( \int |\xi_{\tau}|^2 \, d\mu_{\tau} \right) \, d\tau} \]

\[ \leq \frac{1}{2} \left( |s-t| + \int_s^t \left( \int |\xi_{\tau}|^2 \, d\mu_{\tau} \right) \, d\tau \right). \]

This shows at the same time that \( t \to \mu_t \) is Hölder-1/2, and that it is absolutely continuous: Indeed, \( W_2(\mu_s, \mu_t) \leq \int_s^t \ell(\tau) \, d\tau \) with

\[ \ell(\tau) = \frac{1}{2} \left( 1 + \int |\xi_{\tau}|^2 \, d\mu_{\tau} \right). \]

The rest of the proof is decomposed into four steps. All intermediate results have their own interest.

Step 1: \( t \to W_2(\mu_t, \sigma) \) is superdifferentiable at each Lebesgue point of \( t \to \int |\xi_t|^2 \, d\mu_t \).

In this step, the path \( \tilde{\mu}_t \) will be constant and equal to some fixed \( \sigma \in P^2_{\text{ac}}(M) \). Let \( t \in (t_1, t_2) \) be such that

\[
\begin{cases}
\frac{1}{s} \int_0^s \left( \int |\xi_{t+\tau}|^2 \, d\mu_{\tau} \right) \, d\tau \underset{s \to 0}{\longrightarrow} \int |\xi_t|^2 \, d\mu_t; \\
\frac{1}{s} \int_0^s \left( \int |\xi_{t-\tau}|^2 \, d\mu_{\tau} \right) \, d\tau \underset{s \to 0}{\longrightarrow} \int |\xi_t|^2 \, d\mu_t.
\end{cases}
\] (23.6)

Let \( \psi_t \) be a \( d^2/2 \)-convex function such that \( \exp(\nabla \psi_t)\#\mu_t = \sigma \). We shall see that

\[
\frac{W_2(\mu_{t+s}, \sigma)^2}{2} \leq \frac{W_2(\mu_t, \sigma)^2}{2} - s \int (\nabla \psi_t, \xi_t) \, d\mu_t + o(s). \tag{23.7}
\]

Remark 23.13. By Lebesgue’s density theorem, (23.6) holds true for almost all \( t \), so this step will already establish the superdifferentiability formula for almost all \( t \), which is all we need in this chapter to identify gradient flows.
Back to the proof of (23.7): By symmetry, it is sufficient to establish it for \( s > 0 \). Let \( T = \exp(\nabla \tilde{\psi}) \) be the optimal (Monge) transport \( \sigma \rightarrow \mu_t \). Then
\[
\frac{W_2(\mu_t, \sigma)^2}{2} = \frac{1}{2} \int d(x, T(x))^2 \, d\sigma(x). \tag{23.8}
\]

For any \( s > 0 \) small enough, \( (T_{t-t+s})_{\#} \mu_t = \mu_{t+s} \); so \( T_{t-t+s} \circ T \) is a transport \( \sigma \rightarrow \mu_{t+s} \). By definition of the Wasserstein distance,
\[
\frac{W_2(\mu_{t+s}, \sigma)^2}{2} \leq \frac{1}{2} \int d(x, T_{t-t+s} \circ T(x))^2 \, d\sigma(x).
\]

This, combined with (23.8), implies
\[
\frac{1}{s} \left( \frac{W_2(\mu_{t+s}, \sigma)^2}{2} - \frac{W_2(\mu_t, \sigma)^2}{2} \right) \leq \int \left( \frac{d(x, T_{t-t+s} \circ T(x))^2 - d(x, T(x))^2}{2s} \right) \, d\sigma(x). \tag{23.9}
\]

The maps \( \exp(\nabla \psi) \) and \( \exp(\nabla \tilde{\psi}) \) are inverse to each other in the almost sure sense. So for \( \sigma(dx) \)-almost all \( x \), there is a minimizing geodesic connecting \( T(x) \) to \( x \) with initial velocity \( \nabla \psi(T(x)) \); then by the formula of first variation,
\[
\limsup_{s \downarrow 0} \left[ \frac{d(x, T_{t-t+s} \circ T(x))^2 - d(x, T(x))^2}{2s} \right] \leq -\langle \xi_t(T(x)), \nabla \psi(T(x)) \rangle.
\]

So if we can pass to the lim sup as \( s \rightarrow 0 \) in (23.9), it will follow that
\[
\frac{d^+}{dt} \left( \frac{W_2(\mu_t, \sigma)^2}{2} \right) \leq -\int_M \langle \xi_t(T(x)), \nabla \psi(T(x)) \rangle \, d\sigma(x)
\]
\[
= -\int \langle \xi_t(y), \nabla \psi(y) \rangle \, d(T_{\#} \sigma)(y)
\]
\[
= -\int \langle \xi_t(y), \nabla \psi(y) \rangle \, d\mu_t(y),
\]
and this will establish the desired (23.7).
So we should check that we can indeed pass to the lim sup in (23.9). Let \( v(s, x) \) be the integrand in the right-hand side of (23.9): If \( 0 < s \leq 1 \) then

\[
v(s, x) = \frac{d(x, T_{t-t+s} \circ T(x))^2 - d(x, T(x))^2}{2s}
\]

\[
\leq \frac{d(x, T_{t-t+s} \circ T(x)) - d(x, T(x))}{s} \left( \frac{d(x, T_{t-t+s} \circ T(x)) + d(x, T(x))}{2} \right)
\]

\[
\leq \frac{d(T(x), T_{t-t+s}(T(x)))}{s} \left( d(x, T(x)) + \frac{d(T(x), T_{t-t+s}(T(x)))}{2} \right)
\]

\[
\leq \frac{d(x, T(x))^2 + d(T(x), T_{t-t+s}(x))^2}{2} =: w(s, x).
\]

Note that \( x \rightarrow d(x, T(x))^2 \in L^1(\sigma) \), since

\[
\int d(x, T(x))^2 d\sigma(x) = W_2(\sigma, \mu_t)^2 < +\infty. \quad (23.10)
\]

Moreover,

\[
\int \frac{d(T(x), T_{t-t+s}(T(x)))^2}{s^2} d\sigma(x) = \int \frac{d(y, T_{t-t+s}(y))^2}{s^2} d\mu_t(y)
\]

\[
\leq \int \frac{1}{s^2} \left( \int_0^{s} |\xi_{t+\tau}(T_{t-t+\tau}(y))| d\tau \right)^2 d\mu_t(y)
\]

\[
\leq \int \frac{1}{s} \int_0^{s} |\xi_{t+\tau}(T_{t-t+\tau}(y))|^2 d\tau d\mu_t(y)
\]

\[
\leq \frac{1}{s} \int_0^{s} \int |\xi_{t+\tau}(T_{t-t+\tau}(y))|^2 d\mu_t(y) d\tau
\]

\[
= \frac{1}{s} \int_0^{s} \left( \int |\xi_{t+\tau}(z)|^2 d\mu_{t+\tau}(z) \right) d\tau.
\]

By assumption, the latter quantity converges as \( s \rightarrow 0 \) to

\[
\int |\xi_t(x)|^2 d\mu_t(x) = \int |\xi_t(T(x))|^2 d\sigma(x).
\]

Since \( d(T(x), T_{t-t+s}(T(x)))^2/s^2 \rightarrow |\xi_t(T(x))|^2 \) as \( s \rightarrow 0 \), we can combine this with (23.10) to deduce that
\[ \limsup_{s \to 0} \int w(s, x) \, d\sigma(x) \leq \int \left[ \lim_{s \to 0} w(s, x) \right] \, d\sigma(x). \]

By Fatou’s lemma, in fact
\[ \lim_{s \to 0} \int w(s, x) \, d\sigma(x) = \int \left[ \lim_{s \to 0} w(s, x) \right] \, d\sigma(x). \]

So the domination \( v(s, x) \leq w(s, x) \) is sufficient to apply again Fatou’s lemma, in the form
\[ \limsup_{s \to 0} \int v(s, x) \, d\sigma(x) \leq \int \left[ \limsup_{s \to 0} v(s, x) \right] \, d\sigma(x), \]
and conclude the proof of this step.

**Step 2:** If \( \xi \) grows at most linearly, then differentiability holds for all \( t \).

In this step I shall assume that there are \( z \in M \) and \( C > 0 \) such that for all \( x \in M \) and \( t \in (t_1, t_2) \),
\[ |\xi_t(x)| \leq C \left( 1 + d(z, x) \right). \]

Under this assumption I shall show, with the same notation as in Step 1, that \( t \to W_2(\mu_t, \sigma)^2 \) is differentiable on the whole of \( (t_1, t_2) \), and
\[ \frac{d}{dt} \left( \frac{W_2(\mu_t, \sigma)^2}{2} \right) = -\int_M \langle \tilde{\nabla} \psi_t, \xi_t \rangle \, d\mu_t. \]

I shall start with some estimates on the flow \( T_{t \to s} \). From the assumptions,
\[ \left| \frac{d}{ds} d(z, T_{t \to s}(x)) \right| \leq |\xi_s(T_{t \to s}(x))| \leq C \left( 1 + d(z, T_{t \to s}(x)) \right), \]
which implies \( 1 + d(z, T_{t \to s}(x)) \leq e^{C \tau} (1 + d(z, x)) \). As a consequence, we have \( (d/ds) d(x, T_{t \to s}(x)) \leq C (1 + e^{C \tau} (1 + d(z, x))) \), so \( d(x, T_{t \to s}(x)) \leq (s-t) C (1 + e^{C \tau} (1 + d(z, x))) \). To summarize: There is a constant \( C \) such that for all \( y \in M \), and \( t, s \in (t_1, t_2) \).
\[
\begin{cases}
  d(z, T_{t \to s}(x)) \leq C(1 + d(z, x)); \\
  d(x, T_{t \to s}(x)) \leq C|s-t| (1 + d(z, x)).
\end{cases} \tag{23.11}
\]

In the sequel, the symbol \( C \) will stand for other constants that may depend only on \( \tau \) and the Lipschitz constant of \( \xi \).
Next, let us check that the second moment of $\mu_t$ is bounded by a constant independent of $t$. From the continuity equation (23.3), $(T_{t-s})_#\mu_t = \mu_s$. Combining this and (23.11), we deduce that for any fixed time $t_0 \in (t_1, t_2)$,

$$\int d(z, x)^2 \mu_t(dx) = \int d(z, T_{t_0-t}(x))^2 \mu_{t_0}(dx) \leq C \int (1 + d(z, x))^2 \mu_{t_0}(dx) < +\infty. \quad (23.12)$$

It is worth noticing that the assumptions also imply the Lipschitz continuity of $t \mapsto \mu_t$. Indeed, by definition of $W_2$ and (23.11),

$$W_2(\mu_t, \mu_s)^2 \leq \int d(x, T_{t-s}(x))^2 \mu_t(dx) \leq C |t - s|^2 \int (1 + d(z, x))^2 \mu_t(dx);$$

taking square roots and using (23.12), we deduce

$$W_2(\mu_t, \mu_s) \leq C |t - s|.$$

To prove the superdifferentiability of $W_2(\mu_t, \sigma)^2$, by Step 1 it is sufficient to check the continuity of $t \mapsto \int |\xi_t|^2 d\mu_t$. Let $t \in (t_1, t_2)$ be fixed, then

$$\int |\xi_{t+s}|^2 d\mu_{t+s} = \int |\xi_{t+s} \circ T_{t-t+s}(x)|^2 d\mu_t(x). \quad (23.13)$$

For any $x$, the integrand $|\xi_{t+s} \circ T_{t-t+s}(x)|^2$ is a continuous function of $s$, and by (23.11) it is bounded above by $C (1 + d(z, T_{t-t+s}(x)))^2 \leq C' (1 + d(z, x))^2$, where $C$, $C'$ are positive constants. Since the latter function is integrable with respect to $\mu_t$, we can apply the dominated convergence theorem to show that (23.13) converges to $\int |\xi_t|^2 d\mu_t$ as $s \to 0$. This establishes the desired continuity, and the superdifferentiability of $W_2(\mu_t, \sigma)^2$.

The proof of subdifferentiability is a bit more tricky and the reader might wish to skip the rest of this step.

As before, to establish the subdifferentiability, it is sufficient to prove the right-subdifferentiability, more precisely

$$\liminf_{s \downarrow 0} \frac{W_2(\mu_{t+s}, \sigma)^2 - W_2(\mu_t, \sigma)^2}{s} \geq -\int \langle \xi_t, \nabla \psi \rangle d\mu_t.$$
For each $s > 0$, let $T^{(s)}$ be the optimal transport between $\sigma$ and $\mu_{t+s}$. As $s \downarrow 0$ we can extract a subsequence $s_k \to 0$, such that

$$\liminf_{s \downarrow 0} \left( \frac{W_2(\mu_{t+s}, \sigma)^2 - W_2(\mu_t, \sigma)^2}{2s} \right) = \lim_{k \to \infty} \left( \frac{W_2(\mu_{t+s_k}, \sigma)^2 - W_2(\mu_t, \sigma)^2}{2s_k} \right).$$

Changing signs and reasoning as in Step 1, we obtain

$$\limsup_{s \downarrow 0} \left( \frac{W_2(\mu_t, \sigma)^2 - W_2(\mu_{t+s}, \sigma)^2}{2s} \right) \leq \limsup_{k \to \infty} \int v_k(x) \sigma(dx),$$

where

$$v_k(x) = \frac{d \left( x, T_{t+s_k \to t} \circ T^{(t+s_k)}(x) \right)^2 - d(x, T^{(t+s_k)}(x))^2}{2s_k}.$$

Since $T^{(t)}$ is the unique optimal transport between $\sigma$ and $\mu_t$, and since $s \to \mu_{t+s}$ is continuous with respect to the weak topology, we know from Corollary 5.23 that $T^{(t+s_k)}$ converges to $T^{(t)}$ in probability, with respect to the measure $\sigma$. Extracting a further subsequence if necessary, we may assume that $T^{(t+s_k)}$ converges $\sigma(dx)$-almost surely to $T^{(t)}(x)$.

Next, the square distance $d^2$ is locally superdifferentiable, so

$$\frac{d(x, T_{t+s_k \to t}(y))^2}{2} \leq \frac{d(x, y)^2}{2} + s_k \langle \xi_t(y), \dot{\gamma}(1) \rangle_y + o(d(y, T_{t+s_k \to t}(y)))$$

$$\leq \frac{d(x, y)^2}{2} + s_k \langle \xi_t(y), \dot{\gamma}(1) \rangle_y + o(s_k),$$

where $\gamma$ is a geodesic joining $x$ to $y$, and the $o(s_k)$ is uniform in a neighborhood of $y$. So if $y_k \to y$, then

$$\limsup_{k \to \infty} \frac{d(x, T_{t+s_k \to t}(y_k))^2 - d(x, y_k)^2}{2s_k} \leq \langle \xi_t(y), \dot{\gamma}(1) \rangle.$$

Applying this to $y_k = T^{(t+s_k)}(x) \to T^{(t)}(x)$ ($\sigma$-almost surely), we deduce that

$$\limsup_{k \to \infty} v_k(x) \leq v(x) := \langle \xi_t(T^{(t)}(x)), \dot{\gamma}_x(1) \rangle_{T^{(t)}(x)},$$

(23.14)
where $\gamma_x$ is the geodesic joining $x$ to $T^t(x)$: in particular, $\sigma(dx)$-almost surely, $\dot{\gamma}_x(1) = -\nabla \psi(T^t(x))$. In view of (23.14) and (23.15), the proof will be complete if we show

$$\limsup_{k \to \infty} \int v_k \, d\sigma \leq \int v \, d\sigma.$$ 

Let us bound the functions $v_k$. For each $x$ and $k$, we can use (23.11) to derive

$$
\begin{aligned}
&d\left(x, T_{t+s_k-t} \circ T^{(t+s_k)}(x)\right)^2 - d\left(x, T^{(t+s_k)}(x)\right)^2 \\
&\leq \left( d\left(x, T_{t+s_k-t} \circ T^{(t+s_k)}(x)\right) + d(x, T^{(t+s_k)}(x)) \right) \\
&\quad \times d\left(T^{(t+s_k)}(x), T_{t+s_k-t} \circ T^{(t+s_k)}(x)\right) \\
&\leq C \left( 1 + d(z, x) + d(z, T^{(t+s_k)}(x)) \right) s_k \left( 1 + d(z, x)^2 + d(z, T^{(t+s_k)}(x))^2 \right).
\end{aligned}
$$

So

$$v_k(x) \leq C \left( 1 + d(z, x)^2 + d(z, T^{(t+s_k)}(x))^2 \right).$$

Let $\chi : \mathbb{R}_+ \to [0,1]$ be a continuous cutoff function, $\chi(r) = 1$ for $r \leq 1$, $\chi(r) = 0$ for $r \geq 2$, and for any $R \geq 1$ let $\chi_R(r) = \chi(r/R)$. (This is a continuous approximation of the indicator function $1_{r \leq R}$.) When $\chi_R(1 + d(z, x) + d(z, T^{(t+s_k)}(x))) \neq 0$, $v_k(x)$ stays bounded like $O(R^2)$. So we can invoke Fatou’s lemma as in Step 1: for any fixed $R$,

$$
\limsup_{k \to \infty} \int \chi_R(1 + d(z, x) + d(z, T^{(t+s_k)}(x))) v_k(x) \, \sigma(dx) \\
\quad \leq \int \chi_R(1 + d(z, x) + d(z, T^{(t)}(x))) v(x) \, \sigma(dx).
$$

To conclude the argument it suffices to show that

$$
\lim_{R \to \infty} \int (1 - \chi_R)(1 + d(z, x) + d(z, T^{(t)}(x))) |v(x)| \, \sigma(dx) = 0; \quad (23.16)
$$

$$
\lim_{R \to \infty} \limsup_{k \to \infty} \int (1 - \chi_R)(1 + d(z, x) + d(z, T^{(t+s_k)}(x))) |v_k(x)| \, \sigma(dx) = 0. \quad (23.17)
$$

Of course $\chi_R(r) \neq 1$ only if $r > R$. Then, say for $R \geq 3$,
\[(1 - \chi_R) (1 + d(z, x) + d(z, T(t)(x))) |v(x)| \leq C (1 + d(z, x) + d(z, T(t)(x))) \leq C (1 + d(z, x) + d(z, T(t)(x))) \leq (3C) \left[ 1_{d(z, x) \geq R/3} d(z, x)^2 + 1_{d(z, T(t)(x)) \geq R/3} d(z, T(t)(x))^2 \right].\]

So the integral in (23.16) is bounded by

\[
(3C) \left[ \int_{d(z, x) \geq R/3} d(z, x)^2 \sigma(dx) + \int_{d(z, T(t)(x)) \geq R/3} d(z, T(t)(x))^2 \sigma(dx) \right] \leq (3C) \left[ \int_{d(z, x) \geq R/3} d(z, x)^2 \sigma(dx) + \int_{d(z, y) \geq R/3} d(z, y)^2 \mu_t(dy) \right],
\]

which does converge to 0 as \( R \to \infty \).

Similarly, the integral in (23.17) is bounded by

\[
(3C) \left[ \int_{d(z, x) \geq R/3} d(z, x)^2 \sigma(dx) + \int_{d(z, y) \geq R/3} d(z, y)^2 \mu_{t+s_k}(dy) \right].
\]

Since \( \mu_{t+s_k} \) converges to \( \mu_t \) in distance \( W_2 \), it follows from Theorem 6.9 and Definition 6.8 that

\[
\lim_{R \to \infty} \limsup_{k \to \infty} \int_{d(z, y) \geq R/3} d(z, y)^2 \mu_{t+s_k}(dy) = 0.
\]

So (23.17) holds, and the proof of subdifferentiability is complete.

**Step 3:** Doubling of variables.

Now let \( \xi_t, \tilde{\xi}_t \) satisfy the same assumptions as in Step 2:

\[|\xi_t(x)| \leq C (1 + d(z, x)), \quad |\tilde{\xi}_t(x)| \leq C (1 + d(z, x)).\]

By Step 2, \( s \to W_2(\mu_s, \tilde{\mu}_t) \) and \( t \to W_2(\mu_s, \tilde{\mu}_t) \) are differentiable for all \( s, t \). To conclude to the differentiability of \( t \to W_2(\mu_t, \tilde{\mu}_t) \), we can use Lemma 23.28 in the Appendix, provided that we check that, say, \( s \to W_2(\mu_s, \tilde{\mu}_t) \) is (locally) absolutely continuous in \( s \), uniformly in \( t \).

This will result from the triangle inequality:

\[
W_2(\mu_s, \tilde{\mu}_t)^2 - W_2(\mu_{s'}, \tilde{\mu}_t)^2 = \left[ W_2(\mu_s, \tilde{\mu}_t) + W_2(\mu_{s'}, \tilde{\mu}_t) \right] \left[ W_2(\mu_s, \tilde{\mu}_t) - W_2(\mu_{s'}, \tilde{\mu}_t) \right] \leq \left[ W_2(\mu_s, \tilde{\mu}_t) + W_2(\mu_{s'}, \tilde{\mu}_t) \right] W_2(\mu_s, \mu_{s'}) \leq \left[ W_2(\mu_s, \sigma) + W_2(\mu_{s'}, \sigma) + 2 W_2(\tilde{\mu}_t, \sigma) \right] W_2(\mu_s, \mu_{s'}),
\]
where \( \sigma \) is any arbitrary element of \( P_2(M) \). The quantity inside square brackets is bounded (in fact it is a Lipschitz function of \( s, s' \) and \( t \)), and the path \((\mu_s)\) is Lipschitz in \( W_2 \) distance; so in fact

\[
W_2(\mu_s, \bar{\mu}_t)^2 - W_2(\mu_{s'}, \bar{\mu}_t)^2 \leq C |s - s'|
\]

for some constant \( C \).

This concludes the proof of Theorem 23.9 for vector fields which grow at most linearly at infinity.

**Step 4: Integral reformulation and restriction argument.**

In this last step I shall complete the proof of Theorem 23.9. Let \( \xi_t, \hat{\xi}_t \) satisfy the assumptions of the theorem. Let \( z \) be a fixed point in \( M \); consider the increasing sequence of events \( A_k = \{ \sup_d d(z, \gamma_t) \leq k \} \). For \( k \) large enough the event \( A_k \) has positive probability and it makes sense to condition \( \gamma \) by it. Then let \( \mu_{t,k} \) be the law of this conditioned path, evaluated at time \( t \): explicitly,

\[
\mu_{t,k} = (e_t)_\# \Pi_{A_k}, \quad \Pi_{A_k}(d\gamma) = \frac{1}{|A_k|} \Pi(d\gamma),
\]

where of course \( e_t \) is the evaluation at time \( t \). Let \( Z_k := \Pi(A_k) \). Then \( Z_k \uparrow 1 \), \( Z_k \mu_{t,k} \uparrow \mu_t \) as \( k \to \infty \).

For each \( k \), \( \mu_{t,k} \) solves the same continuity equation as \( \mu_t \):

\[
\frac{\partial \mu_{t,k}}{\partial t} + \nabla \cdot (\xi_{t,k} \mu_{t,k}) = 0. \tag{23.18}
\]

But by definition \( \mu_{t,k} \) is concentrated on the ball \( B[z, k] \), so in (23.18) we may replace \( \xi_t \) by \( \xi_{t,k} = \chi_{t,k} \), where \( \chi_k \) is a smooth cutoff function, \( 0 \leq \chi_k \leq 1, \chi_k = 1 \) on \( B[z, k] \), \( \chi_k = 0 \) outside of \( B[z, 2k] \).

Let \( \bar{A}_k, \bar{\Pi}_{A_k} \) and \( \bar{\xi}_{t,k} \) be defined similarly in terms of \( \bar{\xi} \) and \( \bar{\mu}_t \).

Since \( \xi_{t,k} \) and \( \bar{\xi}_{t,k} \) are compactly supported, we may apply the result of Step 3: for all \( t \in (t_1, t_2) \),

\[
\frac{d}{dt} \left( \frac{W_2(\mu_{t,k}, \bar{\mu}_{t,k})^2}{2} \right) = -\int \langle \nabla \psi_{t,k}, \xi_{t,k} \rangle d\mu_{t,k} - \int \langle \nabla \bar{\psi}_{t,k}, \bar{\xi}_{t,k} \rangle d\bar{\mu}_{t,k}, \tag{23.19}
\]

where \( \exp(\nabla \psi_{t,k}) \) and \( \exp(\nabla \bar{\psi}_{t,k}) \) are the optimal transports \( \mu_{t,k} \to \bar{\mu}_{t,k} \) and \( \bar{\mu}_{t,k} \to \mu_{t,k} \).

Since \( t \to \mu_{t,k} \) and \( t \to \bar{\mu}_{t,k} \) are Lipschitz paths, also \( W_2(\mu_{t,k}, \bar{\mu}_{t,k}) \) is a Lipschitz function of \( t \), so (23.19) integrates up to
Derivative of the Wasserstein distance

\[
\frac{W_2(\mu_t, \tilde{\mu}_t)^2}{2} = \frac{W_2(\mu_0, \tilde{\mu}_0)^2}{2} - \int_0^t \left( \int (\tilde{\nabla} \psi_{s,k}, \xi_{s,k}) d\mu_{s,k} + \int (\tilde{\nabla} \tilde{\psi}_{s,k}, \tilde{\xi}_{s,k}) d\tilde{\mu}_{s,k} \right) ds. \tag{23.20}
\]

Since \( t \to \mu_t \) and \( t \to \tilde{\mu}_t \) are absolutely continuous paths, a computation similar to the one in Step 3 shows that \( W_2(\mu_t, \tilde{\mu}_t) \) is absolutely continuous in \( t \), in particular differentiable at almost all \( t \in (t_1, t_2) \). If we can pass to the limit as \( k \to \infty \) in (23.20), then we shall have

\[
\frac{W_2(\mu_t, \tilde{\mu}_t)^2}{2} = \frac{W_2(\mu_0, \tilde{\mu}_0)^2}{2} - \int_0^t \left( \int (\tilde{\nabla} \psi_s, \xi_s) d\mu_s + \int (\tilde{\nabla} \tilde{\psi}_s, \tilde{\xi}_s) d\tilde{\mu}_s \right) ds, \tag{23.21}
\]

and the desired result will be obtained by differentiating again in \( t \). So it all amounts to passing to the limit in (23.20).

First, since \( Z_k \uparrow 1 \) and \( Z_k \mu_{s,k} \uparrow \mu_s, \mu_{s,k} \) converges in total variation (and a fortiori weakly) to \( \mu_s \). Similarly, \( \tilde{\mu}_{s,k} \) converges in total variation to \( \tilde{\mu}_s \).

Next, the restriction property of optimal transport implies that \( \exp(\tilde{\nabla} \psi_{s,k}) \) coincides with \( \exp(\tilde{\nabla} \psi_s) \), \( \mu_{s,k} \)-almost surely. If \( x \) is outside a set \( N_0 \) of zero \( \mu_s \)-probability, we know from Theorem 10.28 and Remark 10.32 that there is a unique geodesic joining \( x \) to \( \exp_x(\tilde{\nabla} \psi(s)) \); then the initial velocity is uniquely determined by the final position, so \( \tilde{\nabla} \psi_{s,k} \) coincides with \( \tilde{\nabla} \psi_s \), \( \mu_{s,k} \)-almost surely.

Now let us check that \( \mu_{s,k} \) converges to \( \mu_s \) in \( P_2(M) \). It follows from its definition that \( \mu_{s,k} \) coincides with \( \mu_s/Z_k \) on the set \( e_s(A_k) \). Let \( S \) stand for the support of \( \Pi \); then

\[
\int d(z, x)^2 d|\mu_{s,k} - \mu_s(x)| \leq (Z_k^{-1} - 1) \int d(z, x)^2 \mu_s(dx) + \frac{1}{Z_k} \int d(z, x)^2 |Z_k \mu_{s,k} - \mu_s|(dx)
\]

\[
\leq (Z_k^{-1} - 1) \int d(z, x)^2 \mu_s(dx) + \frac{1}{Z_k} \int_{e_s(S) \setminus e_s(A_k)} d(z, x)^2 \mu_s(dx)
\]

\[
\leq (Z_k^{-1} - 1) \int d(z, x)^2 \mu_s(dx) + \frac{1}{Z_k} \int_{S \setminus A_k} d(z, \gamma_s)^2 \Pi(d\gamma).
\]

By Theorem 6.15, this implies that \( W_2(\mu_{s,k}, \mu_s) \to 0 \) for each \( s \). Similarly, \( W_2(\tilde{\mu}_{s,k}, \tilde{\mu}_s) \to 0 \).
Moreover, if $k$ is large enough that $Z_k \geq 1/2$, we have the uniform bound
\[
\int d(z, x)^2 d|\mu_{s,k} - \mu_s(x)| \leq 2 \int d(z, x)^2 \mu_s(dx),
\]
which is a continuous function of $s$ (because $\mu_s$ is continuous in $W_2$; recall Theorem 6.9). So there is a uniform bound (independent of $s$) on $W_2(\mu_{s,k}, \mu_s)$. Similarly, there is a uniform bound on $W_2(\hat{\mu}_{s,k}, \hat{\mu}_s)$.

Since $W_2(\mu_t, \mu_t)$ and $W_2(\hat{\mu}_t, \hat{\mu}_t)$ converge to 0 as $k \to \infty$, by Corollary 6.11 the first two terms in (23.20) converge to the first two terms in (23.21). To conclude the argument it suffices to check the convergence of the last two terms. Let us show for instance that
\[
\int_0^t \left( \int \langle \tilde{\nabla} \psi_{s,k}, \xi_s \rangle d\mu_{s,k} \right) ds \xrightarrow{k \to \infty} \int_0^t \left( \int \langle \tilde{\nabla} \psi_s, \xi_s \rangle d\mu_s \right) ds. \tag{23.22}
\]

First observe that the integrand in (23.22) is dominated by an integrable function of $s$. Indeed, there is a constant $C$ such that
\[
\left| \int \langle \tilde{\nabla} \psi_{s,k}, \xi_s \rangle d\mu_{s,k} \right| \leq \sqrt{\int |\tilde{\nabla} \psi_{s,k}|^2 d\mu_{s,k}} \sqrt{\int |\xi_s|^2 d\mu_{s,k}} \leq W_2(\hat{\mu}_{s,k}, \mu_{s,k}) \sqrt{\frac{1}{Z_k} \int |\xi_s|^2 d\mu_s} \leq C \int |\xi_s|^2 d\mu_s,
\]
and the latter function lies in $L^2(ds)$. So it is sufficient to prove that for almost all $s$,
\[
\int \langle \tilde{\nabla} \psi_{s,k}, \xi_s \rangle \rho_{s,k} d\nu \xrightarrow{k \to \infty} \int \langle \tilde{\nabla} \psi_s, \xi_s \rangle \rho_s d\nu, \tag{23.23}
\]
where of course $\rho_{s,k}$ is the density of $\mu_{s,k}$ with respect to $\nu$. It is sufficient to prove this for a subsequence of some arbitrary subsequence (in $k$), so we may assume that $\rho_{s,k}$ converges $\nu$-almost everywhere to $\rho_s$. Recalling that $\tilde{\nabla} \psi_{s,k}$ coincides with $\tilde{\nabla} \psi_s$, $\mu_{s,k}$-almost surely, we just have to show
\[
\int \langle \tilde{\nabla} \psi_s, \xi_s(\rho_{s,k} - \rho_s) \rangle d\nu \xrightarrow{k \to \infty} 0.
\]
This is easily done by dominated convergence: Indeed, $\rho_{s,k} \leq 2\rho_s$ and $|\tilde{\nabla} \psi_s| |\xi_s| \rho_s$ is integrable, since
\[
\int |\tilde{\nabla} \psi_s| |\xi_s| \rho_s \, d\nu \leq \sqrt{\int |\tilde{\nabla} \psi_s|^2 \rho_s \, d\nu} \sqrt{\int |\xi_s|^2 \rho_s \, d\nu}
\]

\[
= W_2(\mu_s, \tilde{\mu}_s) \sqrt{\int |\xi_s|^2 \, d\mu_s} < +\infty.
\]

This concludes the proof of Theorem 23.9. \qed

Subdifferential of energy functionals

The next problem to be addressed is the differentiation of an energy functional \( U_\nu \), along a path in the Wasserstein space \( P_2(M) \), or rather in \( P_{ac}^2(M) \). This problem is easy to solve formally by means of Otto calculus, but the rigorous justification is definitely not trivial, especially when \( M \) is noncompact. The proof of the next statement will use Alexandrov’s second differentiability theorem (Theorem 14.1), some elements of distribution theory, and many technical tricks. I shall denote by \( W_{1,1}^{1,1}(M) \) the space of functions \( f \) which are locally integrable in \( M \) and whose distributional gradient \( \nabla f \) is defined by a locally integrable function. Recall Convention 17.10.

**Theorem 23.14 (Computation of subdifferentials in Wasserstein space).** Let \( M \) be a Riemannian manifold, equipped with a reference measure \( \nu = e^{-V} \text{vol} \), \( V \in C^2(M) \), satisfying a curvature-dimension bound \( \text{CD}(K,N) \) for some \( K \in \mathbb{R}, N \in (1, \infty] \). Let \( U \in DC_N \), \( p(r) = r U'(r) - U(r) \), let \( \mu \) and \( \sigma \) belong to \( P_{ac}^2(M) \), and let \( \rho \) be the density of \( \mu \) with respect to \( \nu \). Let \( \psi \) be a \( d^2/2 \)-convex function such that \( T = \exp(\tilde{\nabla} \psi) \) is the unique Monge transport \( \mu \to \sigma \), and for \( t \in [0,1] \) let \( \mu_t = (\exp(t \tilde{\nabla} \psi)) \# \mu \). Assume that:

(i) \( p(\rho) \in W_{1,1}^{1,1} \);

(ii) \( U_\nu(\mu) < +\infty \);

(iii) \( K_{N,U} > -\infty \), where \( K_{N,U} \) is defined in (17.10).

If \( M \) is noncompact, further assume that:

(iv) \( I_{U,\nu}(\mu) := \int |\nabla p(\rho)|^2 \rho \, d\nu < +\infty \); and

(v) \( \mu, \sigma \in P_{ac}^p(M) \), where \( p \in [2, +\infty) \cup \{c\} \) satisfies (17.5).
If $M$ is noncompact, $N < \infty$ and $K < 0$, reinforce (v) into:

(v') $\mu, \sigma \in P^\text{ac}_q(M)$, where $q \in ((2N)/(N-1), +\infty) \cup \{c\}$ satisfies

$$\exists \delta > 0; \int \frac{\nu(dx)}{(1 + d(x_0, x))^{q(N-1)-2N-\delta}} < +\infty.$$ (23.24)

Then

$$\liminf_{t \downarrow 0} \frac{U_\nu(\mu_t) - U_\nu(\mu)}{t} \geq \int \langle \tilde{\nabla} \psi, \nabla p(\rho) \rangle \, d\nu;$$ (23.25)

and

$$U_\nu(\sigma) \geq U_\nu(\mu) + \int \langle \tilde{\nabla} \psi, \nabla p(\rho) \rangle \, d\nu + K_{N,U} \int_0^1 \left( \int |\tilde{\nabla} \psi_t(x)|^2 \, \rho_t(x)^{1-1/N} \, d\nu(dx) \right) (1 - t) \, dt. \quad (23.26)$$

**Particular Case 23.15 (Displacement convexity of $H$: above-tangent formulation).** If $N = \infty$ and $U(r) = r \log r$, Formula (23.26) becomes

$$H_\nu(\sigma) \geq H_\nu(\mu) + \int \langle \tilde{\nabla} \psi, \nabla \rho \rangle \, d\nu + K \frac{W_2(\mu, \sigma)^2}{2}. \quad (23.27)$$

**Remark 23.16.** By the Cauchy–Schwarz inequality, (23.27) implies

$$H_\nu(\sigma) \geq H_\nu(\mu) - \sqrt{\int_M \rho |\tilde{\nabla} \psi|^2 \, d\nu} \sqrt{\int_M \frac{|
abla \rho|^2}{\rho} \, d\nu} + K \frac{W_2(\mu, \sigma)^2}{2}$$

$$= H_\nu(\mu) - W_2(\mu, \sigma) \sqrt{I_\nu(\mu)} + K \frac{W_2(\mu, \sigma)^2}{2}.$$

In this sense (23.27) is a precise version of the HWI inequality appearing in Corollary 20.13.

**Remark 23.17.** If $K_{N,U} = -\infty$ (i.e. $K < 0$ and $p(r)/r^{1-1/N} \to +\infty$ as $r \to \infty$) then (23.26) remains obviously true but I don’t know about (23.25).

**Remark 23.18.** As soon as $\rho \in W^{1,1}_{\text{loc}}(M)$ we can write $\nabla p(\rho) = p'(\rho) \nabla \rho = \rho U''(\rho) \nabla \rho = \rho \nabla U'(\rho)$, so (23.25) becomes...
\[ \liminf_{t \downarrow 0} \frac{U_\nu(\mu_t) - U_\nu(\mu)}{t} \geq \int \langle \tilde{\nabla} \psi, \nabla U'(\rho) \rangle \, d\mu, \quad (23.28) \]

which is the result that one would have formally guessed by using Otto’s calculus.

**Proof of Theorem 23.14.** The complete proof is quite tricky and it is strongly advised to just focus on the compactly supported case at first reading. I have divided the argument into seven steps.

**Step 1: Computation of the \( \liminf \) in the compactly supported case.** To begin with, I shall assume that \( \mu \) and \( \sigma \) are compactly supported, and compute the lower derivative:

\[ \liminf_{t \downarrow 0} \frac{U_\nu(\mu_t) - U_\nu(\mu_0)}{t} = - \int p(\rho) (L\psi) \, d\nu, \quad (23.29) \]

where the function \( L\psi \) is obtained from the measure \( L\psi \) (understood in the sense of distributions) by keeping only the absolutely continuous part (with respect to the volume measure).

The argument starts as in the proof of Theorem 17.15, with a change of variables:

\[ U_\nu(\mu_t) = \int U(\rho_t(x)) \, d\nu(x) = \int U \left( \rho_t(\exp_t t \nabla \psi(x)) \right) J_{0 \rightarrow t}(x) \, d\nu(x) \]

\[ = \int U \left( \frac{\rho_0(x)}{J_{0 \rightarrow t}(x)} \right) J_{0 \rightarrow t}(x) \, d\nu(x), \]

where \( \rho_0 \) is the same as \( \rho \), and \( J_{0 \rightarrow t} \) is the Jacobian determinant associated with the map \( \exp(t \nabla \psi) \) (the reference measure being \( \nu \)). Note carefully that here I am using the Jacobian formula for a change of variables which a priori is not Lipschitz; also note that \( T = \exp(\nabla \psi) \) (there is no need to use approximate gradients since everything is compactly supported). Upon use of \( \mu = \rho_0 \nu \), it follows that

\[ \frac{U_\nu(\mu_t) - U_\nu(\mu)}{t} = \int w(t, x) \, \mu(dx), \quad (23.30) \]

where

\[ w(t, x) = \frac{u(t, x) - u(0, x)}{t}, \quad u(t, x) = U \left( \frac{\rho_0(x)}{J_{0 \rightarrow t}(x)} \right) \frac{J_{0 \rightarrow t}(x)}{\rho_0(x)}. \]

By Theorem 14.1, for \( \mu \)-almost all \( x \) we have the Taylor expansion
\[
\det(d_x \exp(t \nabla \psi)) = 1 + t \Delta \psi(x) + o(t) \quad \text{as } t \to 0,
\]

so

\[
\mathcal{J}_{0 \to t}(x) = e^{-\left[ V(\exp t \nabla \psi(x)) - V(x) \right]} \det(d_x \exp(t \nabla \psi))
= (1 - t \nabla V(x) \cdot \nabla \psi(x)) \left( 1 + t \Delta \psi(x) + o(t) \right)
= 1 + t (L \psi)(x) + o(t).
\]  

(23.32)

On the other hand, for given \( r \), the derivative of \( \delta \to (\delta/r) U(r/\delta) \) at \( \delta = 1 \) is \(-p(r)/r\). This and (23.32) imply that for almost all \( x \) where \( \rho_0(x) > 0 \),

\[
\lim_{t \downarrow 0} w(t, x) = -(L \psi(x)) \left( \frac{p(\rho_0(x))}{\rho_0(x)} \right).
\]

So to establish (23.29), it suffices to prove

\[
\lim_{k \to \infty} \int w(t_k, x) \mu(dx) = \int \left[ \lim_{k \to \infty} w(t_k, x) \right] \mu(dx),
\]

(23.33)

where \((t_k)_{k \in \mathbb{N}} \) is an arbitrary sequence of positive times decreasing to 0.

First consider the case \( K \geq 0 \), which is simpler. From the estimates in the proof of Theorem 17.15 (recall (17.15)) we know that \( u(t, x) \) is a convex function of \( t \); then \( w(t, x) \) is nonincreasing as \( t \downarrow 0 \), and (23.33) follows from the monotone convergence theorem.

Now consider the case when \( K < 0 \). As in the estimates in the proof of Theorem 17.15 (see (17.15) again),

\[
\frac{d^2 u(t, x)}{dt^2} \geq K_{N, U} \rho_t(\exp(t \nabla \psi(x)))^{-\frac{1}{N}} \left| \nabla \psi_t(\exp(t \nabla \psi(x))) \right|^2,
\]

and by assumption \( K_{N, U} \) is finite. Note that \( |\nabla \psi_t(\exp(t \nabla \psi(x)))| = d(x, T(x)) \), which is bounded (\( \mu \)-almost surely) by the maximum distance between points in the support of \( \mu \) and points in the support of \( \nu \). So there is a positive constant \( \overline{C} \) such that

\[
\frac{d^2 u(t, x)}{dt^2} \geq -\overline{C} \rho_t(\exp(t \nabla \psi(x)))^{-\frac{1}{N}}.
\]

(23.34)

Let

\[
R(t, x) = \overline{C} \int_0^t \int_0^s \rho_s(\exp(\tau \nabla \psi(x)))^{-\frac{1}{N}} d\tau \, ds;
\]

(23.35)

\[
\tilde{u}(t, x) = u(t, x) + R(t, x); \quad \tilde{w}(t, x) = \frac{\tilde{u}(t, x) - \tilde{u}(0, x)}{t}.
\]
Then \( t \to \tilde{u}(t, x) \) is a convex function, so the previous reasoning applies to show that
\[
\lim_{k \to \infty} \int \tilde{w}(t_k, x) \mu(dx) = \int \lim_{k \to \infty} \tilde{w}(t_k, x) \mu(dx).
\]
To conclude the proof, it suffices to check that the additional term \( R(s, x) \) does not count in the limit, i.e.
\[
\lim_{k \to \infty} \left( \frac{R(t_k, x)}{t_k} \right) = 0, \quad \mu(dx)\text{-almost surely,} \quad (23.36)
\]
\[
\lim_{k \to \infty} \int \left( \frac{R(t_k, x)}{t_k} \right) \mu(dx) = 0. \quad (23.37)
\]
If (23.37) is true, then also (23.36) will be true up to extraction of a subsequence; but since the sequence \( t_k \) is already arbitrary, this will imply that \( R(t, x) \to 0 \) as \( t \to 0, \mu\text{-almost surely} \). So we just have to check (23.37). By (23.35) and Fubini,
\[
\int \left( \frac{R(t_k, x)}{t_k} \right) \mu(dx) = \frac{1}{t} \int_0^t \int_0^s \left( \int \rho_\tau \left( \exp \left( \tau \tilde{\nabla} \psi(x) \right) \right)^{-\frac{1}{N}} \mu(dx) \right) d\tau ds
\]
\[
= \frac{1}{t} \int_0^t \int_0^s \left( \int \rho_\tau(y)^{-\frac{1}{N}} \mu_\tau(dy) \right) d\tau ds
\]
\[
= \frac{1}{t} \int_0^t \int_0^s \left( \int \rho_\tau(y)^{1-\frac{1}{N}} \nu(dy) \right) d\tau ds. \quad (23.38)
\]
By Jensen’s inequality, \( \int \rho_\tau^{-1/N} d\nu \leq \nu[S]^{1/N} (\int \rho_\tau d\nu)^{1-1/N} = \nu[S]^{1/N} \), where \( S \) is the support of \( \mu_\tau \), and this is bounded independently of \( \tau \in [0, 1] \). So (23.38) is bounded like \( O(t^{-1} \int_0^t \int_0^s d\tau ds) = O(t) \). This proves (23.37) and concludes the argument.

**Step 2: Extension of \( \nabla \psi \).** The function \( \psi \) might not be finite outside \( \text{Spt} \mu \), which might cause problems in the sequel. In this step, we shall see that it is possible to extend \( \psi \) into a function which is finite everywhere.

Let \( \pi \) be the optimal transference plan between \( \mu \) and \( \sigma \), and let \( T = \exp(\nabla \psi) \) be the Monge transport \( \mu \to \sigma \). Let \( \tilde{c} \) be the restriction of \( c(x, y) = d(x, y)^2 \) to \( (\text{Spt} \mu) \times (\text{Spt} \sigma) \). By Theorem 5.19, there is a \( \tilde{c} \)-convex function \( \tilde{\psi} \) such that \( \text{Spt} \pi \subset \partial \tilde{c} \tilde{\psi} \), so \( \exp(\nabla \tilde{\psi}) \) is a Monge transport between \( \mu \) and \( \sigma \). By uniqueness of the Monge transport (Theorem 10.28),
\[
\exp_x(\nabla \tilde{\psi}(x)) = \exp_x(\nabla \psi(x)), \quad \mu(dx)\text{-almost surely.} \quad (23.39)
\]

Also recall from Remark 10.32 that \(\mu\)-almost surely, \(x\) and \(T(x) = \exp_x(\nabla \psi(x))\) are joined by a unique geodesic. So (23.39) implies

\[
\nabla \tilde{\psi}(x) = \nabla \psi(x), \quad \mu(dx)\text{-almost surely.}
\]

Now let \(\phi\) be the \(\tilde{c}\)-transform of \(\tilde{\psi}\): then

\[
\tilde{\psi}(x) = \sup_{y \in \text{Spt}\sigma} \left( \phi(y) - \frac{d(x, y)^2}{2} \right). \quad (23.40)
\]

This formula can be used to define \(\tilde{\psi}\) outside of \(\text{Spt} \mu\), everywhere on \(M\); the resulting function will still be \(d^2/2\)-convex.

Since \(\text{Spt} \sigma\) is bounded, the function inside brackets in (23.40) is locally Lipschitz in \(x\), uniformly in \(y\), so the extended function \(\tilde{\psi}\) is also locally Lipschitz. Also, since the function \(d(x, y)^2/2\) is locally semiconcave in \(x\), uniformly in \(y \in \text{Spt} \sigma\), the function \(\psi\) is locally semiconvex (recall Theorem 10.26).

To summarize: We have constructed a locally Lipschitz, locally semiconvex, \(d^2/2\)-convex function \(\tilde{\psi}\) such that \(\nabla \tilde{\psi}\) coincide \(\mu\)-almost surely with \(\nabla \psi\). In the sequel, I shall work with \(\psi\) and drop the tilde symbol, so \(\psi\) will be defined in the whole of \(M\).

**Step 3: Integration by parts.** In this step I shall show that

\[
- \int p(\rho) \, L \psi \, d\nu \geq \int \langle \nabla \psi, \nabla p(\rho) \rangle \, d\nu, \quad (23.41)
\]

where \(L \psi = \Delta \psi - \nabla V \cdot \nabla \psi\) is understood in the sense of Alexandrov (Theorem 14.1) or equivalently, as the absolutely continuous part of the distribution \(L \psi\).

Since \(\rho\) is compactly supported, so is \(p(\rho)\). By assumption \(p(\rho)\) lies in \(W^{1,1}(M)\). By regularization (in local charts, or using a \(C^\infty\) mollifier kernel with properties similar to those in Definition 29.34), we can construct a sequence \((\zeta_k)_{k \in \mathbb{N}}\) of nonnegative functions in \(C^\infty_c(M)\) such that

\[
\zeta_k \xrightarrow{L^1} p(\rho), \quad \nabla \zeta_k \xrightarrow{L^1} \nabla p(\rho), \quad (23.42)
\]

and all functions \(\zeta_k\) are supported in a fixed compact set \(W\).

By Theorem 14.1, the function \(\Delta \psi\) is bounded above by the distribution \(\Delta \psi\); on the other hand, the function \(\nabla V \cdot \nabla \psi\) coincides with
the distribution $\nabla \! V \cdot \nabla \psi$; so the function $L\psi$ is bounded above by the distribution $L_D \psi$ (denoted $L_D(\psi)$). This implies

\[
\int \zeta_k (L\psi) \, d\nu \leq \int \langle \zeta_k, L_D \psi \rangle \, d\nu = - \int \langle \nabla \zeta_k, \nabla \psi \rangle \, d\nu. \tag{23.43}
\]

The function $\psi$ is Lipschitz in $W$, so $\nabla \psi$ is bounded; combining this with (23.42) we get

\[
\int \langle \nabla \zeta_k, \nabla \psi \rangle \, d\nu \longrightarrow \int \langle \nabla \psi, \nabla p(\rho_0) \rangle \, d\nu. \tag{23.44}
\]

Next, the function $\Delta \psi$ is bounded below on $W$ because $\psi$ is semi-convex (or because, by (13.8),

\[
\Delta \psi(x) \geq - \Delta |_{z=x} \frac{d(z, \exp_x \nabla \psi(x))^2}{2} \geq - \sup \left\{ \Delta_x \frac{d(x, y)^2}{2}; \ y \in (\exp \nabla \psi(W)) \right\},
\]

which is finite, recall the Third Appendix of Chapter 10). So $L\psi$ is bounded below on $W$, and Fatou’s lemma applies to show

\[
\int p(\rho) (L\psi) \, d\nu = \int (\liminf \limits_{k \to \infty} \zeta_k) (L\psi) \, d\nu \leq \liminf \limits_{k \to \infty} \int \zeta_k (L\psi) \, d\nu. \tag{23.45}
\]

The combination of (23.43), (23.44) and (23.45) implies (23.41).

**Step 4: Integral reformulation.** We shall now take advantage of the displacement convexity properties of $U_\nu$ to reformulate the differential condition

\[
\liminf \limits_{t \downarrow 0} \frac{U_\nu(\mu_t) - U_\nu(\mu_0)}{t} \geq \int \langle \nabla \psi, \nabla p(\rho_0) \rangle \, d\nu \tag{23.46}
\]

into the integral (in $t$) condition

\[
U_\nu(\mu_1) \geq U_\nu(\mu_0) + \int \langle \nabla \psi, \nabla p(\rho_0) \rangle \, d\nu + K_{N,U} \int_0^1 \left( \int \rho_t(x)^{1-\frac{1}{N}} |\nabla \psi_t(x)|^2 \nu(dx) \right) (1 - t) \, dt. \tag{23.47}
\]
The advantage of the integral formulation is that it is quite stable under limits. At the same time, this will establish Theorem 23.14 in the case when \( \mu \) and \( \sigma \) are compactly supported.

The strategy is the same as in the proof of (iv) \( \Rightarrow \) (v) in Proposition 23.1. Recall from Theorem 17.15 that for any \( t \in (0,1) \),

\[
U_\nu(\mu_t) \leq (1 - t) U_\nu(\mu_0) + t U_\nu(\mu_1) - K_{N,U} \int_0^1 \left[ \int_M \rho_s(x)^{1 - \frac{1}{N}} \left| \nabla \psi_s(x) \right|^2 \nu(dx) \right] G(s,t) \, ds,
\]

where \( G(s,t) \) is the one-dimensional Green function of the Laplacian. By subtracting \( U_\nu(\mu_0) \) on both sides and dividing by \( t \), we get

\[
\frac{U_\nu(\mu_t) - U_\nu(\mu_0)}{t} \leq U_\nu(\mu_1) - U_\nu(\mu_0) - K_{N,U} \int_0^1 \left[ \int \rho_s(x)^{1 - \frac{1}{N}} \left| \nabla \psi_s(x) \right|^2 \nu(dx) \right] \frac{G(s,t)}{t} \, ds. \tag{23.48}
\]

Then we can use Steps 1 and 2 to pass to the lim inf in the left-hand side.

As for the right-hand side of (23.48), we note that if \( B \) is a large ball containing the supports of all \( \rho_s \) \( (0 \leq s \leq 1) \), and \( D = \text{diam}(B) \), then

\[
\int \rho_s(x)^{1 - \frac{1}{N}} \left| \nabla \psi_s(x) \right|^2 \nu(dx) \leq D^2 \int \rho_s(x)^{1 - \frac{1}{N}} \, d\nu \leq D^2 \nu(B) \left[ \frac{1}{N} \right] \leq +\infty.
\]

(Here I have used Jensen’s inequality again as in Step 1.) So the quantity inside brackets in the right-hand side of (23.48) is uniformly (in \( t \)) bounded. Since \( G(s,t)/t \) converges to \( 1 - s \) in \( L^1(ds) \) as \( t \to 0 \), we can pass to the limit in the right-hand side of (23.48) too. The final result is

\[
\int \langle \nabla \psi, \nabla p(\rho) \rangle \, d\nu \leq U_\nu(\mu_1) - U_\nu(\mu_0) - K_{N,U} \int_0^1 \left[ \int \rho_s(x)^{1 - \frac{1}{N}} \left| \nabla \psi_s(x) \right|^2 \nu(dx) \right] (1 - s) \, ds,
\]

which is the same as (23.47) (or (23.26) since \( \mu_0 = \mu, \mu_1 = \sigma \)).
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The last three steps consist in a long string of approximations to go from the compact to the noncompact case.

**Step 5: Removal of compactness assumption, for nice pressure laws.** In this step I shall use an approximation argument to extend the validity of (23.47) (or a relaxation thereof) to the noncompact case. The difficulty is that the standard approximation scheme of Proposition 13.2 does not in general preserve any smoothness of \( \rho_0 \), which makes it problematic to pass to the limit in the term \( \int (\nabla \psi, \nabla \rho_0) \).

So let \( M, \nu, U, (\mu_t)_{0 \leq t \leq 1}, (\rho_t)_{0 \leq t \leq 1}, (\psi_t)_{0 \leq t \leq 1} \) satisfy the assumptions of the theorem. Later on I shall make some additional assumptions on the function \( U \), which will be removed in the next step.

I shall distinguish two cases, according to whether the support of \( \mu_1 \) is compact or not. Somewhat surprisingly, the two arguments will be different.

**Case 1: \text{Spt}(\mu_1) \text{ is compact.}** In this case one can use a slight modification of the standard approximation scheme. Let \( \chi : \mathbb{R}_+ \to \mathbb{R} \) be a smooth nondecreasing function with \( 0 \leq \chi \leq 1, \chi(r) = 1 \) for \( r \leq 1, \chi(r) = 0 \) for \( r \geq 2 \). Let \( z \in M \) be arbitrary, and for \( k \in \mathbb{N} \) let \( \chi_k(r) = \chi(d(z,x)/k) \). Of course \( 0 \leq \chi_k \leq 1, \chi_k \) is identically equal to 1 on \( B[z,k] \) and identically equal to 0 outside \( B[z,2k] \); moreover, \( \chi_k \) is \( C/k \)-Lipschitz, where \( C = \|\chi\|_{\text{Lip}} \). For \( k \) large enough, \( \int \chi_k \, d\mu_0 \geq 1/2 \); then let us set

\[
Z_k = \int \chi_k \, d\mu_0; \quad \rho_{0,k} = \frac{\chi_k \rho_0}{Z_k}; \quad \mu_{0,k} = \rho_{0,k} \nu;
\]

\[
\Pi_k(d\gamma) = \frac{\chi_k(\gamma_0) \Pi(d\gamma)}{Z_k}.
\]

Of course, \((e_0)_# \Pi_k = \mu_{0,k}\). For each \( t \in [0,1] \) we let \( \mu_{t,k} = (e_t)_# \Pi_k \), and define \( \rho_{t,k} \) as the density of \( \mu_{t,k} \). Then \( Z_k \uparrow 1, Z_k \rho_{t,k} \uparrow \rho_t \), and for each \( k \), all the measures \( \mu_{t,k} \) are supported in a common compact set. (This is because \( \mu_1 \) is compactly supported!) Moreover, the optimal transport \( \exp(\nabla \psi_{t,k}) \) between \( \mu_{t,k} \) and \( \mu_{1,k} \) coincides, \( \mu_{t,k} \)-almost surely, with \( \exp(\nabla \psi_t) \); and the gradient \( \nabla \psi_k \) coincides, \( \mu_{0,k} \)-almost surely, with the approximate gradient \( \tilde{\nabla} \psi \).

For each \( k \), we can apply the results of Step 4 with \( \mu_t \) replaced by \( \mu_{t,k} \) and \( U \) replaced by \( U_k = U(Z_k \cdot) \). We obtain
\[
U_{k,\nu}(\mu_{1,k}) \geq U_{k,\nu}(\mu_{0,k}) + \int \langle \nabla \psi_k, \nabla p_k(\rho_{0,k}) \rangle \, d\nu \\
+ K_{N,U_k} \int_0^1 \left( \int_M \rho_{t,k}(x)^{1-\frac{1}{N}} \left| \nabla \psi_{t,k}(x) \right|^2 \nu(dx) \right) (1 - t) \, dt,
\]
where \( p_k(r) = rU'_k(r) - U_k(r) \).

We can pass to the limit in the first, second and fourth terms in (23.49) exactly as in the proof of Theorem 17.15. (The key observation is that \( \int U_k(\mu_{t,k}) = \int U(Z_k \rho_{t,k}) \, d\nu \), and the monotone convergence theorem applies to \( U_+(Z_k \rho_{t,k}) \).) It remains to take care of the third term, which is

\[
\int \langle \nabla \psi_k, \nabla p_k(\rho_{0,k}) \rangle \, d\nu = \int \langle \tilde{\nabla} \psi, Z_k \nabla p(\chi_k \rho_0) \rangle \, d\nu \\
= \int \langle \tilde{\nabla} \psi, Z_k p'(\chi_k \rho_0) (\rho_0 \nabla \chi_k + \chi_k \nabla \rho_0) \rangle \, d\nu.
\]

(23.50)

Here I used the chain-rule formula \( \nabla p(\chi_k \rho_0) = p'(\chi_k \rho_0) \nabla (\chi_k \rho_0) \), which requires a bit of justification. (Don’t hesitate to skip this paragraph.) The problem is that the assumption \( p(\rho) \in W^{1,1}_{\text{loc}}(M) \) does not imply that \( \rho \) itself lies in \( W^{1,1}_{\text{loc}}(M) \). A possible justification is as follows. Let \([0, r_0]\) be the interval on which \( p' = 0 \) (recall Proposition 17.7(iii)); then for any \( a > r_0, b > a \), the map \( p(r) \to \min(a, \max(r, b)) =: \varphi_{a,b}(r) \) is Lipschitz. So \( \varphi_{a,b}(\rho) \) lies in \( W^{1,1}_{\text{loc}}(M) \), and \( 1_{a \leq \rho \leq b} \nabla p(\rho) = p'(\rho)1_{a \leq \rho \leq b} \nabla \rho \); this identity defines \( \nabla \rho \) almost everywhere as a function on the set \( \{ a \leq \rho_0 \leq b \} \). Since \( a, b \) are arbitrary, this also establishes \( 1_{\rho > r_0} \nabla p(\rho) = p'(\rho)1_{\rho > r_0} \nabla \rho \). But for \( \rho \leq r_0 \), \( p(\rho) \) is a constant and it results by a classical theorem (see the bibliographical notes) that \( \nabla p(\rho) = 0 \) almost everywhere. Also \( p'(\rho) = 0 \) if \( \rho \leq r_0 \), so we may decide that \( p'(\rho)1_{\rho \leq r_0} \nabla \rho = 0 \) even if \( \nabla \rho \) might not be defined as a function for \( \rho \leq r_0 \). The same reasoning also applies with \( \rho \) replaced by \( \chi_k \rho \), because \( \chi_k \rho \) is never greater than \( \rho \) (so \( p(\chi_k \rho_0) \) is constant for \( \rho \leq r_0 \)).

Now let us come back to the control of (23.50). Since \( p' \) is continuous, \( Z_k \to 1, \chi_k \to 1 \) and \( \nabla \chi_k \to 0 \), it is clear that the integrand in (23.50) converges pointwise to \( \langle \tilde{\nabla} \psi, p'(\rho_0) \nabla \rho_0 \rangle \). To conclude, it suffices to check that the dominated convergence theorem applies, i.e. that

\[
|\tilde{\nabla} \psi| p'(\chi_k \rho_0) (\rho_0 |\nabla \chi_k| + \chi_k |\nabla \rho_0|)
\]

(23.51)
is bounded by a fixed $L^1$ function.

The first term in (23.51) is easy to dominate if we assume that $p$ is Lipschitz: Then there is a constant $C$ such that

$$|\tilde{\nabla} \psi| p'(\chi_k \rho_0) \rho_0 |\nabla \chi_k| \leq C \rho_0 |\tilde{\nabla} \psi|,$$

and the latter is integrable since $\int \rho_0 |\tilde{\nabla} \psi| \leq \sqrt{\int \rho_0 |\nabla \psi|^2} = W_2(\mu_0, \mu_1)$.

To control the second term in (23.51), I shall assume the existence of finite positive constants $A, B, b, c$ such that

$$\rho_1 \leq \rho_0 \leq A \implies p'(\rho_1) \leq C p'(\rho_0); \quad (23.52)$$

$$\rho_0 \geq A \implies p'(\rho_0) \geq c \rho_0^{-\frac{1}{N}}; \quad (23.53)$$

$$\rho_0 \geq B \implies p'(\rho_0) = b \rho_0^{-\frac{1}{N}}. \quad (23.54)$$

(Here as below, $C$ is a notation for various constants which may depend on $U$.) With these assumptions we can reason as follows:

- If $\rho_0 \leq A$, then

$$|\tilde{\nabla} \psi| p'(\chi_k \rho_0) \chi_k |\nabla \rho_0| \leq C |\tilde{\nabla} \psi| p'(\rho_0) |\nabla \rho_0| = C |\tilde{\nabla} \psi| |\nabla p(\rho_0)|.$$  

- If $\rho_0 \geq A$ and $\chi_k \rho_0 \geq B$, then $\chi_k p'(\chi_k \rho_0) = b \chi_k^{1-\frac{1}{N}} \rho_0^{-\frac{1}{N}}$, so

$$|\tilde{\nabla} \psi| \chi_k p'(\chi_k \rho_0) |\nabla \rho_0| \leq C |\tilde{\nabla} \psi| |\chi_k^{1-\frac{1}{N}} \rho_0^{-\frac{1}{N}}| |\nabla \rho_0|$$

$$\leq C |\tilde{\nabla} \psi| \rho_0^{-\frac{1}{N}} |\nabla \rho_0|$$

$$\leq C |\tilde{\nabla} \psi| p'(\rho_0) |\nabla \rho_0|.$$  

- If $\rho_0 \geq A$ and $\chi_k \rho_0 \leq B$, then $\chi_k p'(\chi_k \rho_0) \leq C \chi_k \leq C \chi_k^{1/N} \leq C B^{1/N} \rho_0^{-1/N}$, so

$$|\tilde{\nabla} \psi| \chi_k p'(\chi_k \rho_0) |\nabla \rho_0| \leq C |\tilde{\nabla} \psi| \rho_0^{-\frac{1}{N}} |\nabla \rho_0|$$

$$\leq C |\tilde{\nabla} \psi| p'(\rho_0) |\nabla \rho_0|.$$  

To summarize: In all cases, $|\tilde{\nabla} \psi| \chi_k p'(\chi_k \rho_0) |\nabla \rho_0|$ is bounded by $C |\tilde{\nabla} \psi| |\nabla p(\rho_0)|$, and the latter quantity is integrable since

$$\int |\tilde{\nabla} \psi| |\nabla p(\rho_0)| \, d\nu \leq \sqrt{\int \rho_0 |\tilde{\nabla} \psi|^2 \, d\nu} \sqrt{\int \frac{|\nabla p(\rho_0)|^2}{\rho_0} \, d\nu}$$

$$= W_2(\mu_0, \mu_1) \sqrt{I_{U,\nu}(\mu_0)}. \quad (23.55)$$
So we can pass to the limit in the third term of (23.49), and the proof is complete.

**Case 2:** $\text{Spt}(\mu_1)$ is not compact. In this case we shall definitely not use the standard approximation scheme by restriction, but instead a more classical procedure of smooth truncation.

Again let $\chi : \mathbb{R}_+ \to \mathbb{R}_+$ be a smooth nondecreasing function with $0 \leq \chi \leq 1$, $\chi(r) = 1$ for $r \leq 1$, $\chi(r) = 0$ for $r \geq 2$; now we require in addition that $(\chi')^2 / \chi$ is bounded. (It is easy to construct such a cutoff function rather explicitly.) Then we define $\chi_k(x) = \chi(d(z, x)/k)$, where $z$ is an arbitrary point in $M$. For $k$ large enough, $Z_{1,k} := \int \chi_k d\mu_1 \geq 1/2$. Then we choose $\ell = \ell(k)$ large enough that $Z_{0,k} := \int \chi_{\ell} d\mu_0$ is larger than $Z_{1,k}$; this is possible since $Z_{1,k} < 1$ (otherwise $\mu_1$ would be compactly supported). Then we let

$$
\mu_{0,k} = \frac{\chi_{\ell(k)} \mu_0}{Z_{0,k}}, \quad \mu_{1,k} = \frac{\chi_k \mu_1}{Z_{1,k}}.
$$

For each $k$, these are two compactly supported, absolutely continuous probability measures; let $(\mu_{t,k})_{0 \leq t \leq 1}$ be the displacement interpolation joining them, and let $\rho_{t,k}$ be the density of $\mu_{t,k}$. Further, let $\psi_k$ be a $d^2/2$-convex function so that $\exp(\nabla \psi_k)$ is the optimal (Monge) transport $\mu_0$ and $\mu_1$, and let $\psi_{t,k}$ be deduced from $\psi_k$ by the Hamilton–Jacobi forward semigroup.

Note carefully: It is obvious from the construction that $Z_{0,k} \rho_{0,k} \uparrow \rho_0$, $Z_{1,k} \rho_{1,k} \uparrow \rho_1$, but there is a priori no monotone convergence relating $\rho_{t,k}$ to $\rho_t$! Instead, we have the following information. Since $\mu_{0,k} \to \mu_0$ and $\mu_{1,k} \to \mu_1$, Corollary 7.22 shows that the geodesic curves $(\mu_{t,k})_{0 \leq t \leq 1}$ converge, up to extraction of a subsequence, to some geodesic curve $(\mu_{t,\infty})_{0 \leq t \leq 1}$ joining $\mu_0$ to $\mu_1$. (The convergence holds true for all $t$.) Since $(\mu_t)$ is the unique such curve, actually $\mu_{t,\infty} = \mu_t$, which shows that $\mu_{t,k}$ converges weakly to $\mu_t$ for all $t \in [0, 1]$.

For each $k$, we can apply the results of Step 4 with $U$ replaced by $U_k = U_k(Z_{1,k} \cdot)$ and $\mu_t$ replaced by $\mu_{t,k}$:

$$
U_{k,\nu}(\mu_{1,k}) \geq U_{k,\nu}(\mu_{0,k}) + \int \langle \nabla \psi_k, \nabla p_k(\rho_{0,k}) \rangle \, d\nu + K_{N,U_k} \int_0^1 \left( \int_M \rho_{t,k}(x)^{1-\frac{N}{2}} |\nabla \psi_{t,k}(x)|^2 \nu(dx) \right) (1-t) \, dt, \quad (23.56)
$$

where $p_k(r) = r U_k'(r) - U_k(r)$. The problem is to pass to the limit as $k \to \infty$. We shall consider all four terms in (23.56) separately, and use
a few results which will be proven later on in Part III of this course (in a more general context).

First term of (23.56): Since \( U_{k,\nu}(\mu_{1,k}) = \int U(Z_{1,k} \rho_{1,k}) d\nu \) and \( Z_{1,k} \rho_{1,k} = \chi_k \rho_1 \) converges monotonically to \( \rho_1 \), the same arguments as in the proof of Theorem 17.15 apply to show that
\[
U_{k,\nu}(\mu_{1,k}) \xrightarrow[k \to \infty]{} U_{\nu}(\mu_1).
\] (23.57)

Second term of (23.56): Since \( Z_{1,k} \rho_{0,k} \) converges to \( \mu_0 \) (in total variation, a fortiori weakly), we can use the lower semicontinuity of the convex functional \( U_{\nu} \) (see Theorem 30.6(i) later in these notes), to pass to the \( \lim \inf \):
\[
U_{\nu}(\mu_0) \leq \liminf_{k \to \infty} U_{k,\nu}(\mu_{0,k}).
\] (23.58)
(Theorem 30.6 is proven under the assumption that \( U(r) \geq -cr \) for some \( c \in \mathbb{R} \), so let us make this assumption here too.) By the way, notice that the treatment of \( \mu_0 \) and \( \mu_1 \) is not symmetric.

Third term of (23.56): First note that \( \nabla \psi_k \) converges \( \mu_0 \)-almost surely to \( \tilde{\nabla} \psi \), and therefore also in \( \mu_0 \)-probability. The argument is the same as in the proof of (ii) in Theorem 23.9.

Now our goal is to show that
\[
\int \langle \nabla \psi_k, \nabla p_k(\rho_{0,k}) \rangle d\nu - \int \langle \tilde{\nabla} \psi, \nabla p(\rho_0) \rangle d\nu \xrightarrow[k \to \infty]{} 0.
\] (23.59)
The left-hand side of (23.59) can be decomposed into two terms as follows:
\[
\int \langle \nabla \psi_k - \tilde{\nabla} \psi, \nabla p_k(\rho_{0,k}) \rangle d\nu + \int \langle \tilde{\nabla} \psi, \nabla p_k(\rho_{0,k}) - \nabla p(\rho_0) \rangle d\nu.
\] (23.60)
Both terms will be treated separately.

First term in (23.60): By Cauchy–Schwarz, this term is bounded by
\[
\sqrt{\int \rho_{0,k} |\nabla \psi_k - \tilde{\nabla} \psi|^2 d\nu} \sqrt{\int \frac{|\nabla p_k(\rho_{0,k})|^2}{\rho_{0,k}} d\nu}.
\] (23.61)
Let us expand the square norm:
\[ \int \rho_{0,k} |\nabla \psi_k - \tilde{\nabla} \psi|^2 d\nu \]

\[ = \int \rho_{0,k} |\nabla \psi_k|^2 d\nu + \int \rho_{0,k} |\tilde{\nabla} \psi|^2 d\nu - 2 \int \rho_{0,k} \langle \nabla \psi_k, \tilde{\nabla} \psi \rangle d\nu \]

\[ = \int \rho_{0,k} |\nabla \psi_k|^2 d\nu - \int \rho_{0,k} |\tilde{\nabla} \psi|^2 d\nu - 2 \int \rho_{0,k} \langle \nabla \psi_k - \tilde{\nabla} \psi, \tilde{\nabla} \psi \rangle d\nu. \tag{23.62} \]

Observe that:

(a) \( \int \rho_{0,k} |\nabla \psi_k|^2 d\nu = W_2(\mu_{0,k}, \mu_{1,k})^2 \). To prove that this converges to \( W_2(\mu_0, \mu_1)^2 \), by Corollary 6.11 it suffices to check that

\[ W_2(\mu_{0,k}, \mu_0) \rightarrow 0; \quad W_2(\mu_{1,k}, \mu_1) \rightarrow 0; \]

but this is an immediate consequence of the construction of \( \mu_{0,k}, \mu_{1,k} \), Theorem 6.9 and Definition 6.8.

(b) \( \int \rho_{0,k} |\tilde{\nabla} \psi|^2 d\nu = (1/Z_{0,k}) \int \chi_k |\tilde{\nabla} \psi|^2 d\mu_0 \rightarrow \int |\tilde{\nabla} \psi|^2 d\mu_0 = W_2(\mu_0, \mu_1)^2 \) by monotone convergence.

(c) For any \( \varepsilon, M > 0 \),

\[ \left| \int \rho_{0,k} \langle \nabla \psi_k - \tilde{\nabla} \psi, \tilde{\nabla} \psi \rangle d\nu \right| \]

\[ \leq \varepsilon \int \rho_{0,k} |\tilde{\nabla} \psi| d\nu + \int_{|\nabla \psi_k - \tilde{\nabla} \psi| \geq \varepsilon} \rho_{0,k} |\nabla \psi_k - \tilde{\nabla} \psi| |\tilde{\nabla} \psi| d\nu \]

\[ \leq \varepsilon \sqrt{\int \rho_{0,k} |\tilde{\nabla} \psi|^2 d\nu} + \sqrt{\int \rho_{0,k} |\nabla \psi_k - \tilde{\nabla} \psi|^2 d\nu} \]

\[ \times \sqrt{\int_{|\nabla \psi_k - \tilde{\nabla} \psi| \geq \varepsilon} \rho_{0,k} |\tilde{\nabla} \psi|^2 d\nu} \]

\[ \leq \varepsilon \sqrt{\int \rho_{0} |\nabla \psi|^2 d\nu} + \sqrt{2} \left( \sqrt{\int \rho_{0,k} |\nabla \psi_k|^2 d\nu} + \sqrt{\int \rho_{0,k} |\tilde{\nabla} \psi|^2 d\nu} \right) \]

\[ \times \sqrt{M^2 \int_{|\nabla \psi_k - \tilde{\nabla} \psi| \geq \varepsilon} \rho_{0,k} d\nu} + \int_{|\tilde{\nabla} \psi| \geq M} \rho_{0,k} |\tilde{\nabla} \psi|^2 d\nu} \]
\[
\begin{align*}
\leq & \varepsilon \sqrt{\int \rho_0 |\nabla \psi|^2 \, d\nu} + \sqrt{2} \left( \int \rho_{0,k} |\nabla \psi_k|^2 \, d\nu + \sqrt{2} \int \rho_0 |\tilde{\nabla} \psi|^2 \, d\nu \right) \\
& \times \sqrt{M^2 \int |\nabla \psi_k - \tilde{\nabla} \psi| \rho_{0,k} \, d\nu + \int_{|\tilde{\nabla} \psi| \geq \varepsilon} \rho_{0,k} |\tilde{\nabla} \psi|^2 \, d\nu} \\
& \leq \varepsilon W(\mu_0, \mu_1) + 2 \left( W(\mu_{0,k}, \mu_{1,k}) + W(\mu_0, \mu_1) \right) \\
& \times \sqrt{2 M^2 \mu_0 \left( \{|\nabla \psi_k - \tilde{\nabla} \psi| \geq \varepsilon\} + 2 \int_{|\tilde{\nabla} \psi| \geq M} \rho_0 |\tilde{\nabla} \psi|^2 \, d\nu \right)}.
\end{align*}
\]

By letting \( \varepsilon \to 0 \) and then \( M \to \infty \), we conclude that

\[
\int \rho_{0,k} \langle \nabla \psi_k - \tilde{\nabla} \psi, \tilde{\nabla} \psi \rangle \, d\nu \xrightarrow{k \to \infty} 0.
\]

Plugging back the results of (a), (b) and (c) into (23.62), we obtain

\[
\int \rho_{0,k} |\nabla \psi_k - \tilde{\nabla} \psi|^2 \, d\nu \xrightarrow{k \to \infty} 0.
\]

The inequality \( Z_{1,k} \leq Z_{0,k} \) implies \( Z_{1,k} \rho_{0,k} \leq \rho_0 \chi_k \leq \rho_0 \). This makes it possible to justify the chain-rule as in Step 1: \( \nabla p_k(\rho_{0,k}) = p_k'(\rho_{0,k}) \nabla \rho_{0,k} \). Next, since \( \rho_{0,k} \in W^{1,1}(M) \) and \( p \) is Lipschitz, we can write

\[
\int \frac{|\nabla p_k(\rho_{0,k})|^2}{\rho_{0,k}} \, d\nu = \int \frac{p_k'(\rho_{0,k}) \nabla \rho_{0,k}}{\rho_{0,k}} \, d\nu \\
= \frac{Z_{1,k}^2}{Z_{0,k}} \frac{p_k' \left( \frac{Z_{1,k}}{Z_{0,k}} \chi_k \rho_0 \right)^2}{\rho_0} \frac{\chi_k |\nabla \rho_0 + \rho_0 \nabla \chi_k|^2}{\rho_0} \, d\nu \\
\leq 4 \int p_k' \left( \frac{Z_{1,k}}{Z_{0,k}} \chi_k \rho_0 \right)^2 \left( \chi_k \frac{|\nabla \rho_0|^2}{\rho_0} + \rho_0 \frac{|\nabla \chi_k|^2}{\chi_k} \right) \, d\nu.
\]

Since \( Z_{1,k}/Z_{0,k} \leq 1 \), we can use conditions (23.52) to (23.54), and a reasoning similar to the one in Step 1, to find a constant \( C \) such that

\[
p_k' \left( \frac{Z_{1,k}}{Z_{0,k}} \chi_k \rho_0 \right)^2 \chi_k \frac{|\nabla \rho_0|^2}{\rho_0} \leq C p_k'(\rho_0)^2 \frac{|\nabla \rho_0|^2}{\rho_0} = C \frac{|\nabla p(\rho_0)|^2}{\rho_0},
\]

which is integrable by assumption. Also, since \( p' \) and \( (\chi')^2/\chi \) are bounded, there is a constant \( C \) such that
\[ p' \left( \frac{Z_{1,k}}{Z_{0,k}} \chi \rho_0 \right)^2 \rho_0 \frac{|\nabla \chi_k|^2}{\chi_k} \leq C \rho_0, \]

which is of course integrable. The conclusion is that the second integral in (23.61) is bounded. Combining this with (23.63), we conclude that the whole expression in (23.61) converges to 0.

Second term of (23.60): We wish to show that \( \int \langle \nabla \psi, \nabla p_k(\rho_{0,k}) \rangle \, d\nu \) converges to \( \int \langle \nabla \psi, \nabla p(\rho_0) \rangle \, d\nu \). As before, we can find a constant \( C \) such that

\[ |\nabla p_k(\rho_{0,k})| \leq C |\nabla p(\rho_0)|. \]

Then the conclusion follows by the dominated convergence theorem, since \( \int |\nabla \psi| |\nabla p(\rho_0)| \, d\nu \) is integrable by (23.55). This finishes the treatment of the third term in (23.56).

Fourth term of (23.56): I shall consider three cases:

Case (I): \( N = \infty \). Then as in Proposition 17.24(i) the fourth term of (23.56) can be rewritten as \( Z_k K_{\infty,U} W_2(\mu_{0,k}, \mu_{1,k})^2/2 \), and this converges to \( K_{\infty,U} W_2(\mu_0, \mu_1)^2/2 \) as \( k \to \infty \).

Case (II): \( N < \infty \) and \( K \geq 0 \). Then let us just say that the fourth term of (23.56) is nonnegative.

Case (III): \( N < \infty \) and \( K < 0 \). This case is much more tricky. By assumption, \( \int (1 + d(z, x)^q) \mu_0(dx) + \int (1 + d(z, y)^q) \mu_1(dy) < +\infty \), where \( q \) satisfies (23.24). Then it follows from the construction of \( \mu_{0,k} \) and \( \mu_{1,k} \) that

\[ \sup_{k \in \mathbb{N}} \int (1+d(z, x)^q) \mu_{0,k}(dx) < +\infty; \quad \sup_{k \in \mathbb{N}} \int (1+d(z, y)^q) \mu_{1,k}(dy) < +\infty. \]

By Proposition 17.24(ii), there is a function \( \eta \in L^1((0, 1); dt) \) such that

\[ \forall t \in (0, 1), \quad \int \rho_{t,k}(x)^{1-\frac{1}{N}} |\nabla \psi_{t,k}(x)|^2 \nu(dx) \leq \eta(t). \quad (23.64) \]

I claim that

\[ \int_0^1 \left( \int \rho_t(x)^{1-\frac{1}{N}} |\nabla \psi_t(x)|^2 \nu(dx) \right) (1-t) \, dt \geq \limsup_{k \to \infty} \int_0^1 \left( \int \rho_{t,k}(x)^{1-\frac{1}{N}} |\nabla \psi_{t,k}(x)|^2 \nu(dx) \right) (1-t) \, dt. \quad (23.65) \]
By (23.64) the integrands in the right-hand side of (23.65) are bounded above by an integrable function, so the claim will follow by Fatou's lemma if we can show that for each \( t \in (0,1) \),

\[
\int \rho_t(x)^{1-\frac{1}{N}} |\nabla \psi_t(x)|^2 \nu(dx) \geq \limsup_{k \to \infty} \int \rho_{t,k}(x)^{1-\frac{1}{N}} |\nabla \psi_{t,k}(x)|^2 \nu(dx).
\]

(23.66)

In the sequel, \( t \) will be fixed in \((0,1)\).

To establish (23.66), we may cut out large values of \( x \), by introducing a cutoff function \( \chi_\ell(x) \) (\( 0 \leq \chi_\ell \leq 1 \), \( \chi_\ell = 0 \) outside \( B[z,2\ell] \), \( \chi_\ell = 1 \) inside \( B[z,\ell] \)): this is possible since, by Jensen's inequality as in the beginning of the proof of Proposition 17.24(ii),

\[
\int (1 - \chi_\ell(x)) \rho_t(x)^{1-\frac{1}{N}} |\nabla \psi_t(x)|^2 \nu(dx)
\]

\[
\leq C(t, N, q) \left( 1 + \int d(z, x)^q \mu_0(dx) + \int d(z, x)^q \mu_1(dx) \right)^{1-\frac{1}{q}}
\]

\[
\times \left( \int \frac{(1 - \chi_\ell(x))^N \nu(dx)}{(1 + d(z, x)^q(N-1)-2N)} \right)^{\frac{1}{q}}
\]

\[
\xrightarrow{t \to \infty} 0,
\]

and similar bounds hold with \( \rho_t, \nabla \psi_t \) replaced by \( \rho_{t,k}, \nabla \psi_{t,k} \) (uniformly in \( k \)).

Now we shall prove a locally uniform bound on \( |\nabla \psi_{t,k}| \): for any fixed \( t \in (0,1) \),

\[
\mu_{t,k}(dx) - \text{almost surely, } x \in B[z,2\ell] \implies |\nabla \psi_{t,k}(x)| \leq C,
\]

(23.67)

where \( C \) may depend on \( \ell \) and \( t \), but not on \( k \).

The argument will rely on cyclical monotonicity. First we note that, the sequences \((\mu_{0,k})\) and \((\mu_{1,k})\) being tight, there is \( \ell \in \mathbb{N} \) such that

\[
\forall k \in \mathbb{N}, \quad \mu_{0,k}[B[z,\ell]] \geq 3/4, \quad \mu_{1,k}[B[z,\ell]] \geq 3/4;
\]

then a proportion at least 1/2 of the mass is transferred from \( B[z,\ell] \) to \( B[z,\ell] \). In particular, if \( \Pi_k \) is a dynamical optimal transference plan associated with \((\mu_{t,k})_{0 \leq t \leq 1}\), and \( \Pi_k = \text{law} (\gamma) \), then

\[
\Pi_k \left[ \left\{ d(z, \gamma_0) \leq \ell \text{ and } d(z, \gamma_1) \leq \ell \right\} \right] \geq \frac{1}{2},
\]

(23.68)
Next we recall that $|\nabla \psi_{t,k}(\gamma_t)| = d(\gamma_t, \gamma_1)/(1 - t)$, so

$$\mu_{t,k} \left[ |\nabla \psi_{t,k}(x)| \geq C \text{ and } d(z, x) \leq 2\ell \right]$$

$$= \Pi_k \left[ \frac{d(\gamma_t, \gamma_1)}{1 - t} \geq C \text{ and } d(z, \gamma_t) \leq 2\ell \right]$$

$$= \Pi_k \left[ d(\gamma_0, \gamma_1) \geq C \left( \frac{1 - t}{t} \right) \text{ and } d(z, \gamma_t) \leq 2\ell \right]. \quad (23.69)$$

Combining (23.68) and (23.69), we conclude that

$$\mu_{t,k} \left[ |\nabla \psi_{t,k}(x)| \geq C \text{ and } d(z, x) \leq 2\ell \right] \leq 2(\Pi_k \otimes \Pi_k)[E], \quad (23.70)$$

where $E$ is an event involving two random geodesics $\gamma$ and $\tilde{\gamma}$, defined by

$$d(z, \gamma_0) \leq \ell, \quad d(z, \gamma_1) \leq \ell, \quad d(z, \tilde{\gamma}_t) \leq 2\ell, \quad d(\tilde{\gamma}_0, \tilde{\gamma}_1) \geq C \left( \frac{1 - t}{t} \right).$$

If these inequalities hold true, then

$$d(\gamma_0, \gamma_1)^2 + d(\tilde{\gamma}_0, \tilde{\gamma}_1)^2 - d(\gamma_0, \tilde{\gamma}_1)^2 - d(\tilde{\gamma}_0, \gamma_1)^2$$

$$\geq d(\tilde{\gamma}_0, \tilde{\gamma}_1)^2 - \left[ d(\gamma_0, z) + d(z, \gamma_t) + d(\tilde{\gamma}_t, \tilde{\gamma}_1) \right]^2$$

$$- \left[ d(\tilde{\gamma}_0, \gamma_t) + d(\tilde{\gamma}_t, z) + d(z, \tilde{\gamma}_1) \right]^2$$

$$\geq d(\tilde{\gamma}_0, \tilde{\gamma}_1)^2 - 2(1 + \delta^{-1})(3\ell)^2 - (1 + \delta) \left[ d(\tilde{\gamma}_t, \tilde{\gamma}_1)^2 + d(\tilde{\gamma}_0, \gamma_t)^2 \right]$$

$$= d(\tilde{\gamma}_0, \tilde{\gamma}_1)^2 \left[ 1 - (1 + \delta)((1 - t)^2 + t^2) \right] - 18(1 + \delta^{-1})\ell^2$$

$$\geq C^2 \left( \frac{1 - t}{t} \right)^2 \left[ 1 - (1 + \delta)(1 - 2t(1 - t)) \right] - 18(1 + \delta^{-1})\ell^2,$$

and this quantity is positive if $\delta$ is chosen small enough and then $C$ large enough. Then the event $E$ has zero $\Pi_k \otimes \Pi_k$ measure since $(e_0, e_1) \# \Pi_k$ is cyclically monotone (Theorems 5.10 and 7.21). So the left-hand side in (23.70) vanishes, and (23.67) is true. A similar result holds for $\mu_{t,k}$ and $\nabla \psi_{t,k}$ replaced by $\mu_t$ and $\nabla \psi_t$, respectively.

Let $Z_k = \int \chi_{\ell} \, d\mu_{t,k}$ (which is positive if $\ell$ is large enough), and let $\tilde{\Pi}_k$ be the probability measure on geodesics defined by

$$\tilde{\Pi}_k(d\gamma) = \frac{\chi_{\ell}(\gamma_t) \tilde{\Pi}_k(d\gamma)}{Z_k}.$$
This is still a dynamical optimal transference plan, so it is associated with a displacement interpolation \( (\tilde{\mu}_{s,k})_{0 \leq s \leq 1} \), and a velocity field \( \nabla \tilde{\psi}_{s,k} \) (recall Theorem 7.21, or the recap provided in Chapter 13). The definition implies that
\[
\tilde{\mu}_{t,k} = \frac{\chi_\ell \mu_{t,k}}{Z_k}.
\]

Moreover, the “no-crossing property” (in the form of Theorem 7.30(v)) implies that \( |\nabla \tilde{\psi}_{t,k}| = |\nabla \psi_{t,k}| \), at least \( \tilde{\mu}_{t,k} \)-almost surely, or equivalently \( \mu_{t,k} \)-almost surely on \( \text{Spt} \chi_\ell \). We can also make a similar construction for \( \Pi \) and \( \mu_s \) in place of \( \Pi_k \) and \( \mu_{s,k} \), and get (with obvious notation) \( \tilde{\Pi}, \tilde{\mu}_s, \nabla \tilde{\psi}_s \) \((0 \leq s \leq 1)\). It is easily seen that \( \tilde{\mu}_{0,k} \) and \( \tilde{\mu}_{1,k} \) converge to \( \tilde{\mu}_0 \) and \( \tilde{\mu}_1 \), respectively.

The bound (23.67) implies that all plans \( \tilde{\Pi}_k \) are supported in a uniform compact set. Combining this with the fact that \( \tilde{\Pi} \) is the unique dynamical optimal transference plan between its endpoints (Corollary 7.23), it results from Theorem 28.9(v) (proven later in these notes) that the speed fields \( |\nabla \psi_{t,k}| \) converge uniformly. More precisely, there are nonnegative measurable maps \( w_k \) coinciding \( \tilde{\mu}_{t,k} \)-almost surely with \( |\nabla \psi_{t,k}|^2 \), and \( w \) coinciding \( \tilde{\mu}_t \)-almost surely with \( |\nabla \psi_t|^2 \), such that
\[
\sup_{x \in B[x,2\ell]} |w_k(x) - w(x)| \longrightarrow_{k \to \infty} 0.
\]

On the other hand, \( \int \rho_{t,k}^{1-1/N} \ d\nu \) is bounded independently of \( k \) (by Theorem 17.8; the moment condition used there is weaker than the one which is presently enforced). This and (23.71) imply
\[
\int \chi_\ell(x) \rho_{t,k}(x)^{1-\frac{1}{N}} |w_k(x) - w(x)| \nu(dx) \longrightarrow_{k \to \infty} 0.
\]

Since \( \mu_{t,k} \) converges weakly to \( \mu_t \), the concavity of the function \( \Phi(r) = r^{1-1/N} \) implies
\[
\limsup_{k \to \infty} \int \rho_{t,k}^{1-\frac{1}{N}} w \chi_\ell \ d\nu \leq \int \rho_t^{1-\frac{1}{N}} w \chi_\ell \ d\nu
\]
(see Theorem 29.20 later in Chapter 29 and change signs; note that \( \chi_\ell w \nu \) is a compactly supported measure).

Combining (23.72) and (23.73) yields
\[ \limsup_{k \to \infty} \int \rho_{t,k}(x)^{1 - \frac{1}{N}} \chi_t(x) |\nabla \psi_{t,k}(x)|^2 \nu(dx) \]
\[ = \limsup_{k \to \infty} \int \rho_{t,k}(x)^{1 - \frac{1}{N}} \chi_t(x) w_k(x) \nu(dx) \]
\[ = \limsup_{k \to \infty} \int \rho_{t,k}(x)^{1 - \frac{1}{N}} \chi_t(x) w(x) \nu(dx) \]
\[ \leq \int \rho_t(x)^{1 - \frac{1}{N}} \chi_t(x) w(x) \nu(dx) \]
\[ = \int \rho_t(x)^{1 - \frac{1}{N}} \chi_t(x) |\tilde{\nabla} \psi_t(x)|^2 \nu(dx). \]

This completes the proof of (23.66). Then we can at last pass to the \( \limsup \) in the fourth term of (23.56).

Let us recapitulate: In this step we have shown that

- if \( N = \infty \), then
  \[ U_\nu(\mu_1) \geq U_\nu(\mu_0) + \int \langle \tilde{\nabla} \psi, \nabla p(\rho_0) \rangle \, d\nu + \frac{K_{\infty,U} W_2(\mu_0, \mu_1)^2}{2}; \]
- if \( N < \infty \) (or \( N = \infty \)) and \( K \geq 0 \), then
  \[ U_\nu(\mu_1) \geq U_\nu(\mu_0) + \int \langle \tilde{\nabla} \psi, \nabla p(\rho_0) \rangle \, d\nu; \]
- if \( N < \infty \) and \( K < 0 \), then
  \[ U_\nu(\mu_1) \geq U_\nu(\mu_0) + \int \langle \tilde{\nabla} \psi, \nabla p(\rho_0) \rangle \, d\nu \]
  \[ + K_{N,U} \int_0^1 \left( \int \rho_t(x)^{1 - \frac{1}{N}} |\tilde{\nabla} \psi_t(x)|^2 \nu(dx) \right) (1 - t) \, dt. \]

**Step 6: Extension to general pressure laws.** The previous step was performed under some regularity assumptions on the nonlinearity \( U \) (and therefore on the pressure \( p(r) = r U''(r) - U(r) \)): namely, \( p \) was assumed to be Lipschitz, and to satisfy Conditions (23.52) to (23.54).

If \( p \) does not satisfy these assumptions, then we can always apply Proposition 17.7 to write \( U \) as the monotone limit of \( U_\ell \), where \( U_\ell(r) \) is nondecreasing (resp. nonincreasing) in \( \ell \) for \( r \geq R \) (resp. \( r \leq R \)), such that each \( U_\ell \) satisfies:

\( a) \ p_\ell(r) = a r^{1 - 1/N} \) for \( r \) large enough, where \( p_\ell(r) = r U''_\ell(r) - U_\ell(r) \) (this holds true for \( N < \infty \) as well as for \( N = \infty \));
(b) $p_{\ell}(r) = 0$ for $r$ small enough;

(c) If $[0,r_0(\ell)]$ is the interval on which $p_{\ell}$ vanishes, then there are $r_1 > r_0$, a function $h$ nondecreasing on $[r_0,r_1]$, and constants $K,C$ such that $Kh \leq p'_{\ell} \leq Ch$; in particular, if $r \leq r' \leq r_1$, then $p'_{\ell}(r) \leq (C/K)p'_{\ell}(r')$;

(d) $p'_{\ell}(r) \geq K_0 r^{-1/N}$ for $r \geq r_1$.

This implies that each $U_\ell$ satisfies all the assumptions for Step 5 to go through. Moreover, Proposition 17.7 guarantees that $U''_{\ell} \leq C U''$ for some constant $C$ which does not depend on $\ell$; in particular, $p'_{\ell} \leq C p'$. Admitting for a while that this implies

$$|\nabla p_{\ell}(\rho_0)| \leq C |\nabla p(\rho_0)|$$

(which is formally obvious, but requires a bit of care since $p$ is not assumed to be Lipschitz), we obtain

$$\int \frac{|\nabla p_{\ell}(\rho_0)|^2}{\rho_0} d\nu \leq C^2 \int \frac{|\nabla p(\rho_0)|^2}{\rho_0} d\nu < +\infty.$$

So we can write the result of Step 5 with $U$ replaced by $U_\ell$ and $p$ replaced by $p_{\ell}$, and it remains to pass to the limit as $\ell \to \infty$.

There is no difficulty in showing that $(U_{\ell})_\nu(\mu_{t_0})$ converges to $U_\nu(\mu_{t_0})$ for $t_0 \in \{0,1\}$: This is done by monotone convergence, as in the proof of Theorem 17.15.

If $K \geq 0$, let us just forget about the time-integral. If $K < 0$, then the condition $K_{N,U} > -\infty$ means $p(r) = O(r^{1-1/N})$; then the construction of $U_{\ell}$ implies that $K_{N,U_{\ell}}$ converges to $K_{N,U}$, so there is no difficulty in passing to the limit in the time-integral. The last subtle point consists in showing that

$$\int \langle \tilde{\psi}, \nabla p_{\ell}(\rho_0) \rangle d\nu \quad \stackrel{\ell \to \infty}{\longrightarrow} \quad \int \langle \tilde{\psi}, \nabla p(\rho_0) \rangle d\nu.$$

First we check that $\nabla p_{\ell}(\rho_0)$ converges $\nu$-almost everywhere to $\nabla p(\rho_0)$. Let $r_0 \geq 0$ be such that $U''' = 0$ on $(0,r_0]$. For any $a > r_0, b > a$, if $a \leq \rho_0 \leq b$ we can write $\rho_0$ as a Lipschitz function of $p(\rho_0)$, which by assumption lies in $W^{1,1}_{loc}$; this implies $1_{a \leq \rho_0 \leq b} \nabla p(\rho_0) = 1_{a \leq \rho_0 \leq b} p'(\rho_0) \nabla \rho_0$. So

$$1_{a \leq \rho_0 \leq b} \nabla p_{\ell}(\rho_0) = p'_{\ell}(\rho_0) 1_{a \leq \rho_0 \leq b} \nabla \rho_0 \quad \stackrel{\ell \to \infty}{\longrightarrow} \quad 1_{a \leq \rho_0 \leq b} \nabla p(\rho_0).$$
This proves that $\nabla p_\ell(\rho_0)$ converges almost surely to $\nabla p(\rho_0)$ on each set $\{r_0 < a \leq \rho_0 \leq b\}$, and therefore on the whole of $\{\rho_0 > r_0\}$. On the other hand, if $\rho_0 \leq r_0$ then $p(\rho_0) = 0$, so $\nabla p(\rho_0)$ vanishes almost surely on $\{\rho_0 \leq r_0\}$ (this is a well-known theorem from distribution theory; see the bibliographical notes in case of need), and also $\nabla p_\ell(\rho_0) = 0$ on that set. This proves the almost everywhere convergence of $\nabla p_\ell(\rho_0)$ to $\nabla p(\rho_0)$. At the same time, this reasoning proves (23.74).

So to pass to the limit in (23.75) it suffices to prove that the integrand is dominated by an integrable function. But

$$\left| \langle \tilde{\nabla} \psi, \nabla p_\ell(\rho_0) \rangle \right| \leq |\tilde{\nabla} \psi| |\nabla p(\rho_0)|$$

which is integrable, since, again,

$$\int |\tilde{\nabla} \psi| |\nabla p(\rho_0)| d\nu \leq \sqrt{\int \rho_0 |\tilde{\nabla} \psi|^2 d\nu} \sqrt{\int \frac{\nabla p(\rho_0)^2}{\rho_0} d\nu} = W_2(\mu_0, \mu_1) \sqrt{I_{U,\nu}(\mu_0)}.$$ 

**Step 7: Differential reformulation and conclusion.** To conclude the proof of Theorem 23.14, I shall distinguish three cases:

*Case (I): $N < \infty$ and $K \geq 0$. Then we know*

$$U_\nu(\mu_1) \geq U_\nu(\mu_0) + \int \langle \tilde{\nabla} \psi, \nabla p(\rho_0) \rangle d\nu.$$ 

*(23.76)*

This is a priori weaker than (23.26), but we shall manage to improve this inequality thanks to the displacement convexity properties of $U_\nu$.

First, by applying (23.76) with $\mu_t$ replaced by $\mu_1$ and $\psi$ replaced by $t\psi$, and then passing to the limit (which is also an infimum) as $t \to 0$, we obtain

$$\liminf_{t \to 0} \frac{U_\nu(\mu_t) - U_\nu(\mu_0)}{t} \geq \int \langle \tilde{\nabla} \psi, \nabla p(\rho_0) \rangle d\nu.$$ 

*(23.77)*

By Theorem 17.15,

$$U_\nu(\mu_t) + K_{N,U} \int_0^1 \left( \int \rho_s(x)^{1-\frac{1}{N}} |\tilde{\nabla} \psi_s(x)|^2 \nu(dx) \right) G(s,t) ds \leq (1 - t) U_\nu(\mu_0) + t U_\nu(\mu_1),$$
where \( G(s,t) \) is the Green function of the one-dimensional Laplace operator; in particular \( G(s,t) = t(1-s) \) for \( s \in [t,1] \). This combined with (23.77) implies

\[
\int \langle \tilde{\nabla}\psi, \nabla p(\rho_0) \rangle \, d\nu + K_{N,U} \int_t^1 \left( \int \rho_s^{1-\frac{1}{N}} |\tilde{\nabla}\psi_s| \, d\nu \right) (1-s) \, ds \\
\leq \frac{U_\nu(\mu_t) - U_\nu(\mu_0)}{t} + K_{N,U} \int_0^1 \left( \int \rho_s^{1-\frac{1}{N}} |\tilde{\nabla}\psi_s| \, d\nu \right) \frac{G(s,t)}{t} \, ds \\
\leq U_\nu(\mu_1) - U_\nu(\mu_0),
\]

and the result follows by letting \( t \to 0 \). (This works for \( N < \infty \) as well as for \( N = \infty \); recall Proposition 17.24(i).)

**Case (II):** \( N = \infty \) and \( K < 0 \). Then

\[
U_\nu(\mu_1) \geq U_\nu(\mu_0) + \int \langle \tilde{\nabla}\psi, \nabla p(\rho_0) \rangle \, d\nu + \frac{KW_2(\mu_0, \mu_1)^2}{2}. \tag{23.78}
\]

This proves (23.26). To establish (23.25), let us write (23.78) with \( \mu_1 \) replaced by \( \mu_t \), and \( \psi \) replaced by \( t\psi \) \((0 \leq t \leq 1)\); this gives

\[
U_\nu(\mu_t) \geq U_\nu(\mu_0) + t \int \langle \tilde{\nabla}\psi, \nabla p(\rho_0) \rangle \, d\nu + t^2 \frac{KW_2(\mu_0, \mu_1)^2}{2}.
\]

After dividing by \( t \) and passing to the lim inf, we recover (23.77) again.

**Case (III):** \( N < \infty \) and \( K < 0 \). Then we have

\[
U_\nu(\mu_1) \geq U_\nu(\mu_0) + \int \langle \tilde{\nabla}\psi, \nabla p(\rho_0) \rangle \, d\nu \\
+ K_{N,U} \int_0^1 \left( \int \rho_s(x)^{1-\frac{1}{N}} |\tilde{\nabla}\psi_s(x)|^2 \, \nu(dx) \right) (1-s) \, ds,
\]

which is the same as (23.26). If we change \( \mu_1 \) for \( \mu_t \), then \( \psi \) should be replaced by \( t\psi \), \( \rho_s \) by \( \rho_{st} \), and \( \psi_s \) by \( t\psi_{st} \); the result is

\[
U_\nu(\mu_t) \geq U_\nu(\mu_0) + t \int \langle \tilde{\nabla}\psi, \nabla p(\rho_0) \rangle \, d\nu \\
+ t^2 K_{N,U} \int_0^1 \left( \int \rho_{st}(x)^{1-\frac{1}{N}} |\tilde{\nabla}\psi_{st}(x)|^2 \, \nu(dx) \right) (1-s) \, ds \\
\geq U_\nu(\mu_0) + t \int \langle \tilde{\nabla}\psi, \nabla p(\rho_0) \rangle \, d\nu \\
+ t^2 \frac{K_{N,U}}{2} \left( \sup_{0 \leq \tau \leq t} \int \rho_{\tau}(x)^{1-\frac{1}{N}} |\tilde{\nabla}\psi_{\tau}(x)|^2 \, \nu(dx) \right).
\]
The first part of the proof of Proposition 17.24(ii) shows that the expression inside brackets is uniformly bounded as soon as, say, \( t \leq 1/2 \). So
\[
U_\nu(\mu_t) \geq U_\nu(\mu_0) + t \int \langle \bar{\nabla} \psi, \nabla p(\rho_0) \rangle \, d\nu - O(t^2) \quad \text{as } t \to 0,
\]
and we can conclude as before.

This finishes the proof of Theorem 23.14 in all cases. \( \square \)

**Diffusion equations as gradient flows**

Now we are equipped to identify certain nonlinear diffusive equations as gradient flows in the Wasserstein space.

**Theorem 23.19 (Diffusion equations as gradient flows in the Wasserstein space).** Let \( M \) be a Riemannian manifold equipped with a reference measure \( \nu = e^{-V} \text{vol} \), \( V \in C^2(M) \), satisfying a CD\((K,N)\) curvature-dimension bound for some \( K \in \mathbb{R}, N \in (1,\infty] \). Let \( L = \Delta - \nabla V \cdot \nabla \). Let \( U \) be a nonlinearity in \( \mathcal{D}_N \), such that \( U \in C^3(0,\infty) \); and let \( p(r) = rU'(r) - U(r) \). Let \( \rho = \rho_t(x) \) be a smooth (\( C^1 \) in \( t \), \( C^2 \) in \( x \)) positive solution of the partial differential equation
\[
\frac{\partial \rho_t}{\partial t} = L p(\rho_t), \tag{23.79}
\]
and let \( \mu_t = \rho_t \nu \). Assume that \( U_\nu(\mu_t) < +\infty \) for all \( t > 0 \); and that for all \( 0 < t_1 < t_2 \),
\[
\int_{t_1}^{t_2} I_{U,\nu}(\mu_t) \, dt < +\infty.
\]

- If \( K < 0 \), further assume that \( p(r) = O(r^{1-N}/N) \) as \( r \to \infty \).
- If \( M \) is noncompact, further assume, with the same notation as in Theorem 23.14, that \( \mu_t \in P^\text{ac}_p(M) \).
- If \( M \) is noncompact, \( K < 0 \) and \( N < \infty \), reinforce the latter assumption into \( \mu_t \in P^\text{ac}_q(M) \), where \( q \) is as in Theorem 23.14.

Then \( (\mu_t)_{t \geq 0} \) is a trajectory of the gradient flow associated with the energy functional \( U_\nu \) in \( P^\text{ac}_2(M) \).
Remark 23.20. If \((\rho_t)\) is reasonably well-behaved at infinity (a fortiori if \(M\) is compact), then \(t \to U_\nu(\mu_t)\) is nonincreasing (see Theorem 24.2(ii) in the next chapter). Thus the assumption \(U_\nu(\mu_t) < +\infty\) is satisfied as soon as \(U_\nu(\mu_0) < +\infty\). However, it is interesting to cover also cases where \(U_\nu(\mu_0) = +\infty\).

Remark 23.21. The finiteness of \(I_{U,\nu}(\mu_t) = \int \rho_t |\nabla U'(\rho_t)|^2 \, d\nu\) is a reinforcement of the condition \(p(\rho) \in W^{1,1}_\text{loc}(M)\), since \(\int |\nabla p(\rho)| \, d\nu \leq \sqrt{I_{U,\nu}(\mu)}\).

Example 23.22. If \(M\) is compact, any smooth positive solution of \(\partial_t \rho = \Delta \rho\) can be seen as a trajectory of the gradient flow associated with the energy \(H(\mu) = \int \rho \log \rho\). Similarly, any smooth positive solution of \(\partial_t \rho = \Delta \rho + \nabla \cdot (\rho \nabla V)\) can be seen as a trajectory of the gradient flow associated with the energy \(F(\mu) = \int \rho \log \rho + \int \rho V\). (With respect to the previous example, this amounts to changing the reference measure \(\text{vol}\) into \(e^{-V} \text{vol}\).) If \(M\) has dimension \(n\), any smooth positive solution of \(\partial_t \rho = \Delta \rho^m\), \(m \geq 1 - 1/n\), can be seen as a trajectory of the gradient flow associated with the energy \(E(\mu) = (m - 1)^{-1} \int \rho^m\). All these statements can be generalized to noncompact manifolds, under adequate global smoothness and decay assumptions. For instance, any smooth positive solution of \(\partial_t \rho = \Delta \rho\) in \(\mathbb{R}^n\), with \(\int \rho_0(x)|x|^2 \, dx < +\infty\), is a trajectory of the gradient flow associated with the \(H\) functional.

Proof of Theorem 23.19. First note that the assumptions of the theorem imply \(K_{N_U} > -\infty\).

Because \(U\) is \(C^3\) on \((0, +\infty)\), the function \(U'(\rho)\) is \(C^2\), so
\[
\xi_t(x) := -\nabla U'(\rho_t(x))
\]
is a \(C^1\) vector field. Then (23.79) can be rewritten as
\[
\frac{\partial \mu_t}{\partial t} + \nabla \cdot (\xi_t \mu_t) = 0.
\]

Let \(\sigma \in P^\infty_2(M)\). By Theorem 23.9, the definition of \(\xi\) and the identity \(\rho U''(\rho) = p'(\rho)\), for almost any \(t\),
\[
\frac{d}{dt} \left( \frac{W_2(\mu_t, \sigma)^2}{2} \right) = -\int \langle \tilde{\nabla} \psi_t, \xi_t \rangle \, d\mu_t
\]
\[
= \int \langle \tilde{\nabla} \psi_t, \nabla U'(\rho_t) \rangle \, d\mu_t
\]
\[
= \int \langle \tilde{\nabla} \psi_t, \nabla p(\rho_t) \rangle \, d\nu,
\]
(23.80)
where \( \exp(\nabla \psi_t) \) is the Monge transport \( \mu_t \rightarrow \sigma \).

Let \((\mu^{(s)})\) be the displacement interpolation joining \( \mu^{(0)} = \mu_t \) to \( \mu^{(1)} = \sigma \). By Theorem 23.14,

\[
\liminf_{s \downarrow 0} \frac{U_\nu(\mu^{(s)}) - U_\nu(\mu^{(0)})}{s} \geq \int \langle \nabla \psi_t, \nabla \rho_t \rangle \, d\nu. \tag{23.81}
\]

The combination of (23.80) and (23.81) implies

\[
\frac{d^+}{dt} \left( \frac{W_2(\mu_t, \sigma)^2}{2} \right) \leq \limsup_{s \downarrow 0} \frac{U_\nu(\mu^{(s)}) - U_\nu(\mu^{(0)})}{s},
\]

and the conclusion follows from Definition 23.7. \( \square \)

In Theorem 23.19 I assumed the smoothness of the density; but in many situations there are regularization theorems for such (a priori nonlinear) diffusion equations, so the smoothness assumption can be relaxed in the end. Such is the case for the heat equation. Here is a result for this case, stated without proof (for simplicity I shall only consider compact manifolds; noncompact manifolds would require moment estimates):

**Corollary 23.23 (Heat equation as a gradient flow).** Let \( M \) be a compact Riemannian manifold curvature, let \( V \in \mathcal{C}^2(M) \), and let

\[
L = \Delta - \nabla V \cdot \nabla.
\]

Let \( \mu_0 \in P_2(M) \), and let \( \mu_t = \rho_t \nu \) solve

\[
\frac{\partial \rho_t}{\partial t} = L \rho_t.
\]

Then \((\mu_t)_{t>0}\) is a trajectory of the gradient flow associated with the energy functional

\[
H_\nu(\mu) = \int \rho \log \rho \, d\nu, \quad \mu = \rho \nu
\]

in the Wasserstein space \( P_2^{\text{ac}}(M) \).

In particular, the gradient flow associated with \( H_{\text{vol}} \) is the standard heat equation

\[
\frac{\partial \rho}{\partial t} = \Delta \rho.
\]

**Remark 23.24.** The distinction between \( P_2(M) \) and \( P_2^{\text{ac}}(M) \) is not essential here, but I have to do it since in Theorems 23.9 and 23.14 I have only worked with absolutely continuous measures.
Remark 23.25. As I already said at the beginning of this chapter, the
heat equation can be seen as a gradient flow in various ways. For in-
stance, take for simplicity the basic heat equation in $\mathbb{R}^n$, in the form
$\partial_t u = \Delta u$, then it can be interpreted as the gradient flow of the func-
tional $E(u) = (1/2) \int |\nabla u|^2$ for the usual Hilbert structure imposed by
the $L^2$ norm; or as the gradient flow of the functional $E(u) = \int u^2$ for
the Hilbert structure induced by the $H^{-1}$ norm (say on the subspace
$\int u = 0$). But the interesting new feature coming from Theorem 23.19
is that now the heat equation can be seen as the gradient flow of a nice
functional which has statistical (or thermodynamical) meaning; and in
such a way that it is naturally set in the space of probability measures.
There are other reasons why this new interpretation seems “natural”;
see the bibliographical notes for more information.

Stability

A good point of our weak formulation of gradient flows is that it comes
with stability estimates almost for free. This is illustrated by the next
theorem, in which regularity assumptions are far from optimal.

Theorem 23.26 (Stability of gradient flows in the Wasserstein
space). Let $\mu_t, \hat{\mu}_t$ be two solutions of (23.79), satisfying the assump-
tions of Theorem 23.19 with either $K \geq 0$ or $N = \infty$. Let $\lambda = K_{\infty,U}$ if
$N = \infty$; and $\lambda = 0$ if $N < \infty$ and $K \geq 0$. Then, for all $t \geq 0$,

$$W_2(\mu_t, \hat{\mu}_t) \leq e^{-\lambda t} W_2(\mu_0, \hat{\mu}_0).$$

Remark 23.27. I don’t know how seriously the restrictions on $K$
and $N$ should be taken.

Proof of Theorem 23.26. By Theorem 23.9, for almost any $t$,

$$\frac{d}{dt} \left( \frac{W_2(\mu_t, \hat{\mu}_t)^2}{2} \right) = \int \langle \nabla \psi_t, \nabla U'(\rho_t) \rangle d\mu_t + \int \langle \nabla \hat{\psi}_t, \nabla U'(\hat{\rho}_t) \rangle d\hat{\mu}_t,$$

(23.82)

where $\exp(\nabla \psi_t)$ (resp. $\exp(\nabla \hat{\psi}_t)$) is the optimal transport $\mu_t \rightarrow \hat{\mu}_t$
(resp. $\hat{\mu}_t \rightarrow \mu_t$).

By the chain-rule and Theorem 23.14,
\[ \int \langle \tilde{\nabla} \psi_t, \nabla U'(\mu_t) \rangle \, d\mu_t = \int \langle \tilde{\nabla} \psi_t, \nabla p(\rho_t) \rangle \, d\nu \leq U_\nu(\mu_t) - U_\nu(\tilde{\mu}_t) - \lambda \frac{W_2(\mu_t, \tilde{\mu}_t)^2}{2}. \] 

(23.83)

Similarly,

\[ \int \langle \tilde{\nabla} \tilde{\psi}_t, \nabla U'(\tilde{\mu}_t) \rangle \, d\tilde{\mu}_t \leq U_\nu(\mu_t) - U_\nu(\tilde{\mu}_t) - \lambda \frac{W_2(\tilde{\mu}_t, \mu_t)^2}{2}. \] 

(23.84)

The combination of (23.82), (23.83) and (23.84) implies

\[ \frac{d}{dt} \left( \frac{W_2(\mu_t, \tilde{\mu}_t)^2}{2} \right) \leq -2\lambda \left( \frac{W_2(\mu_t, \tilde{\mu}_t)^2}{2} \right). \]

Then the result follows from Gronwall’s lemma. \qed

**General theory and time-discretization**

This last section evokes some key issues which I shall not develop, although they are closely related to the material in the rest of this chapter.

There is a general theory of gradient flows in metric spaces, based for instance on Definition 23.7, or other variants appearing in Proposition 23.1. Motivations for these developments come from both pure and applied mathematics. This theory was pushed to a high degree of sophistication by many researchers, in particular De Giorgi and his school. A key role is played by discrete-time approximation schemes, the simplest of which can be stated as follows:

1. Choose your initial datum \( X_0 \);
2. Choose a time step \( \tau \), which in the end will decrease to 0;
3. Let \( X_1^{(\tau)} \) be a minimizer of \( X \mapsto \Phi(X) + \frac{d(X_0, X)^2}{2\tau} \); then define inductively \( X_k^{(\tau)} \) as a minimizer of \( X \mapsto \Phi(X) + \frac{d(X_k^{(\tau)}, X)^2}{2\tau} \).
4. Pass to the limit in \( X_k^{(\tau)} \) as \( \tau \to 0, k\tau \to t \), hopefully recover a function \( X(t) \) which is the value of the gradient flow at time \( t \).
Such schemes sometimes provide an excellent way to construct the gradient flow, and they may be useful in numerical simulations. They also give a more precise formulation of the statement according to which gradient flows make the energy decrease “as fast as possible”.

There are strong results for the convergence of time-discretized gradient flow as $\tau \to 0$; see the bibliographical notes for details.\footnote{These notes stop before what some readers might consider as the most interesting part, namely try to construct solutions by use of the gradient flow interpretation.}

The time-discretization procedure also suggests a better understanding of the gradient flow in Wasserstein distance, as I shall explain in a slightly informal way. Consider, as in Theorem 23.19, the partial differential equation

$$\frac{\partial \rho}{\partial t} = L p(\rho).$$

Suppose you know the density $\rho(t)$ at some time $t$, and look for the density $\rho(t + dt)$ at a later time, where $dt$ is infinitesimally small. To do this, minimize the quantity

$$U_\nu(\mu_{t+dt}) - U_\nu(\mu_t) + \frac{W_2(\mu_t, \mu_{t+dt})^2}{2dt}.$$

By using the interpretation of the Wasserstein distance between infinitesimally close probability measures, this can also be rewritten as

$$\frac{W_2(\mu_t, \mu_{t+dt})^2}{dt} \simeq \inf \left\{ \int |v|^2 d\mu_t; \frac{\partial \mu}{\partial t} + \nabla \cdot (\mu v) = 0 \right\}.$$

To go from $\mu(t)$ to $\mu(t + dt)$, what you have to do is find a velocity field $v$ inducing an infinitesimal variation $d\mu = -\nabla \cdot (\mu v) dt$, so as to minimize the infinitesimal quantity

$$dU_\nu + K dt,$$

where $U_\nu(\mu) = \int U(\rho) d\nu$, and $K$ is the kinetic energy $(1/2) \int |v|^2 d\mu$ (so $K dt$ is the infinitesimal action). For the heat equation $\frac{\partial \rho}{\partial t} = \Delta \rho$, $\nu = \text{vol}$, $U_\nu(\mu) = \int \rho \log \rho d\nu$, we are back to the example discussed at the beginning of this chapter, and (23.85) can be rewritten as an “infinitesimal variation of free energy”, say

$$K dt - dS,$$

with $S$ standing for the entropy.
There is an important moral here: Behind many *nonequilibrium* equations of statistical mechanics, there is a variational principle involving entropy and energy, or functionals alike — just as in equilibrium statistical mechanics.

**Appendix: A lemma about doubling variables**

The following important lemma was used in the proof of Theorems 23.9 and 23.26.

**Lemma 23.28 (Differentiation through doubling of variables).** Let $F = F(s, t)$ be a function $[0, T] \times [0, T] \to \mathbb{R}$, locally absolutely continuous in $s$, uniformly in $t$; and locally absolutely continuous in $t$, uniformly in $s$. Then $t \to F(t, t)$ is absolutely continuous, and for almost all $t_0$,

$$\left. \frac{d}{dt} \right|_{t = t_0} F(t, t) \leq \limsup_{t \to t_0} \left( \frac{F(t, t_0) - F(t_0, t_0)}{t - t_0} \right) + \limsup_{t \to t_0} \left( \frac{F(t_0, t) - F(t_0, t_0)}{t - t_0} \right). \quad (23.86)$$

If moreover $F(t_0, \cdot)$ and $F(\cdot, t_0)$ are differentiable at all times, for almost all $t_0$, then the inequality (23.86) can be reinforced into the equality

$$\left. \frac{d}{dt} \right|_{t = t_0} F(t, t) = \left. \frac{d}{dt} \right|_{t = t_0} F(t, t_0) + \left. \frac{d}{dt} \right|_{t = t_0} F(t_0, t). \quad (23.87)$$

Explicitly, to say that $F$ is locally absolutely continuous in $s$, uniformly in $t$, means that there is a fixed function $u \in L^1_{\text{loc}}(dt)$ such that

$$\sup_{0 \leq t \leq T} |F(s, t) - F(s', t)| \leq \int_s^{s'} u(\tau) \, d\tau.$$

**Remark 23.29.** Lemma 23.28 does not allow us to conclude to (23.87) if it is only known that for any $t_0$, $F(t, t_0)$ and $F(t_0, t)$ are differentiable almost everywhere as functions of $t$. Indeed, it might be a priori that differentiability fails precisely at $t = t_0$, for all $t_0$. 

Proof of Lemma 23.28. By assumption there are functions $u \in L^1_{\text{loc}}(dt)$ and $v \in L^1_{\text{loc}}(ds)$ such that

\[
\begin{align*}
\sup_{0 \leq t \leq T} \left| F(s, t) - F(s', t) \right| &\leq \int_s^{s'} u(\tau) \, d\tau \\
\sup_{0 \leq s \leq T} \left| F(s, t) - F(s, t') \right| &\leq \int_t^{t'} v(\tau) \, d\tau.
\end{align*}
\]

Without loss of generality we may take $u = v$.

Let $f(t) = F(t, t)$. Then we have $|f(s) - f(t)| \leq |F(s, s) - F(s, t)| + |F(s, t) - F(t, t)| \leq 2\int_s^t u(\tau) \, d\tau$; so $f$ is locally absolutely continuous.

Let $\dot{f}$ stand for the derivative of $f$. Since $f$ is absolutely continuous, $\dot{f}$ is also (almost everywhere) the distributional derivative of $f$. The goal is to show that $\dot{f}(t)$ is bounded above by the right-hand side of (23.86). If this is true, then the rest of the proof follows easily: Indeed, if $F(s, t)$ is differentiable in $s$ and $t$ then

\[
\frac{d}{dt} \bigg|_{t=t_0} F(t, t) \leq \frac{d}{dt} \bigg|_{t=t_0} F(t, t_0) + \frac{d}{dt} \bigg|_{t=t_0} F(t_0, t),
\]

and the reverse inequality will be obtained by changing $F$ for $-F$.

Let $\zeta$ be a $C^\infty$ nonnegative function supported in $(0, 1)$. For $h$ small enough, $\zeta(\cdot + h)$ is also supported in $(0, 1)$, and

\[
\int \dot{f} \zeta = -\int f \dot{\zeta} = \lim_{h \downarrow 0} \int_0^1 f(t) \left[ \frac{\zeta(t-h) - \zeta(t)}{h} \right] \, dt = \lim_{h \downarrow 0} \int_0^1 \zeta(t) \left[ \frac{f(t+h) - f(t)}{h} \right] \, dt.
\]

Replacing $f$ by its expression in terms of $F$, we get

\[
\int \dot{f} \zeta = \lim_{h \downarrow 0} \left\{ \int_0^1 \zeta(t) \left[ \frac{F(t+h, t+h) - F(t, t+h)}{h} \right] \, dt + \int_0^1 \zeta(t) \left[ \frac{F(t+h) - F(t, t)}{h} \right] \, dt \right\}
\]

\[
\leq \lim_{h \downarrow 0} \sup \int_0^1 \zeta(t-h) \left[ \frac{F(t, t) - F(t-h, t)}{h} \right] \, dt + \lim_{h \downarrow 0} \sup \int_0^1 \zeta(t) \left[ \frac{F(t, t+h) - F(t, t)}{h} \right] \, dt.
\]

(23.88)
In the first integral on the right-hand side of (23.88), it is possible to replace \( \zeta(t-h) \) by \( \zeta(t) \); indeed, since \( \zeta \) and \( \zeta(\cdot-h) \) are supported in \((\delta,1-\delta)\) for some \( \delta > 0 \), we may write

\[
\left| \int_0^1 \left[ \zeta(t-h) - \zeta(t) \right] \left( \frac{F(t,t) - F(t-h,t)}{h} \right) dt \right| \\
\leq \|\zeta\|_{\text{Lip}} \int_{\delta}^{1-\delta} |F(t,t) - F(t-h,t)| dt \\
\leq \|\zeta\|_{\text{Lip}} \int_0^1 \left( \int_{t-h}^t u(\tau) d\tau \right) dt \\
= \|\zeta\|_{\text{Lip}} \int_{\delta}^{1-\delta} \left( \int_\tau^{\min(\tau+h,1)} dt \right) u(\tau) d\tau \\
\leq \|\zeta\|_{\text{Lip}} h \int_{\delta}^{1-\delta} u(\tau) d\tau = O(h).
\]

To summarize:

\[
\int_0^1 \zeta \dot{f} \leq \limsup_{h \downarrow 0} \int_0^1 \zeta(t) \left[ \frac{F(t,t) - F(t-h,t)}{h} \right] dt \\
+ \limsup_{h \downarrow 0} \int_0^1 \zeta(t) \left[ \frac{F(t,t+h) - F(t,t)}{h} \right] dt. \quad (23.89)
\]

By assumption,

\[
\left| \frac{F(t,t) - F(t-h,t)}{h} \right| \leq \frac{1}{h} \int_{t-h}^t u(\tau) d\tau;
\]

and by Lebesgue’s density theorem, the right-hand side converges to \( u \) in \( L^1_{\text{loc}}(dt) \) as \( h \to 0 \). This makes it possible to apply Fatou’s lemma, in the form

\[
\limsup_{h \downarrow 0} \int_0^1 \zeta(t) \left[ \frac{F(t,t) - F(t-h,t)}{h} \right] dt \\
\leq \int_0^1 \zeta(t) \limsup_{h \downarrow 0} \left[ \frac{F(t,t) - F(t-h,t)}{h} \right] dt. \quad (23.90)
\]

Similarly,

\[
\limsup_{h \downarrow 0} \int_0^1 \zeta(t) \left[ \frac{F(t,t+h) - F(t,t)}{h} \right] dt \\
\leq \int_0^1 \zeta(t) \limsup_{h \downarrow 0} \left[ \frac{F(t,t+h) - F(t,t)}{h} \right] dt. \quad (23.91)
\]
Plugging (23.90) and (23.91) back in (23.89), we find

\[
\int_0^1 \zeta \dot{f} \leq \int \zeta(t) \left\{ \limsup_{h \downarrow 0} \left( \frac{F(t,t) - F(t-h,t)}{h} \right) + \limsup_{h \downarrow 0} \left( \frac{F(t,t+h) - F(t,t)}{h} \right) \right\} dt.
\]

Since \( \zeta \) is arbitrary, \( \dot{f} \) is bounded above by the expression in curly brackets, almost everywhere. This concludes the proof. \( \square \)

---

**Bibliographical notes**

Historically, the development of the theory of abstract gradient flows was initiated by De Giorgi and coworkers (see e.g. [19, 275, 276]) on the basis of the time-discretized variational scheme; and by Bénilan [95] on the basis of the variational inequalities involving the square distance, as in Proposition 23.1(iv)–(vi). The latter approach has the advantage of incorporating stability and uniqueness as a built-in feature, while the former is more efficient in establishing existence. Bénilan introduced his method in the setting of Banach spaces, but it applies just as well to abstract metric spaces. Both approaches work in the Wasserstein space. De Giorgi also introduced the formulation in Proposition 23.1(ii), which is an alternative “intrinsic” definition for gradient flows in metric spaces.

Basically all methods used to construct abstract gradient flows rely on some convexity property. But the interplay is in both directions: the existence of an energy-decreasing flow satisfying (23.2) implies the \( \lambda \)-convexity of the energy \( \Phi \). When (23.2) is replaced by a suitable time-integrated formulation this becomes a powerful way to study convexity properties in metric spaces; see [271] for a neat application to the study of displacement convexity.

Currently, the reference for abstract gradient flows is the recent monograph by Ambrosio, Gigli and Savaré [30]. (There is a short version in Ambrosio’s Santander lecture notes [22], and a review by Gangbo [397].) There the reader will find the most precise results known to this day, apart from some very recent refinements. More than half of the book is devoted to gradient flows in the space of probability
measures on $\mathbb{R}^n$ (or a separable Hilbert space). Issues about the replacement of $P_2(\mathbb{R}^n)$ by $P_2^{ac}(\mathbb{R}^n)$ are carefully discussed there. Some abstract results from [30] are improved by Gigli [415] (with the help of an interesting quasi-minimization theorem which can be seen as a consequence of the Ekeland variational principle).

The results presented in this chapter extend some of the results in [30] to $P_2(M)$, where $M$ is a Riemannian manifold, sometimes at the price of less precise conclusions. In another direction of generalization, Fang, Shao and Sturm [342] have considered gradient flows in $P_2(\mathcal{W})$, where $\mathcal{W}$ is an abstract Wiener space.

Other treatments of gradient flows in nonsmooth structures, under various curvature assumptions, are due to Perelman and Petrunin [678], Lytchak [584], Ohta [655] and Savaré [735]; the first two references are concerned with Alexandrov spaces, while the latter two deal with so-called 2-uniform spaces. The assumption of 2-uniform smoothness is relevant for optimal transport, since the Wasserstein space over a Riemannian manifold is not an Alexandrov space in general (except for nonnegative curvature). All these works address the construction of gradient flows under various sets of geometric assumptions.

The classical theory of gradient flows in Hilbert spaces, mostly for convex functionals, based on Remark 23.3, is developed in Brézis [171] and other sources; it is also implicitly used in several parts of the popular book by J.-L. Lions [557].

The differentiability of the Wasserstein distance in $P_2^{ac}(\mathbb{R}^n)$, and in fact in $P_p^{ac}(\mathbb{R}^n)$ (for $1 < p < \infty$), is proven in [30, Theorems 10.2.2 and 10.2.6, Corollary 10.2.7]. The assumption of absolute continuity of the probability measures is not crucial for the superdifferentiability (actually in [30, Theorem 10.2.2] there is no such assumption). For the subdifferentiability, this assumption is only used to guarantee the uniqueness of the transference plan. Proofs in [30] slightly differ from the proofs in the present chapter.

There is a more general statement that the Wasserstein distance $W_2(\sigma, \mu_t)$ is almost surely (in $t$) differentiable along any absolutely continuous curve $(\mu_t)_{0 \leq t \leq 1}$, without any assumption of absolute continuity of the measures [30, Theorem 8.4.7]. (In this reference, only the Euclidean space is considered, but this should not be a problem.)

There is a lot to say about the genesis of Theorem 23.14, which can be considered as a refinement of Theorem 20.1. The exact computation of Step 1 appears in [669, 671] for particular functions $U$,
and in [814, Theorem 5.30] for general functions $U$; all these references only consider $M = \mathbb{R}^n$. The procedure of extension of $\nabla \psi$ (Step 2) appears e.g. in [248, Proof of Theorem 2] (in the particular case of convex functions). The integration by parts of Step 3 appears in many papers; under adequate assumptions, it can be justified in the whole of $\mathbb{R}^n$ (without any assumption of compact support): see [248, Lemma 7], [214, Lemma 5.12], [30, Lemma 10.4.5]. The proof in [214, 248] relies on the possibility to find an exhaustive sequence of cutoff functions with Hessian uniformly bounded, while the proof in [30] uses the fact that in $\mathbb{R}^n$, the distance to a convex set is a convex function. None of these arguments seems to apply in more general noncompact Riemannian manifolds (the second proof would probably work in nonnegative curvature), so I have no idea whether the integration by parts in the proof of Theorem 23.14 could be performed without compactness assumption; this is the reason why I went through the painful$^2$ approximation procedure used in the end of the proof of Theorem 23.14.

It is interesting to compare the two strategies used in the extension from compact to noncompact situations, in Theorem 17.15 on the one hand, and in Theorem 23.14 on the other. In the former case, I could use the standard approximation scheme of Proposition 13.2, with an excellent control of the displacement interpolation and the optimal transport. But for Theorem 23.14, this seems to be impossible because of the need to control the smoothness of the approximation of $\rho_0$; as a consequence, passing to the limit is more delicate. Further, note that Theorem 17.15 was used in the proof of Theorem 23.14, since it is the convexity properties of $U_\nu$ along displacement interpolation which allows us to go back and forth between the integral and the differential (in the $t$ variable) formulations.

The argument used to prove that the first term of (23.61) converges to 0 is reminiscent of the well-known argument from functional analysis, according to which convergence in weak $L^2$ combined with convergence of the $L^2$ norm imply convergence in strong $L^2$.

At some point I have used the following theorem: If $u \in W_{\text{loc}}^{1,1}(M)$, then for any constant $c$, $\nabla u = 0$ almost everywhere on $\{u = c\}$. This classical result can be found e.g. in [554, Theorem 6.19].

Another strategy to attack Theorem 23.14 would have been to start from the “curve-above-tangent” formulation of the convexity of $J_t^{1/N}$, where $J_t$ is the Jacobian determinant. (Instead I used the “curve-below-
chord” formulation of convexity via Theorem 17.15.) I don’t know if technical details can be completed with this approach.

The interpretation of the linear Fokker–Planck equation \( \partial_t \rho = \Delta \rho + \nabla \cdot (\rho \nabla V) \) as the limit of a discretized scheme goes back to the pioneering work of Jordan, Kinderlehrer and Otto [493]. In that sense the Fokker–Planck equation can be considered as the abstract gradient flow corresponding to the free energy \( \Phi(\rho) = \int \rho \log \rho + \int \rho V \).

The proof (slightly rewritten) appears in my book [814, Section 8.4]. It is based on the three main estimates which are more or less at the basis of the whole theory of abstract gradient flows: If \( \tau \) is the time step, and \( X_k^{(\tau)} \) the position at step \( k \) of the discretized system, then

\[
\begin{align*}
\Phi(X_n^{(\tau)}) &= O(1); \\
\sum_{j=1}^{\infty} \frac{d(X_j^{(\tau)}, X_{j+1}^{(\tau)})^2}{2\tau} &= O(1); \\
\tau \sum_{j=1}^{\infty} \| \text{grad} \Phi(X_j^{(\tau)}) \|^2 &= O(1).
\end{align*}
\]

Here I have assumed that \( \Phi \) is bounded below (which is the case when \( \Phi \) is the free energy functional). When \( \inf \Phi = -\infty \), there are still estimates of the same type, only quite more complicated [30, Section 3.2]. Ambrosio and Savaré recently found a simplified proof of error estimates and convergence for time-discretized gradient flows [34].

Otto applied the same method to various classes of nonlinear diffusion equations, including porous medium and fast diffusion equations [669], and parabolic \( p \)-Laplace type equations [666], but also more exotic models [667, 668] (see also [737]). For background about the theory of porous medium and fast diffusion equations, the reader may consult the review texts by Vázquez [804, 806].

In his work about porous medium equations, Otto also made two important conceptual contributions: First, he introduced the abstract formalism allowing him to interpret these equations as gradient flows, directly at the continuous level (without going through the time-discretization). Secondly, he showed that certain features of the porous medium equations (qualitative behavior, rates of convergence to equilibrium) were best seen via the new gradient flow interpretation. The
psychological impact of this work on specialists of optimal transport was important. Otto’s approach was developed by various authors, including Carrillo, McCann and myself [213, 214], Ambrosio, Gigli and Savaré [30], and others. As an example of recent application, Carrillo and Calvez [198] applied the same methodology to a one-dimensional variant of the Keller–Segel chemotaxis model, and showed that its qualitative behavior can be conveyed by diagrams depicting the behavior of a free energy in the Wasserstein space.

The setting adopted in [30, 214, 814] is the following: Let $E$ denote an energy functional of the form

$$E(\mu) = \int_{\mathbb{R}^n} U(\rho(x)) \, dx + \int_{\mathbb{R}^n} V(x) \, d\mu(x) + \frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} W(x-y) \, d\mu(x) \, d\mu(y),$$

where as usual $\rho$ is the density of $\mu$, and $U(0) = 0$; then under certain regularity assumptions, the associated gradient flow with respect to the 2-Wasserstein distance $W_2$ is

$$\frac{\partial \rho}{\partial t} = \Delta \rho + \nabla \cdot (\rho \nabla V) + \nabla \cdot (\rho \nabla (\rho * W)),$$

where as usual $p(r) = r U'(r) - U(r)$. (When $p(r) = r$, the above equation is a special case of McKean–Vlasov equation.) The most general results of this kind can be found in [30]. Such equations arise in a number of physical models; see e.g. [214]. As an interesting particular case, the logarithmic interaction in dimension 2 gives rise to a form of the Keller–Segel model for chemotaxis; variants of this model are studied by means of optimal transport in [121, 198]; (see also [196, Chapter 7]).

Other interesting gradient flows are obtained by choosing for the energy functional:

- the Fisher information

$$I(\mu) = \int \frac{\|\nabla \rho\|^2}{\rho};$$

then the resulting fourth-order, nonlinear partial differential equation is a quantum drift-diffusion equation [30, Example 11.1.10], which also appears in the modeling of interfaces in spin systems. The gradient flow interpretation of this equation was recently studied rigorously by Gianazza, Savaré and Toscani [414]. See [497] and the many references there quoted for other recent contributions on this model.
the squared $H^{-1}$ norm

$$\|\mu\|_{H^{-1}}^2 = \|\nabla \Delta^{-1} \rho\|_{L^2};$$

then the resulting equation appears in the Ginzburg–Landau dynamics. This idea has been in the air for a few years at a purely formal level; recently, Ambrosio and Serfaty [36] have justified this guess rigorously. (The functional treated there is not exactly the squared $H^{-1}$ norm, but it is related; at the same time they showed how this problem gives some insight into the tricky issue of boundary conditions.)

- the negative squared $W_2$ distance, $\mu \rightarrow -W_2(\sigma, \mu)^2/2$, where $\sigma$ is a reference measure. (In dimension 2, this is as a kind of dissipative variant of the semi-geostrophic equations.) The resulting gradient flow can be considered as the geodesic flow on $P_2(M)$ (the case $M = \mathbb{R}^n$ is treated in [30, Example 11.2.9 and Theorem 11.2.10]).

Gradient flows with respect to the Wasserstein distances $W_p$ with $p \neq 2$ were considered in [666] and lead to other classes of well-known diffusion equations, such as $p$-Laplace equations $\partial_t \rho = \nabla \cdot (|\nabla \rho|^{p-2} \nabla \rho)$. A large part of the discussion can be transposed to that case [4, 594], but things become quite more difficult.

Brenier [164] has suggested that certain cost functions with “relativistic” features could be physically relevant, say $c(x, y) = c(x - y)$ with

$$c(v) = 1 - \sqrt{1 - \frac{|v|^2}{c^2}} \quad \text{or} \quad c(v) = \sqrt{1 + \frac{|v|^2}{c^2}} - 1.$$

By applying the general formalism of gradient flows with such cost functions, he derived relativistic-like heat equations, such as

$$\frac{\partial \rho}{\partial t} = \nabla \cdot \left( \frac{\rho \nabla \rho}{\sqrt{\rho^2 + \epsilon^2 |\nabla \rho|^2}} \right).$$

This looked a bit like a formal game, but it was later found out that related equations were common in the physical literature about flux-limited diffusion processes [627], and that in fact Brenier’s very equation had already been considered by Rosenau [708]. A rigorous treatment of these equations leads to challenging analytical difficulties, which triggered several recent technical works, see e.g. [39, 40, 618] and
the references therein. By the way, the cost function $1 - \sqrt{1 - |x - y|^2}$ was later found to have applications in the design of lenses [712].

Lemma 23.28 in the Appendix is borrowed from [30, Lemma 4.3.4]. As Ambrosio pointed out to me, the argument is quite reminiscent of Kruzkho\'v\'s doubling method for the proof of uniqueness in the theory of scalar conservation laws, see for instance the nice presentation in [327, Sections 10.2 and 11.4]. It is important to note that the almost everywhere differentiability of $F$ in both variables separately is not enough to apply this lemma.

The stability theorem (Theorem 23.26) is a particular case of more abstract general results, see for instance [30, Theorem 4.0.4(iv)].

In their study of gradient flows, Ambrosio, Gigli and Savaré point out that it is useful to construct curves $(\mu_t)$ satisfying the convexity-type inequality

$$W_2(\sigma, \mu_t)^2 \geq (1 - t) W_2(\sigma, \mu_0)^2 + t W_2(\sigma, \mu_1)^2 - t(1 - t) \int d(T_0(x), T_1(x))^2 \sigma(dx), \quad (23.92)$$

where $T_i$ $(i = 0, 1)$ is the optimal transport between $\sigma$ and $\mu_i$. (Their construction is performed only in $\mathbb{R}^n$ [30, Proposition 9.3.12].) At first sight (23.92) seems to contradict the fact that $P_2(M)$ does not have sectional curvature bounded above in the Alexandrov sense; but there is in fact no contradiction since the curve $(\mu_t)_{0 \leq t \leq 1}$ will depend on the measure $\sigma$.

I shall now make some more speculative comments about the interpretation of the results, and their possible extensions.

For the most part, equilibrium statistical mechanics rests on the idea that the equilibrium measure is obtained by the minimization of a thermodynamical functional such as the free energy. The principle according to which nonequilibrium statistical mechanics may also be understood through variational principles is much more original; I first heard it explicitly in a seminar by Kinderlehrer (June 1997 in Paris), about the interpretation of the Fokker–Planck equation by means of Wasserstein distance. Independently of optimal transport theory, the same idea has been making its way in the community of physicists, where it may be attributed to Prigogine. There is ongoing research in that direction, in relation to large deviations and fluctuation of currents, performed by Gabrieli, Landim, Derrida, Lebowitz, Speer,
Jona Lasinio and others. It seems to me that both approaches (optimal transport on the one hand, large deviations on the other) have a lot in common, although the formalisms look very different. By the way, some links between optimal transport and large deviations have recently been explored in a book by Feng and Kurtz [355] as well as in [429, 430, 448].

As for the idea to rewrite (possibly linear) diffusion equations as nonlinear transport equations, it may at first sight seem odd, but looks like the right point of view in many problems, and has been used for some time in numerical analysis.

So far I have mainly discussed gradient flows associated with cost functions that are quadratic ($p = 2$), or at least strictly convex. But there are some quite interesting models of gradient flows for, say, the cost function which is equal to the distance ($p = 1$). Such equations have been used for instance in the modeling of sandpiles [46, 48, 329, 336, 691] or compression molding [47]. These issues are briefly reviewed by Evans [328].

Also gradient flows of certain “energy” functionals in the Wasserstein space may be used to define certain diffusive semigroups; think for instance of the problem of constructing the heat semigroup on a non-smooth metric space. Recently Ohta [655] showed that the heat equation could be introduced in this way on Alexandrov spaces of nonnegative sectional curvature. An independent contribution by Savaré [735] addresses the same problem on certain classes of metric spaces including Alexandrov spaces with curvature bounded below. On such spaces, the heat equation can be constructed by other means [537], but it might be that the optimal transport approach will apply to even more singular situations, and in any case this provides a genuinely different approach of the problem.

One can also hope to treat subriemannian situations in the same way; at least from a formal point of view, this is addressed in [514].

It can also be expected that the gradient flow interpretation will provide powerful general tools to study the stability of diffusion equations. In a striking recent application of this principle, Ambrosio, Savaré and Zambotti [35] proved the stability of the linear diffusion process associated with the Fokker–Planck equation, in finite or infinite dimension, with respect to the weak convergence of the invariant probability measure, as soon as the latter is log concave. Savaré [735, 736] also used this interpretation to prove the stability of the heat semigroup
(on manifolds, or on certain metric-measure spaces) under measured Gromov–Hausdorff convergence.

Very recently, variational problems taking the form of a discretized gradient flow have made their way in mathematical economics or decision theory; in these models the negative of the energy can be thought of as, say, the reward or the benefits obtained from a certain skill or method or decision, while the cost function can be interpreted as the effort or difficulty which one has to spend or endure in order to learn this skill or change one’s habits or take the decision. As an entry point to that literature, the reader may take a look at a paper by Attouch and Soubeyran [49]. It is interesting to note that the gradient flows in this kind of literature would be more of the kind $p = 1$ than of the kind $p = 2$.

One may speculate about the possible applications of all these gradient flow interpretations in numerical simulation. In [121] the authors studied a numerical scheme based on the discretization of a gradient flow in Wasserstein space, which has the striking advantage of preserving qualitative features such as finite-time blow-up or long-time extinction. The simulation is however very costly.

This chapter was only concerned with gradient flows. The situation about Hamiltonian flows is anything but clear. In [814, Section 8.3.2] one can find some examples of equations that one would like to interpret as Hamiltonian equations with respect to the distance $W_2$, and other equations that one would like to interpret as dissipative Hamiltonian equations. There are many other ones.

An important example of a “Hamiltonian equation” is the semi-geostrophic system and its variants [86, 87, 265, 266, 268, 421, 569]. The well-known Euler–Poisson and Vlasov–Poisson models should belong to this class too, but also some strange variants suggested by Brenier and Loeper such as the Euler–Monge–Ampère equation [567] or its kinetic counterpart, the Vlasov–Monge–Ampère equation [170].

Among many examples of “dissipative Hamiltonian equations”, I shall mention the rescaled two-dimensional incompressible Navier–Stokes equation in vorticity formulation (for nonnegative vorticity), as studied by Gallay and Wayne [392]. Caglioti, Pulvirenti and Rousset [193, 194] have used this interpretation of Navier–Stokes in terms of optimal transport, to derive related equations attempting to describe “quasi-stationary states”, or intermediate time-asymptotics.
About the rigorous justification of the Hamiltonian formalism in the Wasserstein space, there are recent works by Ambrosio and Gangbo [27, 28] covering certain classes of Hamiltonian equations, yet not as wide as one could wish. Cullen, Gangbo and Pisante [267] have studied the approximation of some of these equations by particle systems. There is also a work by Gangbo, Nguyen and Tudorascu on the one-dimensional Euler–Poisson model [401]. Their study provides evidence of striking “pathological” behavior: If one defines variational solutions of Euler–Poisson as the minimizing paths for the natural action, then a solution might very well start absolutely continuous at initial time, collapse on a Dirac mass in finite time, stay in this state for a positive time, and then spread again. Also Wolansky [837] obtained coagulation–fragmentation phenomena through a Hamiltonian formalism (based on an internal energy rather than an interaction energy).

The precise sense of the “Hamiltonian structure” should be taken with some care. It was suggested to me some time ago by Ghys that this really is a Poisson structure, in the spirit of Kirillov. This guess was justified and completely clarified (at least formally) by Lott [575], who also made the link with previous work by Weinstein and collaborators (see [575, Section 6] for explanations). Further contributions are due to Khesin and Lee [514], who also studied the sense in which the semigeostrophic system defines a Hamiltonian flow [513].

A particularly interesting “dissipative Hamiltonian equation” that should have an interpretation in terms of optimal transport is the kinetic Fokker–Planck equation, with or without self-interaction. Huang and Jordan [485] studied this model in the setting of gradient flows (which is not natural here since we are rather dealing with a Hamiltonian flow with dissipation). A quite different contribution by Carlen and Gangbo [204] approaches the kinetic Fokker–Planck equation by a splitting scheme alternating free transport and time-discretized gradient flow in the velocity variable.

More recently, Gangbo and Westdickenberg [404] suggested an approximation scheme for the isentropic Euler system based on a kinetic approximation (so one works with probability measures on \( \mathbb{R}^n \times \mathbb{R}^p \)), with a splitting scheme alternating free transport, time-discretized gradient flow in the position variable, and an optimal transport problem to reconstruct the velocity variable. Their scheme, which has some hidden relation to the Huang–Jordan contribution, can be reinterpreted in terms of minimization of an action that would involve the squared
acceleration rather than the squared velocity; and there are heuristic arguments to believe that this system should converge to a physical solution satisfying Dafermos’s entropy criterion (the physical energy, which is formally conserved, should decrease as much as possible). Numerical simulations based on this scheme perform surprisingly well, at least in dimension 1.

In the big picture also lies the work of Nelson [201, 647, 648, 650, 651, 652] on the foundations of quantum mechanics. Nelson showed that the usual Schrödinger equation can be derived from a principle of least action over solutions of a stochastic differential equation, where the noise is fixed but the drift is unknown. Other names associated with this approach are Guerra, Morato and Carlen. The reader may consult [343, Chapter 5] for more information. In Chapter 7 of the same reference, I have briefly made the link with the optimal transport problem. Von Renesse [826] explicitly reformulated the Schrödinger equation as a Hamiltonian system in Wasserstein space.

A more or less equivalent way to see Nelson’s point of view (explained to me by Carlen) is to study the critical points of the action

$$A(\rho, m) = \int_0^1 \left( K(\rho_t, m_t) - F(\rho_t) \right) dt,$$

(23.93)

where $\rho = \rho(t, x)$ is a time-dependent density (say on $\mathbb{R}^n$), $m = m(t, x)$ is a time-dependent momentum density, $K(\rho, m) = \int |m|^2/(2\rho)$ is the kinetic energy and $F(\rho) = I(\rho) = \int |\nabla \rho|^2/\rho$ is the Fisher information. The density and momentum should satisfy the equation of mass conservation, namely $\partial_t \rho + \nabla \cdot m = 0$. At least formally, critical points of (23.93), for fixed $\rho_0, \rho_1$, satisfy the Euler–Lagrange equation

$$\begin{cases}
\partial_t \rho + \nabla \cdot (\rho \nabla \varphi) = 0 \\
\partial_t \varphi + \frac{|
abla \varphi|^2}{2} = 2 \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}};
\end{cases}$$

(23.94)

the pressure term $(\Delta \sqrt{\rho})/\sqrt{\rho}$ is sometimes called the “Bohm potential”. Then the change of unknown $\psi = \sqrt{\rho} e^{i\varphi}$ transforms (23.94) into the usual linear Schrödinger equation.

Variational problems of the form of (23.93) can be used to derive many systems of Hamiltonian type, and some of these actions are interesting in their own right. The choice $F = 0$ gives just the squared
2-Wasserstein distance; this is the Benamou–Brenier formula [814, Theorem 8.1]. The functional \( F(\rho) = -\int |\nabla \Delta^{-1}(\rho - 1)|^2 \) appears in the so-called reconstruction problem in cosmology [568] and leads to the Euler–Poisson equations (see also [401]). As a final example, \( F(\rho) = -(\pi^2/6) \int \rho^3 \) appears (in dimension \( n = 1 \)) in the qualitative description of certain random matrix models, and leads to the isentropic Euler equations with negative cubic pressure law, as first realized by Matytsin; see [449] for rigorous justification and references. (Some simple remarks about uniqueness and duality for such negative pressure models can be found in [811].) Unexpectedly, the same variational problem appears in a seemingly unrelated problem of stochastic control [563].
Gradient flows II: Qualitative properties

Consider a Riemannian manifold $M$, equipped with a reference measure $
u = e^{-V} \text{vol}$, and a partial differential equation of the form

$$\frac{\partial \rho}{\partial t} = L \rho(t),$$

(24.1)

where $p(r) = r U'(r) - U(r)$, $U$ is a given nonlinearity, the unknown $\rho = \rho(t, x)$ is a probability density on $M$ and $L = \Delta - \nabla V \cdot \nabla$.

Theorem 23.19 provides an interpretation of (24.1) as a gradient flow in the Wasserstein space $P_2(M)$. What do we gain from that information? A first possible answer is a new physical insight. Another one is a set of recipes and estimates associated with gradient flows; this is what I shall illustrate in this chapter.

As in the previous chapter, I shall use the following conventions:

- $M$ is a complete Riemannian manifold, $d$ its geodesic distance and vol its volume;
- $\nu = e^{-V} \text{vol}$ is a reference measure on $M$;
- $L = \Delta - \nabla V \cdot \nabla$ is a linear differential operator admitting $\nu$ as invariant measure;
- $U$ is a convex nonlinearity with $U(0) = 0$; typically $U$ will belong to some $\mathcal{DC}_N$ class;
- $p(r) = r U'(r) - U(r)$ is the pressure function associated to $U$;
- $\mu_t = \rho_t \nu$ is the solution of a certain partial differential equation $\partial_t \rho_t = L \rho_t$ (sometimes I shall say that $\mu$ is the solution, sometimes that $\rho$ is the solution);
- $U_\nu(\mu) = \int U(\rho) \, d\nu$; $I_{U,\nu}(\mu) = \int \rho |\nabla U'(\rho)|^2 \, d\nu = \int \frac{|\nabla p(\rho)|^2}{\rho} \, d\nu$. 
Calculation rules

Having put equation (24.1) in gradient flow form, one may use Otto’s calculus to shortcut certain formal computations, and quickly get relevant results, without risks of computational errors. When it comes to rigorous justification, things however are not so nice, and regularity issues should — alas! — be addressed.\footnote{Sometimes the gradient flow structure allows one to dispense with regularity, but I shall not explore this possibility.} For the most important of these gradient flows, such as the heat, Fokker–Planck or porous medium equations, these regularity issues are nowadays under good control.

**Examples 24.1.** Consider a power law nonlinearity $U(r) = r^m$, $m > 0$. For $m > 1$ the resulting equation (24.1) is called a porous medium equation, and for $m < 1$ a fast diffusion equation. These equations are usually studied under the restriction $m > 1 - (2/n)$, because for $m \leq 1 - (2/n)$ the solution might fail to exist (there is in general loss of mass at infinity in finite time, or even in no time, at least if $M = \mathbb{R}^n$). If $M$ is compact and $\rho_0$ is positive, then there is a unique $C^\infty$, positive solution. For $m > 1$, if $\rho_0$ vanishes somewhere, the solution in general fails to have $C^\infty$ regularity at the boundary of the support of $\rho$. For $m < 1$, adequate decay conditions at infinity are needed.

To avoid inflating the size of this chapter much further, I shall not go into these regularity issues, and be content with theorems that will be conditional to the regularity of the solution.

**Theorem 24.2 (Computations for gradient flow diffusion equations).** Let $\rho = \rho(t,x)$ be a solution of (24.1) defined and continuous on $[0,T) \times M$. Further, let $A$ be a convex nonlinearity, $C^2$ on $(0, +\infty)$.

Assume that:

$$(a) \rho \text{ is bounded and positive on } [0,\theta) \times M, \text{ for any } \theta < T;$$

$$(b) \rho \text{ is } C^3 \text{ in the } x \text{ variable and } C^1 \text{ in the } t \text{ variable on } (0,T) \times M;$$

$$(c) U \text{ is } C^4 \text{ on } (0,T) \times M;$$

$$(d) V \text{ is } C^4 \text{ on } M;$$

$$(e) \text{ For any } t > 0, \exists \delta > 0; \sup_{|s-t|<\delta} \frac{1}{|t-s|} \left( |\rho_t - \rho_s| + |U(\rho_t) - U(\rho_s)| + |LU'(\rho_t) p(\rho_t) - LU'(\rho_s) p(\rho_s)| \right) \in L^1(d\nu);$$
(f) $\rho, p(\rho), Lp(\rho), p_2(\rho), \nabla p_2(\rho), U'(\rho), \nabla U'(\rho), \nabla L U'(\rho), L|\nabla U'(\rho)|^2, L(\nabla U'(\rho) \nabla L U'(\rho))$ and $e^{-V}$ satisfy adequate growth/decay conditions at infinity.

Then the following formulas hold true:

(i) $\forall t > 0, \frac{d}{dt} \int_A p'(\rho_t) A''(\rho_t) \nabla \rho_t |^2 d\nu$;

(ii) $\forall t > 0, \frac{d}{dt} U_{\mu_t} = -I_{U,\nu}(\mu_t)$;

(iii) $\forall t > 0, \frac{d}{dt} I_{U,\nu}(\mu_t) = -2 \int_M \left[ \|\nabla^2 U'(\rho_t)\|_{\text{HS}}^2 + (\text{Ric} + \nabla^2 V)(\nabla U'(\rho_t)) \right] p(\rho_t) d\nu$

\[ + \int_M (LU'(\rho_t))^2 p_2(\rho_t) d\nu; \]

(iv) $\forall \sigma \in P_{2}^{ac}(M), \left| \frac{d}{dt} W_2(\sigma, \mu_t) \right| \leq \sqrt{I_{U,\nu}(\mu_t)}$ for almost all $t > 0$.

**Particular Case 24.3.** When $U(r) = r \log r$, Formula (ii) becomes a famous identity: *the Fisher information is the time-derivative of the entropy along the heat semigroup.* (What I call entropy is not $H_\nu$ but $-H_\nu$; this agrees with the physicists’ convention.)

In the sequel, a smooth solution of (24.1) will be a solution satisfying Assumptions (a) to (f) above.

**Remark 24.4.** I do not wish to be precise about the conditions at infinity needed in Assumption (f), because there are a large number of possible assumptions. The point is to be able to justify a certain number of integrations by parts, using integrability and moment conditions. If $V = 0$, this works for instance if $\rho, p(\rho)$ and $p_2(\rho)$ have finite moments of all orders and $U'(\rho)$ and all its derivatives up to, say, order 5, have polynomial growth; but there are many alternative sets of assumptions. When $V$ is not zero, there might be issues about the density of $C^\infty(M)$ in the weighted Sobolev spaces $H^1(e^{-V})$ and $H^2(e^{-V})$ which are associated with the operator $L$. These problems might be worsened by the behavior of the manifold $M$ at infinity.

Before giving a rigorous proof, I shall first provide a formal argument for Theorem 24.2 based on Otto’s calculus.
Formal proof of Theorem 24.2. By Formula 15.2,
\[
\frac{d}{dt} \int A(\rho_t) \, d\nu = - \left\langle \text{grad}_{\mu_t} A, \text{grad}_{\mu_t} U \right\rangle \\
= - \int \rho_t \nabla A'(\rho_t) \cdot \nabla U'(\rho_t) \, d\nu \\
= - \int \rho_t U''(\rho_t) A''(\rho_t) |\nabla \rho_t|^2 \, d\nu \\
= - \int p'(\rho_t) A''(\rho_t) |\nabla \rho_t|^2 \, d\nu.
\]
This leads to formula (i). The choice \( A = U \) gives
\[
\frac{d}{dt} \int U(\rho_t) \, d\nu = - \left\| \text{grad}_{\mu_t} U \right\|^2 \\
= - \int \rho_t |\nabla U'(\rho_t)|^2 \, d\nu = - I_{U,\nu}(\mu_t),
\]
which is (ii).

Next, we can differentiate the previous expression once again along the gradient flow \( \dot{\mu} = -\text{grad}_{\mu_t} U(\mu) \):
\[
\frac{d}{dt} \left\| \text{grad}_{\mu_t} U \right\|^2 = -2 \left\langle \text{Hess}_{\mu_t} \cdot \text{grad}_{\mu_t} U, \text{grad}_{\mu_t} U \right\rangle,
\]
and then (iii) follows from Formula 15.7.

As for (iv), this is just a particular case of the general formula
\[
\left| \left( \frac{d}{dt} \right) d(X_0, \gamma(t)) \right| \leq |\dot{\gamma}(t)| |\gamma(t)|.
\]

Rigorous proof of Theorem 24.2. A crucial observation is that (24.1) can be rewritten \( \partial_t \rho = \nabla_{\nu} \cdot (\rho_t \nabla U'(\rho_t)) \), where \( \nabla_{\nu} \cdot \) stands for the negative of the adjoint of the gradient operator in \( L^2(\nu) \). (Explicitly: \( \nabla_{\nu} \cdot u = \nabla \cdot u - \nabla V \cdot u \).) Then the proofs of (i) and (ii) are obtained by just repeating the arguments by which Formula 15.2 was established.

This is a succession of differentiations under the integral symbol, chain-rules and integrations by parts:
\[
\frac{d}{dt} \int A(\rho_t) \, d\nu = \int \partial_t[A(\rho_t)] \, d\nu \\
= \int A'(\rho_t) (\partial_t \rho_t) \, d\nu \\
= \int A'(\rho_t) \nabla_\nu \cdot (\rho_t \nabla U'(\rho_t)) \, d\nu \\
= - \int \nabla A'(\rho_t) \rho_t \nabla U'(\rho_t) \, d\nu,
\]
and then the rest of the computation is the same as before.

The justification of (iii) is more tricky. First write

\[
- \int \rho |\nabla U'(\rho)|^2 \, d\nu = \int U'(\rho) \nabla_\nu \cdot (\rho \nabla U'(\rho)) \, d\nu \\
= \int U'(\rho) L_\rho(p) \, d\nu = \int LU'(\rho) \rho_\rho \, d\mu,
\]
where the self-adjointness of \(L\) with respect to the measure \(\nu\) was used.

Then

\[
\frac{d}{dt} \int LU'(\rho_t) \rho(p_t) \, d\nu \\
= \int \partial_t(LU'(\rho_t)) \rho(p_t) \, d\nu + \int LU'(\rho_t) \partial_t(p(p_t)) \, d\nu \\
= \int L(\partial_t U'(\rho_t)) \rho(p_t) \, d\nu + \int LU'(\rho_t) \rho'(p_t) \nabla_\nu \cdot (\rho_t \nabla U'(\rho_t)) \, d\nu.
\]

On the other hand,

\[
\partial_t U'(\rho_t) = U''(\rho_t) \partial_t \rho_t = U''(\rho_t) \nabla_\nu \cdot (\rho_t \nabla U'(\rho_t)) \\
= U''(\rho_t) \nabla \rho_t \cdot \nabla U'(\rho_t) + \rho_t U''(\rho_t) \rho t \nabla U'(\rho_t) \\
= |\nabla U'(\rho_t)|^2 + \rho_t U''(\rho_t) \rho t \nabla U'(\rho_t).
\]

Plugging this back into (24.2), we obtain

\[
\frac{d}{dt} \int LU'(\rho_t) \rho(p_t) \, d\nu \\
= \int L|\nabla U'(\rho_t)|^2 \rho(p_t) \, d\nu + \int L \left( \rho_t U''(\rho_t) \rho t \nabla U'(\rho_t) \right) \rho(p_t) \, d\nu \\
+ \int LU'(\rho_t) \rho'(p_t) \nabla_\nu \cdot (\rho_t \nabla U'(\rho_t)) \, d\nu. \tag{24.3}
\]
The last two terms in this formula are actually equal: Indeed, if \( \rho \) is smooth then
\[
\int L \left( \rho U''(\rho) L U'(\rho) \right) p(\rho) \, d\nu = \int \rho U''(\rho) L U'(\rho) L p(\rho) \, d\nu \\
= \int p'(\rho) L U'(\rho) \nabla \cdot (\rho \nabla U'(\rho)) \, d\nu.
\]
So the expression appearing in (24.3) is exactly twice the expression appearing in (15.18), up to the replacement of \( \psi \) by \( -U'(\rho_t) \).

At this point, to arrive at formula (iii), it suffices to repeat the computations leading from (15.18) to (15.20), and to apply Bochner’s formula, say in the form (15.6)–(15.7).

The proof of (iv) is simple: By Theorem 23.9, for almost all \( t \),
\[
\frac{d}{dt} \left( \frac{W_2(\mu_t, \sigma)^2}{2} \right) = -\int \langle \nabla p(\rho_t), \tilde{\nabla} \psi \rangle \, d\nu,
\]
where \( \exp(\tilde{\nabla} \psi) \) is the optimal transport \( \mu_t \to \sigma \). It follows that
\[
\frac{d^+}{dt} \left( \frac{W_2(\mu_t, \sigma)^2}{2} \right) \leq \sqrt{\int \frac{|\nabla p(\rho_t)|^2}{\rho_t} \, d\nu} \sqrt{\int \rho_t |\tilde{\nabla} \psi|^2 \, d\nu} \\
= \sqrt{I_{U,\nu}(\mu_t)} W_2(\mu_t, \sigma);
\]
so for almost all \( t > 0 \),
\[
\frac{d^+}{dt} W_2(\mu_t, \sigma) \leq \left( \frac{1}{2 W_2(\mu_t, \sigma)} \right) \frac{d^+}{dt} W_2(\mu_t, \sigma)^2 \leq \sqrt{I_{U,\nu}(\mu_t)}.
\]
(24.4)
This is the desired estimate.

As a final remark, Theorem 24.2 automatically implies some integrated (in time) “regularity” a priori estimates for (24.1), as the next corollary shows.

**Corollary 24.5 (Integrated regularity for gradient flows).** With the same assumptions as in Theorem 24.2, one has \( U_{\nu}(\mu_t) \leq U_{\nu}(\mu_0) \) and
\[
\int_0^{+\infty} \left[ \limsup_{s \downarrow 0} \frac{W_2(\mu_t, \mu_{t+s})}{s} \right]^2 \, dt \leq \int_0^{+\infty} I_{U,\nu}(\mu_t) \, dt \leq U_{\nu}(\mu_0) - (\inf U_{\nu}).
\]
Remark 24.6. If $U_\nu$ is bounded below, this corollary yields exactly the regularity which is a priori required in Theorem 23.19. It also shows that $t \to \mu_t$ belongs to $AC_2((0, +\infty); P_2(M))$ (absolute continuity of order 2) in the sense that there is $\ell \in L^2(dt)$ such that $W_2(\mu_t, \mu_s) \leq \int_t^s \ell(\tau) d\tau$. (Take $\ell(t) = \limsup_{s \to 0} W_2(\mu_t, \mu_{t+s})/s$.) Finally, the bound $\int U_{U,\nu}(\mu_t) dt < +\infty$ is the assumption of Theorem 23.9.

Large-time behavior

Otto’s calculus, described in Chapter 15, was first developed to estimate rates of equilibration for certain nonlinear diffusion equations. The next theorem illustrates this.

Theorem 24.7 (Equilibration in positive curvature). Let $M$ be a Riemannian manifold equipped with a reference measure $\nu = e^{-V}$, $V \in C^4(M)$, satisfying a curvature-dimension bound $CD(K,N)$ for some $K > 0$, $N \in (1, \infty]$, and let $U \in DC_N$. Then:

(i) (exponential convergence to equilibrium) Any smooth solution $(\mu_t)_{t \geq 0}$ of (24.1) satisfies the following estimates:

\[
\begin{align*}
(a) \quad [U_\nu(\mu_t) - U_\nu(\nu)] &\leq e^{-2K\lambda t} [U_\nu(\mu_0) - U_\nu(\nu)] \\
(b) \quad I_{U,\nu}(\mu_t) &\leq e^{-2K\lambda t} I_{U,\nu}(\mu_0) \\
(c) \quad W_2(\mu_t, \nu) &\leq e^{-K\lambda t} W_2(\mu_0, \nu),
\end{align*}
\]

(24.5)

where

\[
\lambda := \left( \lim_{r \to 0} \frac{p(r)}{r^{1-\frac{1}{N}}} \right) \left( \sup_{x \in M} \rho_0(x) \right)^{-\frac{1}{N}}. \tag{24.6}
\]

In particular, $\lambda$ is independent of $\rho_0$ if $N = \infty$.

(ii) (exponential contraction) Any two smooth solutions $(\mu_t)_{t \geq 0}$ and $(\tilde{\mu}_t)_{t \geq 0}$ of (24.1) satisfy

\[
W_2(\mu_t, \tilde{\mu}_t) \leq e^{-K\lambda t} W_2(\mu_0, \tilde{\mu}_0), \tag{24.7}
\]

where

\[
\lambda := \left( \lim_{r \to 0} \frac{p(r)}{r^{1-\frac{1}{N}}} \right) \left[ \max \left( \sup_{x \in M} \rho_0(x), \sup_{x \in M} \rho_1(x) \right) \right]^{-\frac{1}{N}}. \tag{24.8}
\]
Example 24.8. Smooth solutions of the Fokker–Planck equation
\[ \frac{\partial \rho}{\partial t} = L \rho \]  \tag{24.9}
converge to equilibrium at least as fast as \( O(e^{-Kt}) \), in \( W_2 \) distance, in the entropy sense (i.e. in the sense of the convergence of \( \sqrt{H_\nu(\mu)} \) to 0), and in the Fisher information sense.

Remark 24.9. At least formally, these properties are in fact general properties of gradient flows: Let \( F \) be a function defined on a geodesically convex subset of a Riemannian manifold \((M, g)\); \( \text{Hess} F \geq \lambda g \), \( \lambda > 0 \); \( X_\infty \) is the minimizer of \( F \); and \( X, \bar{X} \) are two trajectories of the gradient flow associated with \( F \). Then we have three neat estimates:

(a) \[ F(X(t)) - F(X_\infty) \leq e^{-\lambda t} [F(X(0)) - F(X_\infty)]; \]
(b) \[ |\nabla F(X(t))| \leq e^{-\lambda t} |\nabla F(X(0))|; \]
(c) \[ d(X(t), \bar{X}(t)) \leq e^{-\lambda t} d(X(0), \bar{X}(0)). \]

The proof of these inequalities will be a good exercise for the reader.

Remark 24.10. The rate of decay \( O(e^{-\lambda t}) \) is optimal for (24.9) if dimension is not taken into account; but if \( N \) is finite, the optimal rate of decay is \( O(e^{-\lambda t}) \) with \( \lambda = KN/(N-1) \). The method presented in this chapter is not clever enough to catch this sharp rate.

Remark 24.11. I believe that the preceding results of convergence are satisfactory as I have stated them, i.e. in terms of convergence of natural, physically meaningful functionals. However, it is also often possible to get similar rates of decay for more classical distances such as the \( L^1 \) norm, thanks to the Csiszár–Kullback–Pinsker inequality (22.25) and generalizations thereof.

Remark 24.12. If \( N < \infty \), Theorem 24.7 proves convergence to equilibrium with a rate that depends on the initial datum. However, if the solution \( (\rho_t)_{t \geq 0} \) satisfies uniform smoothness bounds, it is often possible to reinforce the statement \( \rho_t \overset{L^1}{\rightarrow} 1 \) into \( \rho_t \overset{L^\infty}{\rightarrow} 1 \). Then we can choose \( \rho_T \) as new initial datum, and get

\[ t \geq T \implies U_\nu(\mu_t) \leq e^{-K\lambda_T (t-T)} U_\nu(\mu_T) \leq e^{-K\lambda T (t-T)} U_\nu(\mu_0), \]

where \( \lambda_T = (\lim p(r)/r^{1-N}) (\sup \rho_T)^{-\frac{1}{N}} \longrightarrow \lambda_\infty = (\lim p(r)/r^{1-N}) \) as \( T \to \infty \). It follows that \( \mu_t \) converges to \( \nu \) as \( O(e^{-K\bar{\lambda} t}) \) for any \( \bar{\lambda} > \lambda \).
Proof of Theorem 24.7. Let $H(t) = U_\nu(\mu_t)$. Theorem 24.2(ii) reads $H'(t) = -I_{U_\nu}(\mu_t)$. Let $\lambda_0 := \lim_{r \to 0} p(r)/r^{1-1/N}$. The (modified) Sobolev inequality of Theorem 21.7 implies

$$U_\nu(\mu_t) \leq \frac{(\sup \rho_t)^{\frac{1}{N}}}{2K\lambda_0} I_{U_\nu}(\mu_t).$$

Thus,

$$\frac{d}{dt} H(t) \leq -2K\lambda_0 (\sup \rho_t)^{-1/N} H(t). \quad (24.10)$$

Theorem 24.2(i) with $A(r) = r^p$, $p \geq 2$, gives

$$\frac{d}{dt} \int \rho^p \, d\nu = -p(p-1) \int \rho U''(\rho) \rho^{p-2} |\nabla \rho|^2 \, d\nu \leq 0.$$ 

So $\|\rho_t\|_{L^p}^p$ is a nonincreasing function of $t$, and therefore

$$\forall t \geq 0 \quad \|\rho_t\|_{L^p(\nu)} \leq \|\rho_0\|_{L^p(\nu)}.$$ 

Passing to the limit as $p \to \infty$ yields

$$\forall t \geq 0 \quad \sup \rho_t \leq \sup \rho_0. \quad (24.11)$$ 

Plugging this back into (24.10), we get

$$\frac{d}{dt} H(t) \leq -2K\lambda_0 (\sup \rho_0)^{-1/N} H(t) = -2K\lambda H(t),$$

and then (24.5)(a) follows.

Next, if $U \in DC_N$, and CD($K, N$) is enforced, we can write, as in (16.13),

$$-\frac{1}{2} \frac{d}{dt} I_{U_\nu}(\mu_t)$$

$$= \int_M \Gamma_2(U'(\rho_t)) p(\rho_t) \, d\nu + \int_M (LU'(\rho_t))^2 p_2(\rho_t) \, d\nu$$

$$\geq \int_M \text{Ric}_{N, \nu}(\nabla U'(\rho_t)) p(\rho_t) \, d\nu + \int_M (LU'(\rho_t))^2 \left[ p_2 + \frac{p}{N} \right] (\rho_t) \, d\nu$$

$$\geq K \int_M |\nabla U'(\rho_t)|^2 p(\rho_t) \, d\nu + \int_M (LU'(\rho_t))^2 \left[ p_2 + \frac{p}{N} \right] (\rho_t) \, d\nu$$

$$\geq K \int_M |\nabla U'(\rho_t)|^2 p(\rho_t) \, d\nu$$

$$\geq K\lambda_0 (\sup \rho_t)^{-\frac{1}{N}} \int_M |\nabla U'(\rho_t)|^2 \rho_t \, d\nu$$

$$= K\lambda_0 (\sup \rho_t)^{-\frac{1}{N}} I_{U_\nu}(\mu_t).$$
This implies (24.5)(b).

It remains to establish (24.7) (of which (24.5)(c) obviously is a corollary). The strategy is the same as for Theorem 23.26. Let \( t > 0 \) be given.

First, the assumption \( K \geq 0 \) implies \( \sup \rho_t \leq \sup \rho_0, \sup \tilde{\rho}_t \leq \sup \tilde{\rho}_0 \) (recall (24.11)).

If \( (\mu^{(s)} = \rho^{(s)} \nu)_{0 \leq s \leq 1} \) is the displacement interpolation between \( \rho, \nu \) and \( \tilde{\rho}, \nu \), then since \( r \to r^m \) lies in \( DC_N \) and \( K \geq 0 \), we can use the displacement convexity to write

\[
\forall s \in [0, 1], \quad \int (\rho^{(s)})^m d\nu \leq \max \left( \int (\rho^{(0)})^m d\nu, \int (\rho^{(1)})^m d\nu \right);
\]

by raising to the power \( 1/m \) and letting \( m \to \infty \), we obtain

\[
\sup \rho^{(s)} \leq \max (\sup \rho_t, \sup \tilde{\rho}_t) \leq \max (\sup \rho_0, \sup \tilde{\rho}_0), \quad (24.12)
\]

where all the suprema are essential suprema.

Now let \( T = \exp(\tilde{\nabla} \psi) \) be the optimal transport from \( \mu_t \) to \( \tilde{\mu}_t \), where \( \psi \) is \( d^2/2 \)-convex. If \( (\psi^{(s)})_{0 \leq s \leq 1} \) is obtained from \( \psi \) by action of the Hamilton–Jacobi semigroup, then by Proposition 17.24(i),

\[
\int_0^1 \left( \int (\rho^{(s)})^{1 - \frac{1}{m}} |\tilde{\nabla} \psi^{(s)}|^2 d\nu \right) (1 - t) dt \\
\geq \left[ \max (\sup \rho_0, \sup \tilde{\rho}_0) \right] - \frac{1}{m} W_2(\mu_t, \tilde{\mu}_t)^2.
\]

So if we apply Theorem 23.14 with \( \sigma \) replaced by \( \tilde{\mu}_t \) and \( \mu \) replaced by \( \mu_t \), we deduce

\[
U_\nu(\tilde{\mu}_t) \geq U_\nu(\mu_t) + \int \langle \tilde{\nabla} \psi, \tilde{\nabla} p(\rho_t) \rangle \, d\nu + \frac{K \lambda W_2(\mu_t, \tilde{\mu}_t)^2}{2}, \quad (24.13)
\]

where \( \lambda \) is defined by (24.8).

Similarly, if \( \exp(\tilde{\nabla} \psi) \) is the optimal transport between \( \tilde{\mu}_t \) and \( \mu_t \), then

\[
U_\nu(\mu_t) \geq U_\nu(\tilde{\mu}_t) + \int \langle \tilde{\nabla} \tilde{\psi}, \tilde{\nabla} p(\tilde{\rho}_t) \rangle \, d\nu + \frac{K \lambda W_2(\mu_t, \tilde{\mu}_t)^2}{2}. \quad (24.14)
\]

By (24.13) and (24.14),

\[
\int \langle \tilde{\nabla} \psi, \tilde{\nabla} p(\rho_t) \rangle \, d\nu + \int \langle \tilde{\nabla} \tilde{\psi}, \tilde{\nabla} p(\tilde{\rho}_t) \rangle \, d\nu \leq -K \lambda W_2(\mu_t, \tilde{\mu}_t)^2. \quad (24.15)
\]
On the other hand, Theorem 23.9 shows that 
\( \frac{d}{dt}(W_2(\mu_t, \bar{\mu}_t)^2) \)

is equal to the left-hand side of (24.15), for almost all \( t \). We conclude that
\[
\frac{d}{dt} W_2(\mu_t, \bar{\mu}_t)^2 \leq -2K\lambda W_2(\mu_t, \bar{\mu}_t)^2,
\]

and the desired result follows. \( \Box \)

**Remark 24.13.** Here is an alternative scheme of proof for Theorem 24.7(ii). The problem is to estimate
\[
\int \langle \nabla U'(\rho), \nabla \psi \rangle \, d\mu + \int \langle \nabla U'(\bar{\rho}), \nabla \bar{\psi} \rangle \, d\bar{\mu}.
\]

(Let us forget about the approximate gradients.) Introduce the displacement interpolation \( (\mu(t))_{0 \leq t \leq 1} \) with \( \mu(0) = \mu_t \), \( \mu(1) = \bar{\mu}_t \), and let \( \psi(s) \) be the solution of the Hamilton–Jacobi equation starting from \( \psi(0) = \psi \), so that \( \psi(1) = -\bar{\psi} \) (recall Remarks 5.15 and 7.38). Dropping the tildes for notational simplicity, the problem is to estimate from below
\[
\int \langle \nabla U'(\rho(0)), \nabla \psi(0) \rangle \, d\mu(0) - \int \langle \nabla U'(\rho(1)), \nabla \psi(1) \rangle \, d\mu(1) = f(0) - f(1),
\]

where \( f(s) = \int \langle \nabla U'(\rho(s)), \nabla \psi(s) \rangle \, d\mu(s) \). This can be done by estimating the time-derivative of \( f \), and considering the quantity
\[
\frac{f(s + h) - f(s)}{h} = \frac{1}{h} \left\{ \int \langle \nabla U'(\rho(s+h)), \nabla \psi(s+h) \rangle \, d\mu(s+h) - \int \langle \nabla U'(\rho(s)), \nabla \psi(s) \rangle \, d\mu(s) \right\}.
\]

Note that \( \mu(s+h) = \exp\left(\frac{h}{1-s} \nabla \psi(s)\right) \# \mu(s) \); also if \( \Pi_v \) stands for the parallel transport along the curve \( \exp(\tau v) \) \( (0 \leq \tau \leq 1) \), then
\[
\left( \Pi_{\frac{h}{1-s}} \nabla \psi(s) \right) (\nabla \psi(s)) = \nabla \psi(s+h) \left( \exp\left(\frac{h}{1-s} \nabla \psi(s)\right) \right).
\]

Using these identities and the fact that parallel transport preserves the scalar product, we deduce
\[
\int \langle \nabla U'(\rho(s+h)), \nabla \psi(s+h) \rangle \, d\mu(s+h)
\]
\[
= \int \langle \nabla U'(\rho(s+h)), \nabla \psi(s+h) \rangle \circ \exp\left(\frac{h}{1-s} \nabla \psi(s)\right) \, d\mu(s)
\]
\[
= \int \langle \Pi_{\frac{h}{1-s}} \nabla \psi(s) \nabla U'(\rho(s+h)) \left( \exp\left(\frac{h}{1-s} \nabla \psi(s)\right) \right) \, d\mu(s)\rangle.
\]
Then, at least formally, $df/ds$ coincides with

$$\int \left( \lim_{h \to 0} \left( \frac{\frac{h}{1-s} \nabla \psi(s)}{1} \right) \nabla U'(\rho(s+h)) - U'(\rho) \right) d\mu(s).$$

From this point it is clear that one can take the computation to the end, with adequate input from Riemannian geometry. Although this approach is in some sense more direct, I preferred to use the other strategy based on displacement convexity estimates, because all the input from differential geometry was already contained in those estimates.

**Remark 24.14.** In the particular case $\tilde{\mu}_t = \nu$, inequality (24.13) and Theorem 23.9 imply the following: Let $M$ satisfy a CD($K,N$) condition with $K \geq 0$, let $U \in DC_N$ with $U(1) = 0$, let $\mu = \rho \nu \in P^a_2(M)$, and let

$$\lambda := \left( \lim_{r \to 0} \frac{p(r)}{r^{1-N}} \right) \left( \sup_{x \in M} \rho_0(x) \right)^{-\frac{N}{N-1}};$$

if $(\mu_t)_{0 \leq t \leq 1}$ is a smooth solution of the gradient flow $\partial_t \rho_t = L p(\rho_t)$ starting from $\mu_0 = \mu$, then for almost all $t$,

$$- \frac{d^+}{dt} \bigg|_{t=0} \left( \frac{W_2(\mu_t,\nu)^2}{2} \right) \geq U_\nu(\mu) + \frac{K \lambda W_2(\mu,\nu)^2}{2}. \quad (24.17)$$

On the other hand, by using the same arguments as in the proof of Theorem 22.14 and in (24.12), it is easy to establish the Talagrand-type inequality

$$U_\nu(\mu) \geq \frac{K \lambda W_2(\mu,\nu)^2}{2}.$$

So (24.17) is a reinforcement of (24.16).

**Example 24.15.** When $M$ is $\mathbb{R}^n$ equipped with the standard Gaussian measure $\gamma$, we have the following inequalities relating the functionals $H_\gamma$ (Kullback information), $I_\gamma$ (Fisher information) and $W_2$ (Wasserstein distance) along the Ornstein–Uhlenbeck semigroup $\partial_t \rho_t(x) = \Delta \rho_t(x) - x \cdot \nabla \rho_t(x)$:

$$- \frac{d}{dt} H_\gamma(\mu_t) = I_\gamma(\mu_t) \geq 2 H_\gamma(\mu_t);$$

$$- \frac{d}{dt} \left( \frac{W_2(\mu_t,\gamma)^2}{2} \right) \geq H_\gamma(\mu_t) + \frac{W_2(\mu_t,\gamma)^2}{2} \geq W_2(\mu_t,\gamma)^2.$$
Short-time behavior

A popular and useful topic in the study of diffusion processes consists in establishing \textbf{regularization estimates} in short time. Typically, a certain functional used to quantify the regularity of the solution (for instance, the supremum of the unknown or some Lebesgue or Sobolev norm) is shown to be bounded like $O(t^{-\kappa})$ for some characteristic exponent $\kappa$, independent of the initial datum (or depending only on certain weak estimates on the initial datum), when $t > 0$ is small enough. Here I shall present some slightly unconventional estimates of this type.

\textbf{Theorem 24.16 (Short-time regularization for gradient flows).} Let $M$ be a Riemannian manifold satisfying a curvature-dimension bound $CD(K, \infty)$, $K \in \mathbb{R}$; let $\nu = e^{-V} \text{vol} \in P_2(M)$, with $V \in C^4(M)$, and let $U \in \mathcal{D}C_\infty$ with $U(1) = 0$. Further, let $(\mu_t)_{t \geq 0}$ be a smooth solution of (24.1). Then:

(i) If $K \geq 0$ then for any $t \geq 0$,

$$t^2 I_{U,\nu}(\mu_t) + 2t U_{\nu}(\mu_t) + W_2(\mu_t, \nu)^2 \leq W_2(\mu_0, \nu)^2.$$  

In particular,

$$U_{\nu}(\mu_t) \leq \frac{W_2(\mu_0, \nu)^2}{2t}, \quad (24.18)$$

$$I_{U,\nu}(\mu_t) \leq \frac{W_2(\mu_0, \nu)^2}{t^2}. \quad (24.19)$$

(ii) If $K \geq 0$ and $t \geq s > 0$, then

$$W_2(\mu_s, \mu_t) \leq \min \left( \sqrt{2U_{\nu}(\mu_s)} |t - s|, \sqrt{I_{U,\nu}(\mu_s)} |t - s| \right) \leq W_2(\mu_0, \nu) \min \left( \sqrt{s}, \frac{|t - s|}{s} \right). \quad (24.20)$$

(iii) If $K < 0$, the previous conclusions become

$$U_{\nu}(\mu_t) \leq \frac{e^{2Ct} W_2(\mu_0, \nu)^2}{2t}; \quad I_{U,\nu}(\mu_t) \leq \frac{e^{2Ct} W_2(\mu_0, \nu)^2}{t^2};$$

$$W_2(\mu_s, \mu_t) \leq e^{Ct} \min \left( \sqrt{2U_{\nu}(\mu_s)}, \sqrt{I_{U,\nu}(\mu_s)} |t - s| \right) \leq e^{2Ct} W_2(\mu_0, \nu) \min \left( \sqrt{s}, \frac{|t - s|}{s} \right),$$

with $C = -K$. 
Particular Case 24.17. When $U(\rho) = \rho \log \rho$, inequalities (24.18) and (24.19) become

\[
H_\nu(\mu_t) \leq \frac{W_2(\mu_0, \nu)^2}{2t}, \quad I_\nu(\mu_t) \leq \frac{W_2(\mu_0, \nu)^2}{t^2}.
\]  

(24.22)

Under a CD($K, \infty$) bound ($K < 0$) there is an additional factor $e^{-2Kt}$.

Remark 24.18. Theorem 24.16 should be thought of as an a priori estimate. If life is not unfair, one can then remove the assumption of smoothness by a density argument, and transform (24.18), (24.19) into genuine regularization estimates. This is true at least for the Particular Case 24.17.

Remark 24.19. Inequalities (24.20) and (24.21) establish the following estimates: The curve $(\mu_t)_{t \geq 0}$, viewed as a function of time $t$, is Hölder-1/2 close to $t = 0$, and Lipschitz away from $t = 0$, if $U_\nu(\mu_0)$ is finite. If $I_{U_\nu}(\mu_0)$ is finite, then the curve is Lipschitz all along.

Remark 24.20. Theorem 24.7 gave upper bounds on $U_\nu(\mu_t) - U_\nu(\nu)$ like $O(e^{-\kappa t})$, with a constant depending on $U_\nu(\mu_0)$. But now we can combine Theorem 24.7 with Theorem 24.16 to get an exponential decay with a constant that does not depend on $U_\nu(\mu_0)$, but only on $W_2(\mu_0, \nu)$. By approximation, this will lead to results of convergence that do not need the finiteness of $U_\nu(\mu_0)$.

Remark 24.21. I would bet that the estimates in (24.22) are optimal in general (although they would deserve more thinking) as far as the dependence on $\mu_0$ and $t$ is concerned. On the other hand, if $\mu_0$ is given, these bounds are terrible estimates for the short-time behavior of the Kullback and Fisher informations as functions of just $t$. Indeed, the correct scale for the Kullback information $H_\nu(\mu_t)$ is $O(\log(1/t))$, and for the Fisher information it is $O(1/t)$, as can be checked easily in the particular case when $M = \mathbb{R}^n$ and $\nu$ is the Gaussian measure.

Proof of Theorem 24.16. First note that $U(1) = 0$ implies $U_\nu(\mu) \geq U_\nu(\nu) = 0$.

Let $t > 0$ be given, and let $\text{exp}(\nabla \psi)$ be the optimal transport between $\mu_t$ and $\nu$, where as usual $\psi$ is $d^2/2$-convex. Since $U_\nu(\nu) = 0$ and $K \geq 0$, Theorem 23.14 implies

\[
U_\nu(\mu_t) + \int \langle \nabla \psi, \nabla p(\rho_t) \rangle \leq 0.
\]  

(24.23)
On the other hand, by Theorem 23.9, for almost all $t$,
\[
\frac{d^+}{dt} W_2(\mu_t, \nu)^2 \leq 2 \int \langle \tilde{\nabla} \psi, \nabla p(\rho_t) \rangle \, d\nu. \tag{24.24}
\]

The combination of (24.23) and (24.24) implies
\[
\frac{d^+}{dt} W_2(\mu_t, \nu)^2 \leq -2 U(\mu_t). \tag{24.25}
\]

Now introduce
\[
\psi(t) := a(t) I_{U,\nu}^{\mu_t} + b(t) U^\nu(\mu_t) + c(t) W_2(\mu_t, \nu)^2,
\]
where $a(t)$, $b(t)$ and $c(t)$ will be determined later.

Because of the assumption of nonnegative curvature, the quantity $I_{U,\nu}^{\mu_t}$ is nonincreasing with time. (Set $K = 0$ in (24.5)(b).) Combining this with (24.25) and Theorem 24.2(ii), we get
\[
\frac{d^+}{dt} \psi \leq [a'(t) - b(t)] I_{U,\nu}^{\mu_t} + [b'(t) - 2c(t)] U^\nu(\mu_t) + c'(t) W_2(\mu_t, \nu)^2.
\]

If we choose
\[
a(t) \equiv t^2, \quad b(t) \equiv 2t, \quad c(t) \equiv 1,
\]
then $\psi$ has to be nonincreasing as a function of $t$, and this implies (i).

Let us now prove (ii). By Theorem 24.2(iv), for almost all $t > s \geq 0$,
\[
\frac{d^+}{dt} W_2(\mu_s, \mu_t) \leq \sqrt{I_{U,\nu}^{\mu_t}} \leq \sqrt{I_{U,\nu}^{\mu_s}},
\]
so
\[
W_2(\mu_s, \mu_t) \leq \sqrt{I_{U,\nu}^{\mu_s}} |t - s|. \tag{24.26}
\]

On the other hand, by Theorems 23.9 and 23.14 (more precisely (23.26) with $K = 0$, $\sigma$ replaced by $\mu_t$ and $\mu$ replaced by $\mu_s$),
\[
\frac{d^+}{dt} W_2(\mu_s, \mu_t)^2 \leq 2 |U^\nu(\mu_s) - U^\nu(\mu_t)| \leq 2 U^\nu(\mu_s).
\]
So
\[
W_2(\mu_s, \mu_t)^2 \leq 2 U^\nu(\mu_s) |t - s|. \tag{24.27}
\]
Then (ii) results from the combination of (24.26) and (24.27), together with (i).
The proof of (iii) is pretty much the same, with the following modifications:

\[ \frac{dI_{U,\nu}(\mu_t)}{dt} \leq (-2K) I_{U,\nu}(\mu_t); \]

\[ \frac{d^+}{dt} W_2(\mu_t, \nu)^2 \leq -2 U_\nu(\mu_t) + (-2K) W_2(\mu_t, \nu)^2; \]

\[ \psi(t) := e^{2Kt} \left( t^2 I_{U,\nu}(\mu_t) + 2t U_\nu(\mu_t) + W_2(\mu_t, \nu)^2 \right). \]

Details are left to the reader. (The estimates in (iii) can be somewhat refined.)

Exercise 24.22. Assuming CD(0, \infty), establish the estimate

\[ I_{U,\nu}(\mu_t) \leq \frac{U_\nu(\mu_0)}{t}. \]

Remark 24.23. There are many known regularization results in short time, for certain of the gradient flows considered in this chapter. The two most famous examples are:

- the Li–Yau estimates, which give lower bounds on \( \Delta \log \rho_t \), for a solution of the heat equation on a Riemannian manifold, under certain curvature-dimension conditions. For instance, if \( M \) satisfies CD(0, N), then

\[ \Delta \log \rho_t \geq -\frac{N}{2t}; \]

- the Aronson–Bénilan estimates, which give lower bounds on \( \Delta \rho_t^{m-1} \) for solutions of the nonlinear diffusion equation \( \partial_t \rho = \Delta \rho^m \) in \( \mathbb{R}^n \), where \( 1 - 2/n < m < 1 \):

\[ \frac{m}{m-1} \Delta(\rho_t^{m-1}) \geq -\frac{n}{\lambda t}, \quad \lambda = 2 - n(1 - m). \]

There is an obvious similarity between these two estimates, and both can be interpreted as a lower bound on the rate of divergence of the vector field which drives particles in the gradient flow interpretation of these partial differential equations. I think it would be very interesting to have a unified proof of these inequalities, under certain geometric conditions. For instance one could try to use the gradient flow interpretation of the heat and nonlinear diffusion equations, and maybe some localization by restriction.
Bibliographical notes

In [669], Otto advocated the use of his formalism both for the purpose of finding new schemes of proof, and for giving a new understanding of certain results.

What I call the Fokker–Planck equation is

\[ \frac{\partial \mu}{\partial t} = \Delta \mu + \nabla \cdot (\mu \nabla V). \]

This is in fact an equation on measures. It can be recast as an equation on functions (densities):

\[ \frac{\partial \rho}{\partial t} = \Delta \rho - \nabla V \cdot \nabla \rho. \]

From the point of view of stochastic processes, the relation between these two formalisms is the following: \( \mu_t \) can be thought of as law \( (X_t) \), where \( X_t \) is the stochastic process defined by \( dX_t = \sqrt{2} dB_t - \nabla V(X_t) \, dt \) (\( B_t = \) standard Brownian motion on the manifold), while \( \rho_t(x) \) is defined by the equation \( \rho_t(x) = E_x \rho_0(X_t) \) (the subscript \( x \) means that the process \( X_t \) starts at \( X_0 = x \)). In the particular case when \( V \) is a quadratic potential in \( \mathbb{R}^n \), the evolution equation for \( \rho_t \) is often called the Ornstein–Uhlenbeck equation.

The observation that the Fisher information \( I_\nu \) is the time-derivative of the entropy functional \(-H_\nu \) along the heat semigroup seems to first appear in a famous paper by Stam [758] at the end of the fifties, in the case \( M = \mathbb{R} \) (equipped with the Lebesgue measure). Stam gives credit to de Bruijn for that remark. The generalization appearing in Theorem 24.2(ii) has been discovered and rediscovered by many authors.

Theorem 24.2(iii) goes back to Bakry and Émery [56] for the case \( U(r) = r \log r \). After many successive generalizations, the statement as I wrote it was formally derived in [577, Appendix D]. To my knowledge, the argument given in the present chapter is the first rigorous one to be written down in detail (modulo the technical justifications of the integrations by parts), although it is a natural expansion of previous works.

Theorem 24.2(iv) was proven by Otto and myself [671] for \( \sigma = \mu_0 \). The case \( \sigma = \nu \) is also useful and was considered in [219].

Regularity theory for porous medium equations has been the object of many works, see in particular the synthesis works by Vázquez [804, 805, 806]. When one studies nonlinear diffusions by means of optimal
transport theory, the regularity theory is the first thing to worry about. In a Riemannian context, Demange [291, 292, 290, 293] presents many approximation arguments based on regularization, truncation, etc. in great detail. Going into these issues would have led me to considerably expand the size of this chapter; but ignoring them completely would have led to incorrect proofs.

It has been known since the mid-seventies that logarithmic Sobolev inequalities yield rates of convergence to equilibrium for heat-like equations, and that these estimates are independent of the dimension. For certain problems of convergence to equilibrium involving entropy, logarithmic Sobolev inequalities are quite more convenient than spectral tools. This is especially true in infinite dimension, although logarithmic Sobolev inequalities are also very useful in finite dimension. For more information see the bibliographical notes of Chapter 21.

As recalled in Remark 24.11, convergence in the entropy sense implies convergence in total variation. In [220] various functional methods leading to convergence in total variation are examined and compared.

Around the mid-nineties, Toscani [784, 785] introduced the logarithmic Sobolev inequality in kinetic theory, where it was immediately recognized as a powerful tool (see e.g. [300]). The links between logarithmic Sobolev inequalities and Fokker–Planck equations were re-investigated by the kinetic theory community, see in particular [43] and the references therein. The emphasis was more on proving logarithmic Sobolev inequalities thanks to the study of the convergence to equilibrium for Fokker–Planck equations, than the reverse. So the key was the study of convergence to equilibrium in the Fisher information sense, as in Chapter 25; but the final goal really was convergence in the entropy sense. To my knowledge, it is only in a recent study of certain algorithms based on stochastic integration [549], that convergence in the Fisher information sense in itself has been found useful. (In this work some constructive criteria for exponential convergence in Fisher information are given; for instance this is true for the heat equation \( \partial_t \rho = \Delta \rho \), under a \( \text{CD}(K, \infty) \) bound \( (K < 0) \) and a logarithmic Sobolev inequality.)

Around 2000, it was discovered independently by Otto [669], Carrillo and Toscani [215] and Del Pino and Dolbeault [283] that the same “information-theoretical” tools could be used for nonlinear equations of the form

\[
\frac{\partial \rho}{\partial t} = \Delta \rho^m
\]  

(24.28)
Such equations are called porous medium equations for \( m > 1 \), and fast diffusion equations for \( m < 1 \). For these models there is no convergence to equilibrium: the solution disperses at infinity. But there is a well-known scaling, due to Barenblatt, which transforms (24.28) into

\[
\frac{\partial \rho}{\partial t} = \Delta \rho^m + \nabla_x \cdot (\rho x).
\]  

(24.29)

Then, up to rescaling space and time, it is equivalent to understand the convergence to equilibrium for (24.29), or to understand the asymptotic behavior for (24.28), that is, how fast it approaches a certain known self-similar profile.

The extra drift term in (24.29) acts like the confinement by a quadratic potential, and this in effect is equivalent to imposing a curvature condition \( \text{CD}(K, \infty) \) \((K > 0)\). This explains why there is an approach based on generalized logarithmic Sobolev inequalities, quite similar to the proof of Theorem 24.7.

These problems can be attacked without any knowledge of optimal transport. In fact, among the authors quoted before, only Otto did use optimal transport, and this was not at the level of proofs, but only at the level of intuition. Later in [671], Otto and I gave a more direct proof of logarithmic Sobolev inequality based on the HWI inequality. The same strategy was applied again in my joint work with Carrillo and McCann [213], for more general equations involving also a (simple) nonlinear drift.

In [213] the basic equation takes the form

\[
\frac{\partial \rho}{\partial t} = \sigma \Delta \rho + \nabla \cdot (\rho \nabla V) + \nabla \cdot \left( \rho \nabla (\rho \ast \nabla W) \right),
\]  

(24.30)

where \( \sigma \in \mathbb{R}_+ \) and \( W = W(x - y) \) is some interaction potential on \( \mathbb{R}^n \). These equations (a particular instance of McKean–Vlasov equations) appeared in the modeling of granular media [92, 93, 622], either with \( \sigma = 0 \) or with \( \sigma > 0 \), in particular in dimension 1. See the review paper [820] for much more information. Similar equations also appear in the theory of self-interacting diffusion processes [83, 84, 85, 521, 535]. (Some of the ingredients of [213] are used again in [521], along with many subtle probabilistic arguments, in the study of the confining effect of self-interaction.)

The study of exponential convergence for (24.30) leads to interesting issues, some of them briefly reviewed in [815, 820]. There are criteria for exponential convergence in terms of the convexity of \( V \) and \( W \).
These problems can also be set on a Riemannian manifold $M$ (replace $W(x-y)$ by $W(x,y)$), and then Ricci curvature estimates come into play [761]. In the particular case of linear diffusion in $\mathbb{R}^n$, there are alternative approaches to these convergence results, more directly based on coupling arguments [221, 590, 591]. In the other particular case where (24.30) is set in dimension 1, $\sigma = 0$ and $W(z) = |z|^3/3$, the solution converges to a Dirac mass, and there is a self-similar scaling allowing one to refine the study of the rate of convergence. A somewhat surprising (at least so it was for us) result of Caglioti and myself [195] states that the refinement obtained by this method is necessarily small; the argument is based on a proof of “slow convergence” for a rescaled equation, which uses the 1-Wasserstein distance $W_1$.

The strategy based on displacement convexity does not apply directly to (24.30) when the potential $W$ is not convex. However, there is an interesting interplay between the diffusion and the effect of the interaction potential. Such an effect was studied in [213] for (24.30) when $\sigma > 0$, $V = 0$ and $W = |z|^3$: even though the interaction potential is degenerately convex, the spreading caused by the diffusion is sufficient to make it “effectively” uniformly convex. Even more striking, Calvez and Carrillo [198] established convergence to equilibrium (in Wasserstein distance) for (24.30) with $V = 0$ in the nonconvex case $W(z) = |z|^k/k$ for $-1 < k < 1$ ($k = 0$ corresponds to log $|z|$). This also works if the linear diffusion $\Delta \rho$ is replaced by $\Delta \rho^m$ with $m + k > 1$.

Demange [290, 291, 292, 293] studied the fast diffusion equation

$$\partial_t \rho = \Delta \rho^{1-1/N}$$

on a Riemannian manifold, under a curvature-dimension condition $CD(K,N)$. He used the Sobolev inequality, in the form

$$H_{N/2}(\mu) \leq \frac{(N-2)(N-1)}{2K} \int \rho^{-\frac{2}{N}} |\nabla \rho|^2 d\nu$$

$$\leq \frac{(N-2)(N-1)}{2K} (\sup \rho)^{-\frac{2}{N}} \int \rho^{1-\frac{2}{N}} |\nabla \rho|^2 d\nu$$

to obtain a differential inequality such as

$$\frac{dH_{N/2}(\mu_t)}{dt} \leq - \left( \frac{N-2}{N-1} \right) (\sup \rho)^{-\frac{2}{N}} H_{N/2}(\mu_t) \frac{H_{N/2}(\mu_t)}{2K},$$

and deduced an estimate of the form

$$H_{N/2}(\mu_t) = O(e^{-(\lambda_N + \varepsilon)t}),$$

where $\lambda_N$ is the presumably optimal rate that one would obtain without the $(\sup \rho)$ term, and $\varepsilon > 0$ is arbitrarily small. His estimate is
slightly stronger than the one which I derived in Theorem 24.7 and Remark 24.12, but the asymptotic rate is the same.

All the methods described before apply to the study of the time asymptotics of the porous medium equation \( \partial_t \rho = \Delta \rho^m \), but only under the restriction \( m \geq 1 - 1/N \). In that regime one can use time-rescaling and tools similar to the ones described in this chapter, to prove that the solutions become close to Barenblatt’s self-similar solution.

When \( m < 1 - 1/N \), displacement convexity and related tricks do not apply any more. This is why it was rather a sensation when Carrillo and Vázquez [217] applied the Aronson–Bénilan estimates to the problem of asymptotic behavior for fast diffusion equations with exponents \( m \) in \((1 - \frac{2}{N}, 1 - \frac{1}{N})\), which is about the best that one can hope for, since Barenblatt profiles do not exist for \( m \leq 1 - 2/N \).

Here we see the limits of Otto’s formalism: such results as the dimensional refinement of the rate of convergence for diffusive equations (Remark 24.10), or the Carrillo–Vázquez estimates, rely on inequalities of the form

\[
\int p(\rho) \Gamma_2(\nabla U'(\rho)) \, d\nu + \int p_2(\rho) (LU'(\rho))^2 \, d\nu \geq \ldots
\]

in which one takes advantage of the fact that the same function \( \rho \) appears in the terms \( p(\rho) \) and the \( p_2(\rho) \) on the one hand, and in the terms \( \nabla U'(\rho) \) and the \( LU'(\rho) \) on the other. The technical tool might be changes of variables for the \( \Gamma_2 \) (as in [541]), or elementary integration by parts (as in [217]); but I don’t see any interpretation of these tricks in terms of the Wasserstein space \( P_2(M) \).

The story about the rates of equilibration for fast diffusion equations does not end here. At the same time as Carrillo and Vázquez obtained their main results, Denzler and McCann [298, 299] computed the spectral gap for the linearized fast diffusion equations in the same interval of exponents \((1 - \frac{2}{N}, 1 - \frac{1}{N})\). This study showed that the rate of convergence obtained by Carrillo and Vázquez is off the value suggested by the linearized analysis by a factor 2 (except in the radially symmetric case where they obtain the optimal rate thanks to a comparison method).

The connection between the nonlinear and the linearized dynamics is still unclear, although some partial results have been obtained by McCann and Slepčev [619]. More recently, S.J. Kim and McCann [517] have derived optimal rates of convergence for the “fastest” nonlinear diffusion equations, in the range \( 1 - 2/N < m \leq 1 - 2/(N + 2) \), by comparison methods involving Newtonian potentials. Another work by
Cáceres and Toscani [183] also recovers some of the results of Denzler and McCann by means of completely different methods with their roots in kinetic theory. There is still ongoing research to push the rates of convergence and the range of admissible nonlinearities, in particular by Denzler, Koch, McCann and probably others.

In dimension 2, the limit case $m = 0$ corresponds to a logarithmic diffusion; it is related to geometric problems, such as the evolution of conformal surfaces or the Ricci flow [806, Chapter 8].

More general nonlinear diffusion equations of the form $\partial_t \rho = \Delta p(\rho)$ have been studied by Biler, Dolbeault and Esteban [119], and Carrillo, Di Francesco and Toscani [210, 211] in $\mathbb{R}^n$. In the latter work the rescaling procedure is recast in a more geometric and physical interpretation, in terms of temperature and projections; a sequel by Carrillo and Vázquez [218] shows that the intermediate asymptotics can be complicated for well-chosen nonlinearities. Nonlinear diffusion equations on manifolds were also studied by Demange [291] under a $\text{CD}(K,N)$ curvature-dimension condition, $K > 0$.

Theorem 24.7(ii) is related to a long tradition of study of contraction rates in Wasserstein distance for diffusive equations [231, 232, 458, 662]. Sturm and Renesse [764] noted that such contraction rates characterize nonnegative Ricci curvature; Sturm [761] went on to give various characterizations of $\text{CD}(K,N)$ bounds in terms of contraction rates for possibly nonlinear diffusion equations.

In the one-dimensional case ($M = \mathbb{R}$) there are alternative methods to get contraction rates in $W_2$ distance, and one can also treat larger classes of models (for instance viscous conservation laws), and even obtain decay in $W_p$ for any $p$; see for instance [137, 212]. Recently, Brenier found a re-interpretation of these one-dimensional contraction properties in terms of monotone operators [167]. Also the asymptotic behavior of certain conservation laws has been analyzed in this way [208, 209] (with the help of the strong “$W_\infty$ distance”!).

Another model for which contraction in $W_2$ distance has been established is the Boltzmann equation, in the particular case of a spatially homogeneous gas of Maxwellian molecules. This contraction property was discovered by Tanaka [644, 776, 777]; see [138] for recent work on the subject. Some striking uniqueness results have been obtained by Fournier and Mouhot [377, 379] with a related method (see also [378]).

To conclude this discussion about contraction estimates, I shall briefly discuss some links with Perelman’s analysis of the backward
A first observation by McCann and Topping [620] is that the evolution by this flow forces the heat equation to be a contraction in Wasserstein distance, even if the Ricci curvature is not everywhere nonnegative. McCann and Topping also established a converse result characterizing the Ricci flow in terms of contractive semigroups. Related topics were independently studied by Carfora [200].

These investigations were pushed further by Topping [782] and Lott [576] with the help of the formalism of displacement interpolation for Lagrangian actions (recall Chapter 7). For instance, define

\[
\mathcal{L}_{t_0,t_1}^{t}(x,y) = \inf \left\{ \frac{1}{2} \int_{t_0}^{t_1} \left( \|\dot{\gamma}(t)\|^2 + S(\gamma(t),t) \right) \, dt \right\},
\]

where the infimum is taken over all \( C^1 \) paths \( \gamma : [t_0, t_1] \to M \) such that \( \gamma(t_0) = x \) and \( \gamma(t_1) = y \), and \( S(x,t) \) is the scalar curvature of \( M \) (evolving under backward Ricci flow) at point \( x \) and time \( t \). As in Chapter 7, this induces a Hamilton–Jacobi equation, and an action in the space of measures. Then it is shown in [576] that \( H(\mu_t) - \int \phi_t \, d\mu_t \) is convex in \( t \) along the associated displacement interpolation, where \( (\phi_t) \) is a solution of the Hamilton–Jacobi equation. Other theorems in [576, 782] deal with a variant of \( \mathcal{L}_0 \) in which some time-rescalings have been performed. Not only do these results generalize the contraction property of [620], but they also imply Perelman’s estimates of monotonicity of the so-called \( W \)-entropy and reduced volume functionals (which were an important tool in the proof of the Poincaré conjecture).

I shall now comment on short-time decay estimates. The short-time behavior of the entropy and Fisher information along the heat flow (Theorem 24.16) was studied by Otto and myself around 1999 as a technical ingredient to get certain a priori estimates in a problem of hydrodynamical limits. This work was not published, and I was quite surprised to discover that Bobkov, Gentil and Ledoux [127, Theorem 4.3] had found similar inequalities and applied them to get a new proof of the HWI inequality. Otto and I published our method [672] as a comment to [127]; this is the same as the proof of Theorem 24.16. It can be considered as an adaptation, in the context of the Wasserstein space, of some classical estimates about gradient flows in Hilbert spaces, that can be found in Brézis [171, Théorème 3.7]. The result of Bobkov, Gentil and Ledoux is actually more general than ours, because these authors seem to have sharp constants under \( \text{CD}(K,\infty) \) for all values of \( K \in \mathbb{R} \),
while it is not clear that our method is sharp for $K \neq 0$. For $K = 0$ both methods yield exactly the same result, which was a bit of a puzzle to me. It would be interesting to clarify all this.

In relation to Remark 24.21, I was asked the following question by Guionnet (and I am unable to answer): Given a solution $(\mu_t)$ of the heat equation $\partial_t \rho = L \rho$, is it true that $t I_\nu(\mu_t)$ converges to a finite limit as $t \to 0$? If yes, then by De L’Hospital’s rule, this is also the limit of $H_\nu(\mu_t)/|\log t|$ as $t \to 0$. In the particular case when $\mu_0 = f + \sum_{k=1}^N a_k \delta_{x_k}$, with $f$ smooth, it is not difficult to show that $t I_\nu(\mu_t)$ converges to $\sum a_k$. This question is motivated by some problems in free probability theory.

Inequality (24.25) goes back to [672], under adequate regularity assumptions, for the main case of interest which is $U(r) = r \log r$.

Hölder-1/2 estimates in time are classical for gradient flows; in the context of the Wasserstein space, they appeared in several works, for instance [30].

In [214] and [30] there were some investigations about the possibility to directly use Otto’s formalism to perform the proof of Theorem 24.2 and the other theorems in this chapter.

The Li–Yau heat kernel estimates go back to [552]; they were refined by Davies [272], then by Bakry and Qian [60]; the latter paper is closely related to certain issues that will be addressed in the next chapter. In any case, the Bochner formula and various forms of maximum principles are the main ingredients behind these estimates. Recently, Bakry and Ledoux [59] derived improved forms of the Li–Yau estimates, and made the connection with the theory of logarithmic Sobolev inequalities.

There are similarities between the Li–Yau parabolic Harnack inequality and the study of Perelman’s $\mathcal{L}$-functional; in view of Topping’s work [782], this seems to give one further reason to hope for a direct relation between optimal transport and Li–Yau inequalities.

The Aronson–Bénilan estimates were established in [45]. There is some overlap between the Aronson–Bénilan and Li–Yau bounds; see [580] for a common framework. (Early attempts were performed by Carrillo and myself.)

Recently Demange has obtained short-time regularization estimates like $\sup \rho_t = O(t^{-N})$ for the fast diffusion equation $\partial_t \rho = \Delta \rho^{1-1/N}$ in positive curvature, which are optimal in a certain sense.

In this chapter as in the previous one, I have only been interested in gradient flows; but there are probably other questions about the qual-
itative behavior of Hamiltonian flows which make sense in relation to optimal transport. For instance, if one were able to construct “Gibbs measures” of the form (15.23) on the set $P_2(M)$, where $M$ is a symplectic manifold, then they would be natural candidates to be relevant invariant measures for Hamiltonian flows in $P_2(M)$. Take for instance $M = T^2$, and define the Hamiltonian as $H(\mu) = \int G(x, y) \mu(dx) \mu(dy)$, where $G(x, y)$ is the fundamental solution of the Laplace operator on $T^2$; then the associated “Hamiltonian flow” should be the two-dimensional Euler equation. For this equation the problem of constructing invariant measures was considered long ago [94, 693] without real success (see however [14]); it is natural to ask whether the optimal transport approach provides a path to attack this problem.
Gradient flows III: Functional inequalities

In the preceding chapter certain functional inequalities were used to provide quantitative information about the behavior of solutions to certain partial differential equations. In the present chapter, conversely, the behavior of solutions to certain partial differential equations will help establish certain functional inequalities.

For the kind of inequalities that will be encountered in this chapter, this principle has been explored in depth since the mid-eighties, starting with Bakry and Émery’s heat semigroup proof of Theorem 21.2. Nowadays, one can prove this theorem by more direct means (as I did in Chapter 21); nevertheless, the heat semigroup argument is still of interest, and not only for historical reasons. Indeed it has been the basis for many generalizations, some of which are still out of reach of alternative methods.

Optimal transport appears in this game from two different perspectives. On the one hand, several inequalities involving optimal transport have been proven by diffusion semigroup methods. On the other hand, optimal transport has provided a re-interpretation of these methods, since several diffusion equations can be understood as gradient flows with respect to a structure induced by optimal transport. This interpretation has led to a more synthetic and geometric picture of the field; and Otto’s calculus has provided a way to shortcut some intricate computations.

That being said, I have to admit that there are limitations to this point of view. It is true that some of the most important computations in Bakry’s $I_2$ calculus can be understood in terms of optimal transport; but some other parts of the formalism, in particular those based on changes of functions, have remained inaccessible so far. Usually such
Gradient flows III: Functional inequalities

Manipulations are useful to treat functional inequalities involving a natural class of functions whose dimension “does not match” the dimension of the curvature-dimension condition. More explicitly: It is usually okay to interpret in terms of optimal transport a proof involving functions in $\mathcal{DC}_\infty$ under a curvature-dimension assumption $\text{CD}(K, \infty)$. Such is also the case for a proof involving functions in $\mathcal{DC}_N$ under a curvature-dimension assumption $\text{CD}(K, N)$. But to get the correct constants for an inequality involving functions in $\mathcal{DC}_N$ under a condition $\text{CD}(K, N')$, $N' < N$, may be much more of a problem.

In this chapter, I shall discuss three examples which can be worked out nicely. The first one is an alternative proof of Theorem 21.2, following the original argument of Bakry and Émery. The second example is a proof of the optimal Sobolev inequality (21.8) under a $\text{CD}(K, N)$ condition, recently discovered by Demange. The third example is an alternative proof of Theorem 22.17, along the lines of the original proof by Otto and myself.

The proofs in this chapter will be sloppy in the sense that I shall not go into smoothness issues, or rather admit auxiliary regularity results which are not trivial, especially in unbounded manifolds. These regularity issues are certainly the main drawback of the gradient flow approach to functional inequalities — to the point that many authors prefer to just ignore these difficulties!

I shall use the same conventions as in the previous chapters: $U$ will be a nonlinearity belonging to some displacement convexity class, and $p(r) = r U'(r) - U(r)$ will be the associated pressure function; $\nu = e^{-V}\text{vol}$ will be a reference measure, and $L$ will be the associated Laplace-type operator admitting $\nu$ as invariant measure. Moreover,

$$U_\nu(\mu) = \int U(\rho) \, d\nu, \quad I_{U, \nu}(\mu) = \int \rho |\nabla U'(\rho)|^2 \, d\nu = \int \frac{\|
abla p(\rho)\|^2}{\rho} \, d\nu,$$

$$H_{N, \nu}(\mu) = -N \int (\rho^{1-\frac{1}{N}} - \rho) \, d\nu, \quad I_{N, \nu}(\mu) = \left(1 - \frac{1}{N}\right) \int \rho^{-1-\frac{1}{N}} |\nabla \rho|^2 \, d\nu,$$

$$H_{\infty, \nu}(\mu) = H_\nu(\mu) = \int \rho \log \rho \, d\nu, \quad I_{\infty, \nu}(\mu) = I_\nu(\mu) = \int \frac{\|
abla \rho\|^2}{\rho} \, d\nu,$$

where $\rho$ always stands for the density of $\mu$ with respect to $\nu$. 

Logarithmic Sobolev inequalities revisited

**Theorem 25.1 (Infinite-dimensional Sobolev inequalities from Ricci curvature).** Let $M$ be a Riemannian manifold equipped with a reference measure $\nu$ satisfying a curvature-dimension bound $\text{CD}(K,\infty)$ for some $K > 0$, and let $U \in \mathcal{D}C_\infty$. Further, let $\lambda := \lim_{r \to 0} p(r)/r$. Then, for all $\mu \in P_{2c}^\infty(M)$,

$$U_\nu(\mu) - U_\nu(\nu) \leq \frac{I_{U,\nu}(\mu)}{2K\lambda}.$$ 

**Particular Case 25.2 (Bakry–Émery theorem again).** If $(M,\nu)$ satisfies $\text{CD}(K,\infty)$ for some $K > 0$, then the following logarithmic Sobolev inequality holds true:

$$\forall \mu \in P_{\text{ac}}^\infty(M), \quad H_\nu(\mu) \leq \frac{I_\nu(\mu)}{2K}.$$ 

**Sloppy proof of Theorem 25.1.** By using Theorem 17.7(vii) and an approximation argument, we may assume that $\rho$ is smooth, that $U$ is smooth on $(0, +\infty)$, that the solution $(\rho_t)_{t \geq 0}$ of the gradient flow

$$\frac{\partial \rho}{\partial t} = Lp(\rho_t),$$

starting from $\rho_0 = \rho$ is smooth, that $U_\nu(\mu_0)$ is finite, and that $t \to U_\nu(\mu_t)$ is continuous at $t = 0$.

For notational simplicity, let

$$H(t) := U_\nu(\mu_t), \quad I(t) := I_{U,\nu}(\mu_t).$$

From Theorems 24.2(ii) and 24.7(i)(b),

$$\frac{dH(t)}{dt} = -I(t), \quad I(t) \leq I(0) e^{-2K\lambda t}.$$ 

By Theorem 24.7(i)(a), $H(t) \to 0$ as $t \to \infty$. So

$$H(0) = \int_0^{+\infty} I(t) \, dt \leq I(0) \int_0^{+\infty} e^{-2K\lambda t} \, dt = \frac{I(0)}{2K\lambda},$$

which is the desired result. □
Sobolev inequalities revisited

**Theorem 25.3 (Generalized Sobolev inequalities under Ricci curvature bounds).** Let $M$ be a Riemannian manifold equipped with a reference measure $\nu = e^{-V}$, $V \in C^2(M)$, satisfying a curvature-dimension bound $\text{CD}(K,N)$ for some $K > 0$, $N \in [1, \infty)$. Let $U \in DC_N$ with $U'' > 0$ on $(0, +\infty)$, and let $A \in C(\mathbb{R}_+) \cap C^2((0, +\infty))$ be such that $A(0) = A(1) = 0$ and $A''(r) = r^{\frac{1}{N}} U''(r)$. Then, for any probability density $\rho$ on $M$,

$$\int_M A(\rho) \, d\nu \leq \frac{1}{2K\lambda} \int_M \rho |\nabla U'(\rho)|^2 \, d\nu,$$

where

$$\lambda = \lim_{r \downarrow 0} \frac{p(r)}{r^{1-\frac{1}{N}}}.$$

**Remark 25.4.** For a given $U$, there might not necessarily exist a suitable $A$. For instance, if $U = U_N$, it is only for $N > 2$ that we can construct $A$.

**Particular Case 25.5 (Sobolev inequalities).** Whenever $N > 2$, let

$$U(r) = U_N(r) = -N(r^{1-\frac{1}{N}} - r), \quad A(r) = -\frac{N(N-1)}{2(N-2)} (r^{1-\frac{1}{N}} - r);$$

then (25.1) reads

$$H_{\frac{N}{2}}(\mu) \leq \frac{1}{2K} \left( \frac{N-2}{N-1} \right) I_{N,\nu}(\mu),$$

which can also be rewritten in the form of (21.9) or (21.8).

**Sloppy proof of Theorem 25.3.** By density, we may assume that the density $\rho_0$ of $\mu$ is smooth; we may also assume that $A$ and $U$ are smooth on $(0, +\infty)$ (recall Proposition 17.7(vii)). Let $(\rho_t)_{t \geq 0}$ be the solution of the gradient flow equation

$$\frac{\partial \rho}{\partial t} = \nabla \cdot (\rho \nabla U'(\rho)),$$

and as usual $\mu_t = \rho_t \nu$. It can be shown that $\rho_t$ is uniformly bounded below by a positive number as $t \to \infty$. 
By Theorem 24.2(iii),
\[
\frac{d}{dt} I_{U,\nu}(\mu_t) \leq -2K\lambda \int_M \rho_t^{1-\frac{1}{N}} |\nabla U'(\rho_t)|^2 d\nu. \tag{25.3}
\]

On the other hand, from the assumption \(A''(r) = r^{-\frac{1}{N}} U''(r), \)
\[
\nabla A'(\rho) = \rho^{-\frac{1}{N}} \nabla U'(\rho).
\]

So Theorem 24.2(i) implies
\[
\frac{d}{dt} \int A(\rho_t) d\nu = -\int_M \rho_t \nabla A'(\rho_t) \cdot \nabla U'(\rho_t) d\nu = -\int_M \rho_t^{1-\frac{1}{N}} |\nabla U'(\rho_t)|^2 d\nu. \tag{25.4}
\]

The combination of (25.3) and (25.4) leads to
\[
-\frac{d}{dt} A_{\nu}(\mu_t) \leq -\left( \frac{1}{2K\lambda} \right) \frac{d}{dt} I_{U,\nu}(\mu_t). \tag{25.5}
\]

As \(t \to \infty, I_{U,\nu}(\mu_t)\) and \(U_{\nu}(\mu_t)\) converge to 0 (Theorem 24.7(i)). Since \(\rho_t\) is uniformly bounded below and \(U''\) is uniformly positive on the range of \(\rho_t\), this implies that \(\rho_t \to 1\) in \(L^1(\nu)\), and also that \(A_{\nu}(\mu_t)\) converges to 0. Then one can integrate both sides of (25.5) from \(t = 0\) to \(t = \infty\), and recover
\[
A_{\nu}(\mu_0) \leq \left( \frac{1}{2K\lambda} \right) I_{U,\nu}(\mu_0),
\]
as desired. \(\square\)

From log Sobolev to Talagrand, revisited

Theorem 25.6 (From Sobolev-type inequalities to concentration inequalities). Let \(M\) be a Riemannian manifold equipped with a reference probability measure \(\nu = e^{-V} \text{vol} \in P^c_2(M), V \in C^2(M)\). Let \(U \in \mathcal{D}\). Assume that for any \(\mu \in P^c_2(M)\), holds the inequality
\[
U_{\nu}(\mu) - U_{\nu}(\nu) \leq \frac{1}{2K} I_{U,\nu}(\mu). \tag{25.6}
\]
Further assume that the Cauchy problem associated with the gradient flow \( \partial_t \rho = L_p(\rho) \) admits smooth solutions for smooth initial data. Then, for any \( \mu \in P^\infty_2(M) \), holds the inequality
\[
\frac{W_2(\mu, \nu)^2}{2} \leq \frac{U_\nu(\mu) - U_\nu(\nu)}{K}.
\]

**Particular Case 25.7 (From Log Sobolev to Talagrand).** If the reference measure \( \nu \) on \( M \) satisfies a logarithmic Sobolev inequality with constant \( K \), and a curvature-dimension bound \( \text{CD}(K', \infty) \) for some \( K' \in \mathbb{R} \), then it also satisfies a Talagrand inequality with constant \( K' \):
\[
\forall \mu \in P^\infty_2(M), \quad W_2(\mu, \nu) \leq \sqrt{\frac{2H_\nu(\mu)}{K}}, \tag{25.7}
\]

**Sloppy proof of Theorem 25.6.** By a density argument, we may assume that \( \mu \) has a smooth density \( \mu_0 \), and let \( (\mu_t)_{t \geq 0} \) evolve according to the gradient flow (25.2). By Theorem 24.2(ii),
\[
\frac{d}{dt} U_\nu(\mu_t) = -I_{U, \nu}(\mu_t).
\]
In particular, \( (d/dt)U_\nu(\mu_t) \leq -2KU_\nu(\mu_t) \), so \( U_\nu(\mu_t) \) converges to 0 as \( t \to \infty \) (exponentially fast).

By Theorem 24.2(iv), for almost all \( t \),
\[
\frac{d^+}{dt} W_2(\mu_0, \mu_t) \leq \sqrt{I_{U, \nu}(\mu_t)}.
\]
On the other hand, by assumption,
\[
\sqrt{I_{U, \nu}(\mu_t)} \leq \frac{I_{U, \nu}(\mu_t)}{\sqrt{2KU_\nu(\mu_t)}} = -\frac{d}{dt} \sqrt{\frac{2U_\nu(\mu_t)}{K}}. \tag{25.8}
\]
From (24.4) and (25.8),
\[
\frac{d^+}{dt} W_2(\mu_0, \mu_t) \leq -\frac{d}{dt} \sqrt{\frac{2U_\nu(\mu_t)}{K}}.
\]
Stated otherwise: If
\[
\psi(t) := W_2(\mu_0, \mu_t) + \sqrt{\frac{2U_\nu(\mu_t)}{K}},
\]
then \( d^+ \psi/dt \leq 0 \), i.e. \( \psi \) is nonincreasing as a function of \( t \), and so
lim \limits_{t \to \infty} \psi(t) \leq \psi(0). \tag{25.9}

Let us now check that $\mu_t$ converges weakly to $\nu$. Inequality (25.9) implies that $W_2(\mu_0, \mu_t)$ remains bounded as $t \to \infty$; so $\int d(z, x) \mu_t(dx) \leq \int d(z, x) \mu_0(dx) + W_1(\mu_0, \mu_t)$ is also uniformly bounded, and $\{\mu_t\}$ is tight as $t \to \infty$. Up to extraction of a sequence of times, $\mu_t$ converges weakly to some measure $\tilde{\mu}$. On the other hand, the functional inequality (25.6) forces $U''$ to be positive on $(0, +\infty)$, and then the convergence $U_{\nu}(\mu_t) \to 0 = U_{\nu}(\nu)$ is easily seen to imply $\rho_t \to 1$ almost surely. This combined with the weak convergence of $\mu$ to $\tilde{\mu}$ imposes $\tilde{\mu} = \nu$; so $\mu_t$ does converge weakly to $\nu$. As a consequence,

\[ W_2(\mu_0, \nu) \leq \liminf_{t \to \infty} W_2(\mu_0, \mu_t) \]
\[ = \liminf_{t \to \infty} \psi(t) \]
\[ \leq \psi(0) = \sqrt{(2U_{\nu}(\mu_0))}/K, \]

which proves the claim. \qed

Appendix: Comparison of proofs

The proofs in the present chapter were based on gradient flows of displacement convex functionals, while proofs in Chapters 21 and 22 were more directly based on displacement interpolation. How do these two strategies compare to each other?

From a formal point of view, they are not so different as one may think. Take the case of the heat equation,

\[ \frac{\partial \rho}{\partial t} = \Delta \rho, \]

or equivalently

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \nabla (-\log \rho)) = 0. \]

The evolution of $\rho$ is determined by the “vector field” $\rho \to (-\log \rho)$, in the space of probability densities. Rescale time and the vector field itself as follows:

\[ \varphi_\varepsilon(t, x) = -\varepsilon \log \rho \left( \frac{\varepsilon t}{2}, x \right). \]
Then $\varphi_\varepsilon$ satisfies the equation

$$
\frac{\partial \varphi_\varepsilon}{\partial t} + \frac{\left| \nabla \varphi_\varepsilon \right|^2}{2} = \frac{\varepsilon}{2} \Delta \varphi_\varepsilon.
$$

Passing to the limit as $\varepsilon \to 0$, one gets, at least formally, the Hamilton–Jacobi equation

$$
\frac{\partial \varphi}{\partial t} + \frac{\left| \nabla \varphi \right|^2}{2} = 0,
$$

which is in some sense the equation driving displacement interpolation.

There is a general principle here: After suitable rescaling, the velocity field associated with a gradient flow resembles the velocity field of a geodesic flow. Here might be a possible way to see this. Take an arbitrary smooth function $U$, and consider the evolution

$$
\dot{x}(t) = -\nabla U(x(t)).
$$

Turn to Eulerian formalism, consider the associated vector field $v$ defined by

$$
\frac{d}{dt} X(t, x_0) = -\nabla U(X(t, x_0)) =: -v(t, X(t, x_0)),
$$

and rescale by

$$
v_\varepsilon(t, x_0) = \varepsilon v(\varepsilon t, X(\varepsilon t, x_0)).
$$

then one can check that, as $\varepsilon \to 0$,

$$
\nabla_{x_0} v_\varepsilon(t, x_0) \simeq \varepsilon \nabla^2 U(x_0).
$$

It follows by an explicit calculation that

$$
\frac{\partial v_\varepsilon}{\partial t} + v_\varepsilon \cdot \nabla v_\varepsilon \simeq 0.
$$

So as $\varepsilon \to 0$, $v_\varepsilon(t, x)$ should asymptotically satisfy the equation of a geodesic vector field (pressureless Euler equation).

There is certainly more to say on the subject, but whatever the interpretation, the Hamilton–Jacobi equations can always be squeezed out of the gradient flow equations after some suitable rescaling. Thus we may expect the gradient flow strategy to be more precise than the displacement convexity strategy. This is also what the use of Otto’s calculus suggests: Proofs based on gradient flows need a control of $\operatorname{Hess} U_\nu$ only in the direction $\operatorname{grad} U_\nu$, while proofs based on displacement convexity
need a control of Hess $U_\nu$ in all directions. This might explain why there is at present no displacement convexity analogue of Demange’s proof of the Sobolev inequality (so far only weaker inequalities with nonsharp constants have been obtained).

On the other hand, proofs based on displacement convexity are usually rather simpler, and more robust than proofs based on gradient flows: no issues about the regularity of the semigroup, no subtle interplay between the Hessian of the functional and the “direction of evolution”...

In the end we can put some of the main functional inequalities discussed in these notes in a nice array. Below, “LSI” stands for “Logarithmic Sobolev inequality”; “T” for “Talagrand inequality”; and “Sob$^2$” for the Sobolev inequality with exponent 2. So LSI($K$), T($K$), HWI($K$) and Sob$^2$($K,N$) respectively stand for (21.4), (22.4) (with $p = 2$), (20.17) and (21.8).

<table>
<thead>
<tr>
<th>Theorem</th>
<th>Gradient flow proof</th>
<th>Displ. convexity proof</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD($K,\infty$) ⇒ LSI($K$)</td>
<td>Bakry–Émery</td>
<td>Otto–Villani</td>
</tr>
<tr>
<td>LSI($K$) ⇒ T($K$)</td>
<td>Otto–Villani</td>
<td>Bobkov–Gentil–Ledoux</td>
</tr>
<tr>
<td>CD($K,\infty$) ⇒ HWI($K$)</td>
<td>Bobkov–Gentil–Ledoux</td>
<td>Otto–Villani</td>
</tr>
<tr>
<td>CD($K,N$) ⇒ Sob$^2$($K,N$)</td>
<td>Demange</td>
<td>??</td>
</tr>
</tbody>
</table>

**Bibliographical notes**

Stam used a heat semigroup argument to prove an inequality which is equivalent to the Gaussian logarithmic Sobolev inequality in dimension 1 (recall the bibliographical notes for Chapter 21). His argument was not completely rigorous because of regularity issues, but can be repaired; see for instance [205, 783].

The proof of Theorem 25.1 in this chapter follows the strategy by Bakry and Émery, who were only interested in the Particular Case 25.2. These authors used a set of calculus rules which has been dubbed the “$T_2$ calculus”. They were not very careful about regularity issues, and for that reason the original proof probably cannot be considered as completely rigorous (in particular for noncompact manifolds, in which regularity issues are not so innocent, even if the curvature-dimension condition prevents the blow-up of the heat semigroup). However, recently Demange [291] carried out complete proofs for much more delicate situations, so there is no reason to doubt that the Bakry–Émery
argument can be made fully rigorous. Also, when the manifold is \( \mathbb{R}^n \)
equipped with a reference density \( e^{-V} \), the proof was carefully rewritten
by Arnold, Markowich, Toscani and Unterreiter [43], in the language
of partial differential equations. This paper was the sequel to a simpler
paper by Toscani [785] considering the particular case of the Gaussian
measure.

The Bakry–Émery strategy was applied independently by Otto [669]
and by Carrillo and Toscani [215] to study the asymptotic behavior of
porous medium equations. Since then, many authors have applied it to
various classes of nonlinear equations, see e.g. [213, 217].

The interpretation of the Bakry–Émery proof as a gradient flow
argument was developed in my paper with Otto [671]. This interpreta-
tion was of much help when we considered more complicated nonlinear
situations in [213].

In this chapter as in [671] the gradient flow interpretation was used
only as a help to understanding; but the gradient flow formalism can
also be used more directly, see for instance [655].

Theorem 25.3 is due to Demange [291]. Demange did not only treat
the inequality (21.9), but also the whole family (21.7). A disturbing
remark is that for many members of this family, several distinct gradient
flows can be used to yield the same functional inequality. Demange
also discussed other criteria than \( U \in \mathcal{DC}_N \), allowing for finer results
if, say, \( U \in \mathcal{DC}_N \) but the curvature-dimension bound is \( \text{CD}(K,N') \)
for some \( N' < N \); at this point he uses formulas of change of variables
for \( \Gamma_2 \) operators. He found a mysterious structure condition on the
nonlinearity \( U \), which in many cases leads to finer results than the
\( \mathcal{DC}_N \) condition:

\[
    rq'(r) + q(r) \geq \frac{9N}{4(N+2)} q(r)^2, \quad q(r) = \frac{rU''(r)}{U'(r)} + \frac{1}{N}.
\]  \( (25.10) \)

(Note that \( q \equiv 0 \) for \( U = U_N \).)

Demange worked on arbitrary noncompact manifolds by using a
careful truncation procedure; he restricted the equation to bounded
open subsets and imposed Dirichlet boundary conditions. (Neumann’s
boundary conditions would be more natural, for instance because they
preserve the mass; but the Dirichlet boundary conditions have the ma-
jor technical advantage of coming with a monotonicity principle.) All of
Demange’s results still seem to be out of reach of more direct methods
based on displacement interpolation.
The proof of Theorem 25.6 was implemented in my joint work with Otto [671]. The proof there is (hopefully!) complete, but we only considered Particular Case 25.7 (certainly the most important). We carefully checked that the curvature bound $CD(K', \infty)$ prevents the blow-up of the heat equation. Maybe one can still make the proof work without that lower bound assumption, by truncating the logarithmic Sobolev inequality and the Talagrand inequality, and then working in an arbitrarily large bounded open subset of the manifold, imposing Neumann boundary conditions. In any case, to treat noncompact manifolds without lower bounds on the curvature, it is certainly easier to use the proof of Theorem 22.17, based on the Bobkov–Gentil–Ledoux method.

Later, Biane and Voiculescu [118] adapted our argument to free probability theory, deriving a noncommutative analog of the Talagrand inequality; what plays the role of the Gaussian measure is now Wigner’s semi-circular law. In their paper, they also discuss many generalizations, some of which seem to have no classical counterpart so far.

F.-Y. Wang [831], and Cattiaux and Guillin [219] have worked out several other variants and applications of our scheme of proof. Cattiaux and Guillin also noticed that one could replace the original argument based on an upper estimate of $(d/dt)W_2(\mu_0, \mu_t)$, by a lower estimate of $(d/dt)W_2(\mu_t, \nu)$.

The observation that the Hamilton–Jacobi equation can be obtained from the heat equation after proper rescaling is quite old, and it is now a classical exercise in the theory of viscosity solutions (see e.g. [335]). Bobkov, Gentil and Ledoux [127] observed that this could constitute a bridge between the two main existing strategies for logarithmic Sobolev inequalities. Links with the theory of large deviations have been investigated in [335, 355].

As for the final array in the Appendix, the corresponding papers are those of Bakry and Émery [56], Otto and Villani [671], Bobkov, Gentil and Ledoux [127], and Demange [290, 291].
Synthetic treatment of Ricci curvature
The last part of these notes is devoted to a direction of research which was mainly explored by Lott, Sturm and myself from 2004 on.

In Chapter 17 it was proven that lower Ricci curvature bounds influence displacement convexity properties of certain classes of functionals; but also that these properties characterize lower Ricci curvature bounds. So we may “transform the theorem into a definition” and express the property “Ricci curvature is bounded below by $K$” in terms of certain displacement convexity properties. This approach is synthetic, in the sense that it does not rely on analytic computations (of the Ricci tensor...), but rather on the properties of certain objects which play an important role in some geometric arguments.

This point of view has the advantage of applying to nonsmooth spaces, just as lower (or upper) sectional curvature bounds can be defined in nonsmooth metric spaces by Alexandrov’s method. An important difference however is that the notion of generalized Ricci curvature will be defined not only in terms of distances, but also in terms of reference measures. So the basic object will not be a metric space, but a metric-measure space, that is, a metric space equipped with a reference measure.

Chapters 26 and 27 are preparatory. In Chapter 26 I shall try to convey in some detail the meaning of the word “synthetic”, with a simple illustration about convex functions; then Chapter 27 will be devoted to some reminders about the convergence of metric-measure spaces.

The next two chapters constitute the core of this part. In Chapter 28 I will consider optimal transport in possibly nonsmooth spaces, and establish various properties of stability of optimal transport under convergence of metric-measure spaces. Then in Chapter 29 I shall present a synthetic definition of the curvature-dimension condition $CD(K,N)$ in a nonsmooth context, and prove that it too is stable. Here is a geometric consequence of these results that can be stated without any reference to optimal transport: If a Riemannian manifold is the limit of a sequence of $CD(K,N)$ Riemannian manifolds, then it, too, satisfies $CD(K,N)$.

The last chapter will present the state of the art concerning the qualitative geometric and analytic properties enjoyed by metric-measure spaces satisfying curvature-dimension conditions, with complete proofs.
The issues discussed in this part are concisely reviewed in my seminar proceedings [821] (in French), or the survey paper by Lott [573], whose presentation is probably more geometer-friendly.

**Convention:** Throughout Part III, geodesics are *constant-speed, minimizing geodesics.*
Analytic and synthetic points of view

The present chapter is devoted to a simple pedagogical illustration of the opposition between the “analytic” and “synthetic” points of view. Consider the following two definitions for convexity on $\mathbb{R}^n$:

(i) A convex function is a function $\varphi$ which is twice continuously differentiable, and whose Hessian $\nabla^2 \varphi$ is nonnegative at each $x \in \mathbb{R}^n$;

(ii) A convex function is a function $\varphi$ such that for all $x, y \in \mathbb{R}^n$, and $\lambda \in [0,1]$,

$$\varphi((1 - \lambda)x + \lambda y) \leq (1 - \lambda) \varphi(x) + \lambda \varphi(y).$$

How can we compare these two definitions?

1) When applied to $C^2$ functions, both definitions coincide, but the second one is obviously more general. Not only is it expressed without any reference to second differentiability, but there are examples, such as $\varphi(x) = |x|$, which satisfy (ii) but not (i). So Definition (ii) really is an extension of Definition (i).

2) Definition (ii) is more stable than Definition (i). Here is what I mean by that: Take a sequence $((\varphi_k))_{k \in \mathbb{N}}$ of convex functions, converging to some other function $\varphi$; how do I know that $\varphi$ is convex? To pass to the limit in Definition (i), I would need the convergence to be very strong, say in $C^2(\mathbb{R}^n)$. (Let’s forget here about the notion of distributional convergence, which would solve the problem but is much less elementary.) On the other hand, I can pass to the limit in Definition (ii) assuming only, say, pointwise convergence. So Definition (ii) is much easier to “pass to the limit in” — even if the limit is known to be smooth.
3) Definition (ii) is also a better starting point for studying properties of convex functions. In this set of notes, most of the time, when I used some convexity, it was via (ii), not (i).

4) On the other hand, if I give you a particular function (by its explicit analytic expression, say), and ask you whether it is convex, it will probably be a nightmare to check Definition (ii) directly, while Definition (i) might be workable: You just need to compute the second derivative and check its sign. Probably this is the method that will work most easily for the huge majority of candidate convex functions that you will meet in your life, if you don’t have any extra information on them (like they are the limit of some family of functions…).

5) Definition (i) is naturally local, while Definition (ii) is global (and probably this is related to the fact that it is so difficult to check). In particular, Definition (i) involves an object (the second derivative) which can be used to quantify the “strength of convexity” at each point. Of course, one may define a convex function as a function satisfying (ii) locally, i.e. when $x$ and $y$ stay in the neighborhood of any given point; but then locality does not enter in such a simple way as in (i), and the issue immediately arises whether a function which satisfies (ii) locally, also satisfies (ii) globally.

In the above discussion, Definition (i) can be thought of as analytic (it is based on the computation of certain objects), while Definition (ii) is synthetic (it is based on certain qualitative properties which are the basis for proofs). Observations 1–5 above are in some sense typical: synthetic definitions ought to be more general and more stable, and they should be usable directly to prove interesting results; on the other hand, they may be difficult to check in practice, and they are usually less precise (and less “local”) than analytic definitions.

In classical Euclidean geometry, the analytic approach consists in introducing Cartesian coordinates and making computations with equations of lines and circles, sines and cosines, etc. The synthetic approach, on the other hand, is more or less the one that was used already by ancient Greeks (and which is still taught, or at least should be taught, to our kids, for developing the skill of proof-making): It is not based on computations, but on axioms à la Euclid, qualitative properties of lines, angles, circles and triangles, construction of auxiliary points, etc. The analytic approach is conceptually simple, but sometimes leads to very horrible computations; the synthetic approach is often lighter, but
requires better intuition and clever elementary arguments. It is also usually (but this is of course a matter of taste) more elegant.

In “Riemannian” geometry, curvature is traditionally defined by a purely analytic approach: From the Riemannian scalar product one can compute several functions which are called sectional curvature, Ricci curvature, scalar curvature, etc. For instance, for any $x \in M$, the sectional curvature at point $x$ is a function which associates to each 2-dimensional plane $P \subset T_x M$ a number $\sigma_x(P)$, for which there is an explicit expression in terms of a basis of $P$, and a certain combination of derivatives of the metric at $x$. Intuitively, $\sigma_x(P)$ measures the speed of convergence of geodesics that start at $x$, with velocities spanning the plane $P$. A lot of geometric information can be retrieved from the bounds on the sectional curvature. Then a space is said to have nonnegative sectional curvature if $\sigma_x(P)$ is nonnegative, for all $P$ and for all $x$.

However, there is also a famous synthetic point of view on sectional curvature, due to Alexandrov. In Alexandrov’s approach one does not try to define what the curvature is, but what it means to have nonnegative curvature: By definition, a geodesic space $(\mathcal{X}, d)$ is said to have Alexandrov curvature bounded below by $K$, or to be an Alexandrov space with curvature bounded below by $K$, if triangles in $\mathcal{X}$ are no more “skinny” than reference triangles drawn on the model space $\mathbb{R}^2$. More precisely: If $xyz$ is a triangle in $\mathcal{X}$, $x_0y_0z_0$ is a triangle drawn on $\mathbb{R}^2$ with $d(x_0, y_0) = d(x, y)$, $d(y_0, z_0) = d(y, z)$, $d(z_0, x_0) = d(z, x)$, $x'$ is a midpoint between $y$ and $z$, and $x'_0$ a midpoint between $y_0$ and $z_0$, then one should have $d(x_0, x'_0) \leq d(x, x')$. (See Figure 26.1.)

There is an excellent analogy with the previous discussion for convex functions. The Alexandrov definition is equivalent to the analytic one in case it is applied to a smooth Riemannian manifold; but it is more general, since it applies for instance to a cone (say, the two-dimensional cone embedded in $\mathbb{R}^3$, constructed over a circular basis). It is also more stable; in particular, it passes to the limit under Gromov–Hausdorff convergence, a notion that will be described in the sequel. It can still be used as the starting point for many properties involving sectional curvature. On the other hand, it is in general difficult to check directly, and there is no associated notion of curvature (when one says “Alexandrov space of nonnegative curvature”, the words “nonnegative” and “curvature” do not make sense independently of each other).
Fig. 26.1. The triangle on the left is drawn in $\mathcal{X}$, the triangle on the right is drawn on the model space $\mathbb{R}^2$; the lengths of their edges are the same. The thin geodesic lines go through the apex to the middle of the basis; the one on the left is longer than the one on the right. In that sense the triangle on the left is fatter than the triangle on the right. If all triangles in $\mathcal{X}$ look like this, then $\mathcal{X}$ has nonnegative curvature. (Think of a triangle as the belly of some individual, the belt being the basis, and the neck being the apex; of course the line going from the apex to the middle of the basis is the tie. The fatter the individual, the longer his tie should be.)

Still there is a generalization of what it means to have curvature bounded below by $K \in \mathbb{R}$, where $K$ is an arbitrary real number, not necessarily 0. It is obtained by replacing the model space $\mathbb{R}^2$ by the model space with constant curvature $K$, that is:

- the sphere $S^2(1/\sqrt{K})$ with radius $R = 1/\sqrt{|K|}$, if $K > 0$;
- the plane $\mathbb{R}^2$, if $K = 0$;
- the hyperbolic space $\mathbb{H}(1/\sqrt{|K|})$ with “hyperbolic radius” $R = 1/\sqrt{|K|}$, if $K < 0$; this can be realized as the half-plane $\mathbb{R} \times (0, +\infty)$, equipped with the metric $g_{(x,y)}(dx\,dy) = (dx^2 + dy^2)/(|K|y^2)$.

Geodesic spaces satisfying these inequalities are called Alexandrov spaces with curvature bounded below by $K$; all the remarks which were made above in the case $K = 0$ apply in this more general case. There is also a symmetric notion of Alexandrov spaces with curvature bounded above, obtained by just reversing the inequalities.

This generalized notion of sectional curvature bounds has been explored by many authors, and quite strong results have been obtained.
concerning the geometric and analytic implications of such bounds. But until recently the synthetic treatment of lower \textit{Ricci} curvature bounds stood as an open problem. The thesis developed in the rest of these notes is that optimal transport provides a solution to this problem (maybe not the only one, but so far the only one which seems to be acceptable).

### Bibliographical notes

In close relation to the topics discussed in this chapter, there is an illuminating course by Gromov [437], which I strongly recommend to the reader who wants to learn about the meaning of curvature.

Alexandrov spaces are also called \textbf{CAT} spaces, in honor of Cartan, Alexandrov and Toponogov. But the terminology of \textbf{CAT} space is often restricted to Alexandrov spaces with \textit{upper} sectional bounds. So a \textbf{CAT}(K) space typically means an Alexandrov space with “sectional curvature bounded above by \(K\)”. In the sequel, I shall only consider lower curvature bounds.

There are several good sources for Alexandrov spaces, in particular the book by Burago, Burago and Ivanov [174] and the synthesis paper by Burago, Gromov and Perelman [175]. Analysis on Alexandrov spaces has been an active research topic in the past decade [536, 537, 539, 583, 584, 665, 676, 677, 678, 681, 751].

There is also a notion of “approximate” Alexandrov spaces, called \textbf{CAT}_\(\delta\)(\(K\)) spaces, in which a fixed “resolution error” \(\delta\) is allowed in the defining inequalities [439]. (In the case of upper curvature bounds, this notion has applications to the theory of hyperbolic groups.) Such spaces are not necessarily geodesic spaces, not even length spaces, they can be discrete; a pair of points \((x_0, x_1)\) will not necessarily admit a midpoint, but there will be a \(\delta\)-approximate midpoint (that is, \(m\) such that \(|d(x_0, m) - d(x_0, x_1)/2| \leq \delta, \ |d(x_1, m) - d(x_0, x_1)/2| \leq \delta\).)

The open problem of developing a satisfactory synthetic treatment of Ricci curvature bounds was discussed in the above-mentioned book by Gromov [437, pp. 84–85], and more recently in a research paper by Cheeger and Colding [228, Appendix 2]. References about recent developments related to optimal transport will be given in the sequel.

Although this is not really the point of this chapter, I shall take this opportunity to briefly discuss the structure of the \textit{Wasserstein} space...
over Alexandrov spaces. In Chapter 8 I already mentioned that Alexan-
drov spaces with lower curvature bounds might be the natural setting
for certain regularity issues associated with optimal transport; recall
indeed Open Problem 8.21 and the discussion before it. Another
issue is how sectional (or Alexandrov) curvature bounds influence the
geometry of the Wasserstein space.

It was shown by Lott and myself [577, Appendix A] that if \( M \)
is a compact Riemannian manifold then \( M \) has nonnegative sectional
curvature if and only if \( P_2(M) \) is an Alexandrov space with nonnegative
curvature. Independently, Sturm [762, Proposition 2.10(iv)] proved the
more general result according to which \( \mathcal{X} \) is an Alexandrov space with
nonnegative curvature if and only if \( P_2(\mathcal{X}) \) is an Alexandrov space with
nonnegative curvature. A study of tangent cones was performed in [577,
Appendix A]; it is shown in particular that tangent cones at absolutely
continuous measures are Hilbert spaces.

All this suggested that the notion of Alexandrov curvature matched
well with optimal transport. However, at the same time, Sturm showed
that if \( \mathcal{X} \) is not nonnegatively curved, then \( P_2(\mathcal{X}) \) cannot be an Alexan-
drov space (morally, the curvature takes all values in \((-\infty, +\infty)\) at
Dirac masses); this negative result was recently developed in [575]. To
circumvent this obstacle, Ohta [655, Section 3] suggested replacing the
Alexandrov property by a weaker condition known as 2-uniform con-
veity and used in Banach space theory (see e.g. [62]). Savaré [735, 736]
came up independently with a similar idea. By definition, a geodesic
space \((\mathcal{X}, d)\) is 2-uniform with a constant \( S \geq 1 \) if, given any three
points \( x, y, z \in \mathcal{X} \), and a minimizing geodesic \( \gamma \) joining \( y \) to \( z \), one has

\[
\forall t \in [0, 1], \quad d(x, \gamma_t)^2 \geq (1-t) d(x, y)^2 + t d(x, z)^2 - S^2 t(1-t) d(y, z)^2.
\]

(When \( S = 1 \) this is exactly the inequality defining nonnegative Alexan-
drov curvature.) Ohta shows that (a) any Alexandrov space with curva-
ture bounded below is locally 2-uniform; (b) \( \mathcal{X} \) is 2-uniformly smooth
with constant \( S \) if and only if \( P_2(\mathcal{X}) \) is 2-uniformly smooth with the
same constant \( S \). He further uses the 2-uniform smoothness to study
the structure of tangent cones in \( P_2(\mathcal{X}) \). Both Ohta and Savaré use
these inequalities to construct gradient flows in the Wasserstein space
over Alexandrov spaces.

Even when \( \mathcal{X} \) is a smooth manifold with nonnegative curvature,
many technical issues remain open about the structure of \( P_2(M) \) as an
Alexandrov space. For instance, the notion of the tangent cone used
in the above-mentioned works is the one involving the space of directions, but does it coincide with the notion derived from rescaling and Gromov–Hausdorff convergence? (See Example 27.16. In finite dimension there are theorems of equivalence of the two definitions, but now we are in a genuinely infinite-dimensional setting.) How should one define a regular point of $P_2(M)$: as an absolutely continuous measure, or an absolutely continuous measure with positive density? And in the latter case, do these measures form a totally convex set? Do singular measures form a very small set in some sense? Can one define and use quasi-geodesics in $P_2(M)$? And so on.
Convergence of metric-measure spaces

The central question in this chapter is the following: What does it mean to say that a metric-measure space \((X, d_X, \nu_X)\) is “close” to another metric-measure space \((Y, d_Y, \nu_Y)\)? We would like to have an answer that is as “intrinsic” as possible, in the sense that it should depend only on the metric-measure properties of \(X\) and \(Y\).

So as not to inflate this chapter too much, I shall omit many proofs when they can be found in accessible references, and prefer to insist on the main stream of ideas.

**Hausdorff topology**

There is a well-established notion of distance between compact sets in a given metric space, namely the **Hausdorff distance**. If \(X\) and \(Y\) are two compact subsets of a metric space \((Z, d)\), their Hausdorff distance is

\[
d_H(X, Y) = \max \left( \sup_{x \in X} d(x, Y), \sup_{y \in Y} d(y, X) \right),
\]

where as usual \(d(a, B) = \inf \{d(a, b); b \in B\}\) is the distance from the point \(a\) to the set \(B\). The choice of notation is significant: Think of \(X\) and \(Y\) not just as subsets, but rather as metric subspaces of \(Z\).

The statement “\(d_H(X, Y) \leq r\)” can be recast informally as follows: “If we inflate (enlarge) \(Y\) by a distance \(r\), then the resulting set covers \(X\); and conversely if we inflate \(X\) by a distance \(r\), the resulting set covers \(Y\).” (See Figure 27.1.)

The Hausdorff distance can be thought of as a set-theoretical analog of the Prokhorov distance between probability measures (of course,
historically the former came first). This will become more apparent if I rewrite the Hausdorff distance as

\[ d_H(A, B) = \inf \left\{ r > 0; \ A \subset B^r \text{ and } B \subset A^r \right\}, \]

and the Prokhorov distance as

\[ d_P(\mu, \nu) = \inf \left\{ r > 0; \ \forall C, \ \mu[C] \leq \nu[C^r] + r \text{ and } \nu[C] \leq \mu[C^r] + r \right\}, \]

where \( C \) stands for an arbitrary closed set, \( C^r \) is the set of all points whose distance to \( C \) is no more than \( r \), i.e. the union of all closed balls \( B[x, r], x \in C \).

The analogy between the two notions goes further: While the Prokhorov distance can be defined in terms of couplings, the Hausdorff distance can be defined in terms of \textbf{correspondences}. By definition, a correspondence (or relation) between two sets \( \mathcal{X} \) and \( \mathcal{Y} \) is a subset \( \mathcal{R} \) of \( \mathcal{X} \times \mathcal{Y} \): if \( (x, y) \in \mathcal{R} \), then \( x \) and \( y \) are said to be in correspondence; it is required that each \( x \in \mathcal{X} \) should be in correspondence with at least one \( y \), and each \( y \in \mathcal{Y} \) should be in correspondence with at least one \( x \). Then we have the two very similar formulas:

\[
\left\{ \begin{array}{l}
   d_P(\mu, \nu) = \inf \left\{ r > 0; \ \exists \text{ coupling } (X, Y) \text{ of } (\mu, \nu); \right. \\
   \quad \mathbb{P} [d(X, Y) > r] \leq r \\
   \left. d_H(\mu, \nu) = \inf \left\{ r > 0; \ \exists \text{ correspondence } \mathcal{R} \text{ in } \mathcal{X} \times \mathcal{Y}; \right. \\
   \quad \forall (x, y) \in \mathcal{R}, \ d(x, y) \leq r \right\}.
\end{array} \right.
\]
Moreover, it is easy to guess an “optimal” correspondence: Just define

\[(x, y) \in \mathcal{R} \iff [d(x, y) = d(x, \mathcal{Y}) \text{ or } d(y, x) = d(y, \mathcal{X})].\]

So each \((x, y) \in \mathcal{R}\) satisfies \(d(x, y) \leq d_H(\mathcal{X}, \mathcal{Y})\), with equality for at least one pair. (Indeed, the maximum in the definition of the Hausdorff distance is obviously achieved.)

Like their probabilistic counterparts, correspondences can be glued together: if \(\mathcal{R}_{12}\) is a correspondence between \(\mathcal{X}_1\) and \(\mathcal{X}_2\), and \(\mathcal{R}_{23}\) is a correspondence between \(\mathcal{X}_2\) and \(\mathcal{X}_3\), one may define a correspondence \(\mathcal{R}_{13} = \mathcal{R}_{23} \circ \mathcal{R}_{12}\) between \(\mathcal{X}_1\) and \(\mathcal{X}_3\) by

\[(x_1, x_3) \in \mathcal{R}_{13} \iff \exists x_2 \in \mathcal{X}_2; (x_1, x_2) \in \mathcal{R}_{12} \text{ and } (x_2, x_3) \in \mathcal{R}_{23}.\]

The next observation is that the Hausdorff distance really is a distance! Indeed:

(i) It is obviously symmetric \((d_H(\mathcal{X}, \mathcal{Y}) = d_H(\mathcal{Y}, \mathcal{X}))\);

(ii) Because it is defined on compact (hence bounded) sets, the infimum in the definition is a nonnegative finite number;

(iii) If \(d_H(\mathcal{X}, \mathcal{Y}) = 0\), then any \(x \in \mathcal{X}\) satisfies \(d(x, \mathcal{Y}) \leq \varepsilon\), for any \(\varepsilon > 0\); so \(d(x, \mathcal{Y}) = 0\), and since \(\mathcal{Y}\) is assumed to be compact (hence closed), this implies \(\mathcal{X} = \mathcal{Y}\);

(iv) if \(\mathcal{X}_1, \mathcal{X}_2\) and \(\mathcal{X}_3\) are given, introduce optimal correspondences \(\mathcal{R}_{12}\) and \(\mathcal{R}_{23}\) in the correspondence representation of the Hausdorff measure; then the composed representation \(\mathcal{R}_{13} = \mathcal{R}_{23} \circ \mathcal{R}_{12}\) is such that any \((x_1, x_3) \in \mathcal{R}_{13}\) satisfies \(d(x_1, x_3) \leq d(x_1, x_2) + d(x_2, x_3) \leq d_H(\mathcal{X}_1, \mathcal{X}_2) + d_H(\mathcal{X}_2, \mathcal{X}_3)\) for some \(x_2\). So \(d_H\) satisfies the triangle inequality.

Then one may define the metric space \(\mathcal{H}(\mathcal{Z})\) as the space of all compact subsets of \(\mathcal{Z}\), equipped with the Hausdorff distance. There is a nice statement that if \(\mathcal{Z}\) is compact then \(\mathcal{H}(\mathcal{Z})\) is also a compact metric space.

So far everything is quite simple, but soon it will become a bit more complicated, which is a good reason to go slowly.

The Gromov–Hausdorff distance

The Hausdorff distance only compares subsets of a given underlying space. But how can we compare different metric spaces with possibly
nothing in common? First one would like to say that two spaces which are \textit{isometric} really are the same. Recall the definition of an isometry: If \((\mathcal{X}, d)\) and \((\mathcal{X}', d')\) are two metric spaces, a map \(f : \mathcal{X} \to \mathcal{X}'\) is called an isometry if:

(a) it preserves distances: for all \(x, y \in \mathcal{X}\), \(d'(f(x), f(y)) = d(x, y)\);
(b) it is surjective: for any \(x' \in \mathcal{X}'\) there is \(x \in \mathcal{X}\) with \(f(x) = x'\).

An isometry is automatically injective, so it has to be a bijection, and its inverse \(f^{-1}\) is also an isometry. Two metric spaces are said to be \textit{isometric} if there exists an isometry between them. If two spaces \(\mathcal{X}\) and \(\mathcal{X}'\) are isometric, then any statement about \(\mathcal{X}\) which can be expressed in terms of just the distance, is automatically “transported” to \(\mathcal{X}'\) by the isometry.

This motivates the desire to work with \textit{isometry classes}, rather than metric spaces. By definition, an isometry class \(\overline{\mathcal{X}}\) is the set of all metric spaces which are isometric to some given space \(\mathcal{X}\). Instead of “isometry class”, I shall often write “abstract metric space”. All the spaces in a given isometry class have the same topological properties, so it makes sense to say of an abstract metric space that it is compact, or complete, etc.

This looks good, but a bit frightening: There are so many metric spaces around that the concept of abstract metric space seems to be ill-posed from the set-theoretical point of view (just like there is no “set of all sets”). However, things becomes much more friendly when one realizes that any compact metric space, being \textit{separable}, is isometric to the completion of \(\mathbb{N}\) for a suitable metric. (To see this, introduce a dense sequence \((x_k)\) in your favorite space \(\mathcal{X}\), and define \(d(k, \ell) = d_X(x_k, x_\ell)\).)

Then we might think of an isometry class as a subset of the set of all distances on \(\mathbb{N}\); this is still huge, but at least it makes sense from a set-theoretical point of view.

Now the problem is to find a good distance on the set of abstract compact metric spaces. The natural concept here is the \textbf{Gromov–Hausdorff distance}, which is obtained by formally \textit{taking the quotient of the Hausdorff distance by isometries}: If \((\mathcal{X}, d_X)\) and \((\mathcal{Y}, d_Y)\) are two compact metric spaces, define

\[
d_{GH}(\mathcal{X}, \mathcal{Y}) = \inf d_H(\mathcal{X}', \mathcal{Y}'),
\]

where the infimum is taken over all \textit{isometric embeddings} \(\mathcal{X}'\), \(\mathcal{Y}'\) of \(\mathcal{X}\) and \(\mathcal{Y}\) into a common metric space \(\mathcal{Z}\); this means that \(\mathcal{X}'\) is isometric to \(\mathcal{X}\), \(\mathcal{Y}'\) is isometric to \(\mathcal{Y}\), and both \(\mathcal{X}'\) and \(\mathcal{Y}'\) are subspaces of \(\mathcal{Z}\).
Of course, there is no loss of generality in choosing $Z = X' \cup Y'$, but let me insist: the metric on $X', Y'$ has to be the metric induced by $Z$. In that situation I shall say that $(X', Y')$ constitute a metric coupling of the abstract spaces $(X, Y)$. Two metric couplings $(X', Y')$ and $(X'', Y'')$ will be said to be isometric if there is an isometry $F : (X' \cup Y') \rightarrow (X'' \cup Y'')$ which restricts to isometries $X' \rightarrow X''$ and $Y' \rightarrow Y''$.

Representation by semi-distances

As we know, all the probabilistic information contained in a coupling $(X, Y)$ of two probability spaces $(X, \nu_X)$ and $(Y, \nu_Y)$ is summarized by a joint probability measure on the product space $X \times Y$. There is an analogous statement for metric couplings: All the geometric information contained in a metric coupling $(X', Y')$ of two abstract metric spaces $X$ and $Y$ is summarized by a semi-distance on the disjoint union $X \sqcup Y$. Here are the definitions:

- a semi-distance on a set $Z$ is a map $d : Z \times Z \rightarrow [0, +\infty)$ satisfying $d(x, x) = 0$, $d(x, y) = d(y, x)$, $d(x, z) \leq d(x, y) + d(y, z)$, but not necessarily $d(x, y) = 0 \implies x = y$;
- the disjoint union $X \sqcup Y$ is the union of two disjoint isometric copies of $X$ and $Y$. The particular way in which this disjoint union is constructed does not matter; for instance, take any representative of $X$ (still denoted $X$ for simplicity), any representative of $Y$, and set $X \sqcup Y = (\{0\} \times X) \cup (\{1\} \times Y)$. Then $\{0\} \times X$ is isometric to $X$ via the map $(0, x) \rightarrow x$, etc.

However, not all semi-distances are allowed. In a probabilistic context, the only admissible couplings of two measures $\nu_X$ and $\nu_Y$ are those whose joint law $\pi$ has marginals $\nu_X$ and $\nu_Y$. There is a similar principle for metric couplings: If $(X, d_X)$ and $(Y, d_Y)$ are two given abstract metric spaces, the only admissible semi-distances on $X \sqcup Y$ are those whose restriction to $X \times X$ (resp. $Y \times Y$) coincides with $d_X$ (resp. $d_Y$). When that condition is satisfied, it will be possible to reconstruct a metric coupling from the semi-distance, by just “taking the quotient” of $X \sqcup Y$ by the semi-distance $d$, in other words deciding that two points $a$ and $b$ with $d(a, b) = 0$ really are the same.

All this is made precise by the following statement:
Proposition 27.1 (Metric couplings as semi-distances). Let \((\mathcal{X}, d_X)\) and \((\mathcal{Y}, d_Y)\) be two disjoint metric spaces, and let \(\mathcal{X} \sqcup \mathcal{Y}\) be their union. Then:

(i) Let \((\mathcal{X}', \mathcal{Y}')\) be a metric coupling of \(\mathcal{X}\) and \(\mathcal{Y}\); let \(f : \mathcal{X} \to \mathcal{X}'\) and \(g : \mathcal{Y} \to \mathcal{Y}'\) be isometries, and let \((\mathcal{Z}, d_Z)\) be the ambient metric space containing \(\mathcal{X}'\) and \(\mathcal{Y}'\). Whenever \(a, b\) belong to \(\mathcal{X} \sqcup \mathcal{Y}\), define
\[
d(a, b) = \begin{cases} 
d_X(a, b) & \text{if } a, b \in \mathcal{X} \\
d_Y(a, b) & \text{if } a, b \in \mathcal{Y} \\
d_Z(f(a), g(b)) & \text{if } a \in \mathcal{X}, b \in \mathcal{Y} \\
d_Z(g(a), f(b)) & \text{if } a \in \mathcal{Y}, b \in \mathcal{X}.
\end{cases}
\]
Then \(d\) is a semi-distance on \(\mathcal{X} \sqcup \mathcal{Y}\), whose restriction to \(\mathcal{X} \times \mathcal{X}\) (resp. \(\mathcal{Y} \times \mathcal{Y}\)) coincides with \(d_X\) (resp. \(d_Y\)).

(ii) Conversely, let \(d\) be a semi-distance on \(\mathcal{X} \sqcup \mathcal{Y}\), whose restriction to \(\mathcal{X} \times \mathcal{X}\) (resp. \(\mathcal{Y} \times \mathcal{Y}\)) coincides with \(d_X\) (resp. \(d_Y\)). On \(\mathcal{X} \sqcup \mathcal{Y}\), define the relation \(R\) by the property
\[x R x' \iff d(x, x') = 0.\]
This is an equivalence relation, so one may define
\[\mathcal{Z} = (\mathcal{X} \sqcup \mathcal{Y})/d := (\mathcal{X} \sqcup \mathcal{Y})/R\]
as the set of classes of equivalence in \(\mathcal{X} \sqcup \mathcal{Y}\). Write \(\overline{x}\) for the equivalence class of \(x\), and define
\[
d_Z(\overline{a}, \overline{b}) = d(a, b)
\]
(this does not depend on the choice of representatives \(a, b\), but only on the equivalence classes \(\overline{a}, \overline{b}\)). Then \(x \to \overline{x}\) is an isometric embedding of \(\mathcal{X}\) into \((\mathcal{Z}, d_Z)\), and similarly \(y \to \overline{y}\) is an isometric embedding of \(\mathcal{Y}\) into \((\mathcal{Z}, d_Z)\).

The reader should have no difficulty in writing down the proof of Proposition 27.1; just be patient enough and make sure that you consider all cases!

Now the following property should not come as a surprise:

Theorem 27.2 (Metric gluing lemma). Let \((\mathcal{X}_1, d_1)\), \((\mathcal{X}_2, d_2)\), \((\mathcal{X}_3, d_3)\) be three abstract compact metric spaces. If \((\mathcal{X}_1', \mathcal{X}_2')\) is a metric coupling of \((\mathcal{X}_1, \mathcal{X}_2)\) and \((\mathcal{X}_2', \mathcal{X}_3')\) is a metric coupling of \((\mathcal{X}_2, \mathcal{X}_3)\), then
there is a triple of metric spaces \((\bar{X}_1, \bar{X}_2, \bar{X}_3)\), all subspaces of a common metric space \((Z, d_Z)\), such that \((\bar{X}_1, \bar{X}_2)\) is isometric (as a coupling) to \((X'_1, X'_2)\), and \((\bar{X}_2, \bar{X}_3)\) is isometric to \((X''_2, X''_3)\).

**Sketch of proof of Theorem 27.2.** By means of Proposition 27.1, the metric coupling \((X'_1, X'_2)\) may be thought of as a semi-distance \(d_{12}\) on \(X_1 \sqcup X_2\); and similarly, \((X''_2, X''_3)\) may be thought of as a semi-distance \(d_{23}\) on \(X_2 \sqcup X_3\). Then, for \(x_1 \in X_1\) and \(x_3 \in X_3\), define

\[
d_{13}(x_1, x_3) = \inf_{x_2 \in X_2} \left[ d_{12}(x_1, x_2) + d_{23}(x_2, x_3) \right].
\]

Next, on \(X_1 \sqcup X_2 \sqcup X_3\) introduce the semi-distance

\[
d(a, b) = \begin{cases} 
  d_{12}(a, b) & \text{if } a, b \in X_1 \sqcup X_2 \\
  d_{23}(a, b) & \text{if } a, b \in X_2 \sqcup X_3 \\
  d_{13}(a, b) & \text{if } a \in X_1 \text{ and } b \in X_3 \\
  d_{13}(b, a) & \text{if } a \in X_3 \text{ and } b \in X_1.
\end{cases}
\]

This is a semi-distance; so one can define

\[
Z = (X_1 \sqcup X_2 \sqcup X_3)/d,
\]

and repeat the same reasoning as in Proposition 27.1. □

**Representation by approximate isometries**

If a correspondence \(R \subset X \times Y\) preserves distances, in the sense that \(d(x, x') = d(y, y')\) for all \((x, y), (x', y')\) in \(R\), then it is almost obvious that \(R\) is the graph of an isometry between \(X\) and \(Y\). To measure how far a correspondence is from being an isometry, define its **distortion** by the formula

\[
\text{dis}(R) = \sup_{(x, y), (x', y') \in R} \left| d_Y(y, y') - d_X(x, x') \right|.
\]

Then it can be shown that

\[
d_{GH}(X, Y) = \frac{1}{2} \inf \text{dis}(R), \tag{27.2}
\]
where the infimum is over all correspondences $\mathcal{R}$ between $\mathcal{X}$ and $\mathcal{Y}$.

There is an even more handy way to evaluate Gromov–Hausdorff distances, in terms of **approximate isometries**. By definition, an $\varepsilon$-isometry between $(\mathcal{X}, d_{\mathcal{X}})$ and $(\mathcal{Y}, d_{\mathcal{Y}})$ is a map $f : \mathcal{X} \to \mathcal{Y}$ that is “almost an isometry”, which means:

(a') it almost preserves distances: for all $x, x'$ in $\mathcal{X}$,

$$\left| d(f(x), f(x')) - d(x, x') \right| \leq \varepsilon;$$

(b') it is almost surjective:

$$\forall y \in \mathcal{Y} \; \exists x \in \mathcal{X}; \; d(f(x), y) \leq \varepsilon.$$ 

In particular, $d_H(f(\mathcal{X}), \mathcal{Y}) \leq \varepsilon$.

**Remark 27.3.** Heuristically, an $\varepsilon$-isometry is a map that you can’t distinguish from an isometry if you are short-sighted, that is, if you measure all distances with a possible error of about $\varepsilon$.

It is not clear whether one can reformulate the Gromov–Hausdorff distance in terms of $\varepsilon$-isometries, but at least from the qualitative point of view this works fine: It can be shown that

$$\frac{2}{3} d_{GH}(\mathcal{X}, \mathcal{Y}) \leq \inf \{ \varepsilon; \exists f \; \varepsilon\text{-isometry } \mathcal{X} \to \mathcal{Y} \} \leq 2 d_{GH}(\mathcal{X}, \mathcal{Y}). \tag{27.3}$$

Indeed, if $f$ is an $\varepsilon$-isometry, define a relation $\mathcal{R}$ by

$$(x, y) \in \mathcal{R} \iff d(f(x), y) \leq \varepsilon;$$

then $\text{dis} (\mathcal{R}) \leq 3\varepsilon$, and the left inequality in (27.3) follows by formula (27.2). Conversely, if $\mathcal{R}$ is a relation with distortion $\eta$, then for any $\varepsilon > \eta$ one can define an $\varepsilon$-isometry $f$ whose graph is included in $\mathcal{R}$: The idea is to define $f(x) = y$, where $y$ is such that $(x, y) \in \mathcal{R}$. (See the comments at the end of the bibliographical notes.)

The symmetry between $\mathcal{X}$ and $\mathcal{Y}$ seems to have been lost in (27.3), but this is not serious, because any approximate isometry admits an approximate inverse: If $f$ is an $\varepsilon$-isometry $\mathcal{X} \to \mathcal{Y}$, then there is a $(4\varepsilon)$-isometry $f' : \mathcal{Y} \to \mathcal{X}$ such that for all $x \in \mathcal{X}, y \in \mathcal{Y}$,

$$d_X(f' \circ f(x), x) \leq 3\varepsilon, \quad d_Y(f \circ f'(y), y) \leq \varepsilon. \tag{27.4}$$

Such a map $f'$ will be called an $\varepsilon$-inverse of $f$. 

To construct $f'$, consider the relation $R$ induced by $f$, whose distortion is no more than $3\varepsilon$; then flip the components of $R$ to get a relation $R'$ from $Y$ to $X$, with (obviously) the same distortion as $R$, and construct a $(4\varepsilon)$-isometry $f' : Y \to X$ whose graph is a subset of $R$. Then $(f(x), x) \in R'$ and $(f(x), f'(f(x))) \in R'$, so $d(f'(f(x)), x) \leq \operatorname{dis}(R') + d(f(x), f(x)) \leq 3\varepsilon$. Similarly, the identity $(f'(y), y) \in R$ implies $d(f(f'(y)), y) \leq \varepsilon$.

If there exists an $\varepsilon$-isometry between $X$ and $Y$, then I shall say that $X$ and $Y$ are $\varepsilon$-isometric. This terminology has the drawback that the order of $X$ and $Y$ matters: if $X$ and $Y$ are $\varepsilon$-isometric, then $Y$ and $X$ are not necessarily $\varepsilon$-isometric; but at least they are $(4\varepsilon)$-isometric, so from the qualitative point of view this is not a problem.

**Lemma 27.4 (Approximate isometries converge to isometries).**
Let $X$ and $Y$ be two compact metric spaces, and for each $k \in \mathbb{N}$ let $f_k$ be an $\varepsilon_k$-isometry, where $\varepsilon_k \to 0$. Then, up to extraction of a subsequence, $f_k$ converges to an isometry.

**Sketch of proof of Lemma 27.4.** Introduce a dense subset $S$ of $X$. For each $x \in X$, the sequence $(f_k(x))$ is valued in the compact set $Y$, and so, up to extraction of a subsequence, it converges to some $f(x) \in Y$. By a diagonal extraction, we may assume that $f_k(x) \to f(x)$ for all $x \in X$. By passing to the limit in the inequality satisfied by $f_k$, we see that $f$ is distance-preserving. By uniform continuity, it may be extended into a distance-preserving map $X \to Y$.

Similarly, there is a distance-preserving map $Y \to X$, obtained as a limit of approximate inverses of $f_k$, and denoted by $g$. The composition $g \circ f$ is a distance-preserving map $X \to X$, and since $X$ is compact it follows from a well-known theorem that $g \circ f$ is a bijection. As a consequence, both $f$ and $g$ are bijective, so they are isometries. \qed

**Remark 27.5.** The above proof establishes the pointwise convergence of (a subsequence of) $f_k$ to $f$, but in fact one can impose the uniform convergence; see Theorem 27.10.

The Gromov–Hausdorff space

After all these preparations, we may at last understand why $d_{GH}$ is a honest distance:
(i) It is obviously symmetric.

(ii) Let $\mathcal{X}$ and $\mathcal{Y}$ be two compact metric spaces; define $\mathcal{Z}$ to be the disjoint union $\mathcal{X} \sqcup \mathcal{Y}$, equip $\mathcal{X}$ and $\mathcal{Y}$ with their respective distances, and extend this into a distance $d$ on $\mathcal{X} \sqcup \mathcal{Y}$ by letting $d(x, y) = D > 0$ as soon as $(x, y) \in \mathcal{X} \times \mathcal{Y}$. If $D$ is chosen large enough, this is indeed a distance; so the injections $(x, y) \to x$ and $(x, y) \to y$ realize a metric coupling of $(\mathcal{X}, \mathcal{Y})$. Thus the infimum in (27.1) is not $+\infty$.

(iii) Obviously, $d_{GH}(\mathcal{X}, \mathcal{X}) = 0$. Conversely, if $\mathcal{X}$ and $\mathcal{Y}$ are two abstract compact metric spaces such that $d_{GH}(\mathcal{X}, \mathcal{Y}) = 0$, introduce any two representatives of these isometry classes (still denoted by $\mathcal{X}$ and $\mathcal{Y}$ for simplicity), then for each $k \in \mathbb{N}$ there is an $(1/k)$-isometry $f_k : \mathcal{X} \to \mathcal{Y}$. Up to extraction of a subsequence, $f_k$ converges to a true isometry by Lemma 27.4, so $\mathcal{X}$ and $\mathcal{Y}$ are isometric, and define the same isometry class.

(iv) Finally, the triangle inequality follows easily from the metric gluing lemma — just as the triangle inequality for the Wasserstein distance was a consequence of the probabilistic gluing lemma.

So the set $(\mathcal{GH}, d_{GH})$ of all classes of isometry of compact metric spaces, equipped with the Gromov–Hausdorff distance, is itself a complete separable metric space. An explicit countable dense subset of $\mathcal{GH}$ is provided by the family of all finite subsets of $\mathbb{N}$ with rational-valued distances. Convergence in the Gromov–Hausdorff distance is called **Gromov–Hausdorff convergence**.

It is equivalent to express the Gromov–Hausdorff convergence in terms of embeddings and Hausdorff distance, or in terms of distortions of correspondences, or in terms of approximate isometries. This leads to the following definition.

**Definition 27.6 (Gromov–Hausdorff convergence).** Let $(\mathcal{X}_k)_{k \in \mathbb{N}}$ be a sequence of compact metric spaces, and let $\mathcal{X}$ be a compact metric space. Then it is said that $\mathcal{X}_k$ converges to $\mathcal{X}$ in the Gromov–Hausdorff topology if any one of the three equivalent statements is satisfied:

(i) $d_{GH}(\mathcal{X}_k, \mathcal{X}) \longrightarrow 0$;

(ii) There exist correspondences $\mathcal{R}_k$ between $\mathcal{X}_k$ and $\mathcal{X}$ such that $\text{dis} \mathcal{R}_k \longrightarrow 0$;

(iii) There exist $\varepsilon_k$-isometries $f_k : \mathcal{X}_k \to \mathcal{X}$, for some sequence $\varepsilon_k \to 0$.

This convergence will be denoted by $\mathcal{X}_k \xrightarrow{GH} \mathcal{X}$, or just $\mathcal{X}_k \to \mathcal{X}$.
Remark 27.7. Keeping Remark 27.3 in mind, two spaces are close in Gromov–Hausdorff topology if they look the same to a short-sighted person (see Figure 27.2). I learnt from Lott the expression *Mr. Magoo topology* to convey this idea.

Remark 27.8. It is important to allow the approximate isometries to be discontinuous. Figure 27.3 below shows a simple example where two spaces $\mathcal{X}$ and $\mathcal{Y}$ are very close to each other in Gromov–Hausdorff topology, although there is no continuous map $\mathcal{X} \to \mathcal{Y}$. (Still there is a celebrated convergence theorem by Gromov showing that such behavior is ruled out by bounds on the curvature.)

Fig. 27.2. A very thin tire (2-dimensional manifold) is very close, in Gromov–Hausdorff sense, to a circle (1-dimensional manifold).

Fig. 27.3. A balloon with a very small handle (not simply connected) is very close to a balloon without handle (simply connected).

The Gromov–Hausdorff topology enjoys the very nice property that *any geometric statement which can be expressed in terms of the distances between a finite number of points automatically passes to the limit*. For example, consider the statement “Any pair $(x, y)$ of points in $\mathcal{X}$ admits a midpoint”, which (under a completeness assumption)
is characteristic of a geodesic space. This only involves the distance between configurations of three points \((x, y)\) and the candidate midpoint, so it passes to the limit. Then geodesics can be reconstructed from successive midpoints. In this way one can easily prove:

**Theorem 27.9 (Convergence of geodesic spaces).** Let \((\mathcal{X}_k)_{k \in \mathbb{N}}\) be a sequence of compact geodesic spaces converging to \(\mathcal{X}\) in Gromov–Hausdorff topology; then \(\mathcal{X}\) is a geodesic space. Moreover, if \(f_k\) is an \(\varepsilon_k\)-isometry \(\mathcal{X}_k \rightarrow \mathcal{X}\), and \(\gamma_k\) is a geodesic curve in \(\mathcal{X}_k\) such that \(f_k \circ \gamma_k\) converges to some curve \(\gamma\) in \(\mathcal{X}\), then \(\gamma\) is a geodesic.

**Gromov–Hausdorff topology and nets**

Given \(\varepsilon > 0\), a set \(\mathcal{N}\) in a metric space \((\mathcal{X}, d)\) is called an \(\varepsilon\)-net (in \(\mathcal{X}\)) if the enlargement \(S^1\varepsilon\) covers \(\mathcal{X}\); in other words, for any \(x \in \mathcal{X}\) there is \(y \in \mathcal{N}\) such that \(d(x, y) \leq \varepsilon\).

If \(\mathcal{N}\) is an \(\varepsilon\)-net in \(\mathcal{X}\), clearly the distance between \(\mathcal{N}\) and \(\mathcal{X}\) is at most \(\varepsilon\). And if \(\mathcal{X}\) is compact, then it admits finite \(\varepsilon\)-nets for all \(\varepsilon > 0\), so it can be approximated in Gromov–Hausdorff topology by a sequence of finite sets.

In fact, it is another nice feature of the Gromov–Hausdorff topology that it ultimately *always* reduces to convergence of finite \(\varepsilon\)-nets. More precisely, \(\mathcal{X}_n \rightarrow \mathcal{X}\) in the Gromov–Hausdorff topology if and only if for any \(\varepsilon > 0\) there exists a finite \(\varepsilon\)-net \(\{x_1, \ldots, x_k\}\) in \(\mathcal{X}\), and for \(n\) large enough there is an \(\varepsilon\)-net \(\{x_1^{(n)}, \ldots, x_k^{(n)}\}\) in \(\mathcal{X}_n\), and for all \(j \leq k\), \(x_j^{(n)} \rightarrow x_j\).

This leads to the main compactness criterion in Gromov–Hausdorff topology. Recall that a metric space \(\mathcal{X}\) is said to be **totally bounded** if for any \(\varepsilon > 0\) it can be covered by a finite number of balls of radius \(\varepsilon\). If \(N(\varepsilon)\) is the minimal number of such balls, then the function \(\varepsilon \mapsto N(\varepsilon)\) can be thought of as a “modulus of total boundedness”. Then the following statement, due to Gromov, is vaguely reminiscent of Ascoli’s theorem:

**Theorem 27.10 (Compactness criterion in Gromov–Hausdorff topology).** A family \(\mathcal{F}\) of compact metric spaces is precompact in the Gromov–Hausdorff topology if and only if it is uniformly totally bounded, in the sense that for any \(\varepsilon > 0\) there is \(N = N(\varepsilon)\) such that any \(\mathcal{X} \in \mathcal{F}\) contains an \(\varepsilon\)-net of cardinality at most \(N\).
Noncompact spaces

There is no problem in extending the definition of the Gromov–Hausdorff distance to noncompact spaces, except of course that the resulting “distance” might be infinite. But even when it is finite, this notion is of limited use. A good analogy is the concept of uniform convergence of functions, which usually is too strong a notion for noncompact spaces, and should be replaced by locally uniform convergence, i.e. uniform convergence on any compact subset.

At first sight, it does not seem to make much sense to define a notion of local Gromov–Hausdorff convergence. Indeed, if a sequence \((X_k)_{k \in \mathbb{N}}\) of metric spaces is given, there is a priori no canonical family of compact sets in \(X_k\) to compare to a family of compact sets in \(X\). So we had better impose the existence of these compact sets on each member of the sequence. The idea is to exhaust the space \(X\) by compact sets \(K^{(\ell)}\) in such a way that each \(K^{(\ell)}\) (equipped with the metric induced by \(X\)) is a Gromov–Hausdorff limit of corresponding compact sets \(K^{(\ell)}_k \subset X_k\) (each of them with the induced metric), as \(k \to \infty\).

The next definition makes this more precise. (Recall that a Polish space is a complete separable metric space.)

**Definition 27.11 (Local Gromov–Hausdorff convergence).** Let \((X_k)_{k \in \mathbb{N}}\) be a family of Polish spaces, and let \(X\) be another Polish space. It is said that \(X_k\) converges to \(X\) in the local Gromov–Hausdorff topology if there are nondecreasing sequences of compact sets \((K^{(\ell)}_k)_{\ell \in \mathbb{N}}\) in each \(X_k\), and \((K^{(\ell)})_{\ell \in \mathbb{N}}\) in \(X\), such that:

(i) \(\bigcup_{\ell} K^{(\ell)}\) is dense in \(X\);

(ii) for each fixed \(\ell\), \(K^{(\ell)}_k\) converges to \(K^{(\ell)}\) in Gromov–Hausdorff sense as \(k \to \infty\).

If one works in length spaces, as will be the case in the rest of this course, the above definition does not seem so good because \(K^{(\ell)}\) will in general not be a strictly intrinsic (i.e. geodesic) length space: Geodesics joining elements of \(K^{(\ell)}\) might very well leave \(K^{(\ell)}\) at some intermediate time; so properties involving geodesics might not pass to the limit. This is the reason for requirement (iii) in the following definition.

**Definition 27.12 (Geodesic local Gromov–Hausdorff convergence).** Let \((X_k)_{k \in \mathbb{N}}\) be a family of geodesic Polish spaces, and let \(X\) be a Polish space. It is said that \(X_k\) converges to \(X\) in the geodesic
local Gromov–Hausdorff topology if there are nondecreasing sequences of compact sets \((K^{(ℓ)}_k)_{ℓ∈\mathbb{N}}\) in each \(X_k\), and \((K^{(ℓ)})_{ℓ∈\mathbb{N}}\) in \(X\), such that (i) and (ii) in Definition 27.11 are satisfied, and in addition:

(iii) For each \(ℓ \in \mathbb{N}\), there exists \(ℓ'\) such that all geodesics starting and ending in \(K^{(ℓ)}_k\) have their image contained in \(K^{(ℓ')}_k\).

Then \(X\) is automatically a geodesic space.

If \(X\) is boundedly compact (that is, all closed balls are compact), there is a rather natural choice of exhaustive family of compact sets in \(X\): Pick up an arbitrary point \(⋆ \in X\), and consider the closed balls \(B[⋆, R_ℓ]\), where \(R_ℓ\) is any sequence of positive real numbers going to infinity, say \(R_ℓ = ℓ\). One can fix the sequence \(R_ℓ\) once for all, and then the notion of convergence only depends on the choice of the “reference point” or “base point” \(⋆\) (the point from which the convergence is seen). This suggests that the basic objects should not be just metric spaces, but rather **pointed metric spaces**. By definition, a pointed metric space consists of a triple \((X, d, ⋆)\), where \((X, d)\) is a metric space and \(⋆\) is some point in \(X\). Sometimes I shall just write \((X, ⋆)\) or even just \(X\) as a shorthand for the triple \((X, d, ⋆)\).

It is equivalent for a geodesic space to be boundedly compact or to be locally compact; so in the sequel the basic regularity assumption, when considering pointed Gromov–Hausdorff convergence, will be **local compactness**.

All the notions that were introduced in the previous section can be generalized in a completely obvious way to pointed metric spaces: A pointed isometry between \((X, ⋆_X)\) and \((Y, ⋆_Y)\) is an isometry which sends \(⋆_X\) to \(⋆_Y\); the pointed Gromov–Hausdorff distance \(d_{pGH}\) between two pointed spaces \((X, ⋆_X)\) and \((Y, ⋆_Y)\) is obtained as an infimum of Hausdorff distances over all pointed isometric embeddings; a pointed correspondence is a correspondence such that \(⋆_X\) is in correspondence with \(⋆_Y\); a pointed \(ε\)-isometry is an \(ε\)-isometry which sends \(⋆_X\) to \(⋆_Y\), etc. Then Definition 27.6 can be trivially transformed into a pointed notion of convergence, expressing the fact that for each \(R\), the closed ball \(B[⋆_k, R]\) in \(X_k\) converges to the closed ball \(B[⋆, R]\) in \(X\). By an easy extraction argument, this is equivalent to the following alternative definition.

**Definition 27.13 (Pointed Gromov–Hausdorff convergence).**

Let \((X_k, ⋆_k)\) be a sequence of pointed locally compact geodesic Polish spaces, and let \((X, ⋆)\) be a pointed locally compact Polish space. Then
it is said that $X_k$ converges to $X$ in the pointed Gromov–Hausdorff topology if any one of the three equivalent statements is satisfied:

(i) There is a sequence $R_k \to \infty$ such that

$$d_{pGH} \left( B[*_k, R_k], B[*_R] \right) \to 0;$$

(ii) There is a sequence $R_k \to \infty$, and there are pointed correspondences $R_k$ between $B[*_k, R_k]$ and $B[*_R]$ such that

$$\text{dis}(R_k) \to 0;$$

(iii) There are sequences $R_k \to \infty$ and $\varepsilon_k \to 0$, and pointed $\varepsilon_k$-isometries $f_k : B[*_k, R_k] \to B[*_R]$ with $\varepsilon_k \to 0$.

Remark 27.14. This notion of convergence implies the geodesic local convergence, as defined in Definition 27.12. Indeed, (i) and (ii) of Definition 27.11 are obviously satisfied, and (iii) follows from the fact that if a geodesic curve has its endpoints in $B[*_R]$, then its image lies entirely inside $B[*_R', R']$ with $R' = 2R$.

Example 27.15 (Blow-up). Let $M$ be a Riemannian manifold of dimension $n$, and $x$ a point in $M$. For each $k$, consider the pointed metric space $X_k = (M, kd, x)$, where $x$ is the basepoint, and $kd$ is just the original geodesic distance on $M$, dilated by a factor $k$. Then $X_k$ converges in the pointed Gromov–Hausdorff topology to the tangent space $T_x M$, pointed at $0$ and equipped with the metric $g_x$ (it is a Euclidean space). This is true as soon as $M$ is just differentiable at $x$, in the sense of the existence of the tangent space.

Example 27.16. More generally, if $X$ is a given metric space, and $x$ is a point in $X$, one can define the rescaled pointed spaces $X_k = (X, kd, x)$; if this sequence converges in the pointed Gromov–Hausdorff topology to some metric space $Y$, then $Y$ is said to be the tangent space, or tangent cone, to $X$ at $x$. In many cases, the tangent cone coincides with the metric cone built on some length space $\Sigma$, which itself can be thought of as the space of tangent directions. (By definition, if $(B, d)$ is a length space, the metric cone over $B$ is obtained by considering $B \times [0, \infty)$, glueing together all the points in the fiber $B \times \{0\}$, and equipping the resulting space with the cone metric: $d_c((x, t), (y, s)) = \sqrt{t^2 + s^2 - 2ts \cos d(x, y)}$ when $d(x, y) \leq \pi$, $d_c((x, t), (y, s)) = t + s$ when $d(x, y) > \pi$.)
Example 27.17. For any $p \in [1, \infty)$, define the $\ell^p$ norm on $\mathbb{R}^n$ by the usual formula $\|x\|_{\ell^p} = (\sum |x_i|^p)^{1/p}$; and let $X_p$ be the space $\mathbb{R}^n$, equipped with the $\ell^p$ norm, pointed at 0. Then, as $p \to \infty$, $X_p$ converges in the pointed Gromov–Hausdorff topology to $X_\infty$, which is $\mathbb{R}^n$ equipped with the $\ell^\infty$ norm, $\|x\|_{\ell^\infty} = \sup|x_i|$. In $X_p$, geodesics are segments of the form $(1-t) a + tb$, in particular they are nonbranching (two distinct geodesics cannot coincide on a nontrivial time interval), and unique (any two points are joined by a unique geodesic path). In contrast, geodesics in $X_\infty$ are branching and definitely nonunique (any two distinct points can be joined by an uncountable set of geodesic paths). We see in this example that neither the nonbranching property, nor the property of uniqueness of geodesics, are preserved under Gromov–Hausdorff convergence. Moreover, the huge majority of geodesics in $X_\infty$ cannot be realized as limits of geodesics on $X_p$.

Remark 27.18. Consider pointed geodesic spaces $(X_k, \star_k)$ and $(X, \star)$, and let $f_k$ be a pointed $\varepsilon_k$-isometry $B_{R_k}(\star_k) \to B_{R_k}(\star)$. Then let $R'_k \leq R_k$. It is clear that the distortion of $f_k$ on $B_{R'_k}(\star_k)$ is no more than the distortion of $f_k$ on $B_{R_k}(\star_k)$. Also if $x$ belongs to $B_{R_k}(\star)$, and $X$ is a geodesic space, then there is $x' \in B_{R'_k}(\star)$ with $d(x, x') = 2\varepsilon_k$ and $d(\star, x') \leq R'_k - 2\varepsilon_k$; then there is $x'_k \in B_{R_k}(\star_k)$ such that $d(f_k(x'_k), x') \leq \varepsilon_k$, so $d(\star, f_k(x'_k)) \leq R'_k - \varepsilon_k$, and then by the distortion property $d(\star, x'_k) \leq R'_k - \varepsilon_k + \varepsilon_k = R'_k$; on the other hand, $d(x'_k, x) \leq 2\varepsilon_k + \varepsilon_k = 3\varepsilon_k$. The conclusion is that the restriction of $f_k$ to $B_{R'_k}(\star_k)$ defines a $(3\varepsilon_k)$-isometry $B_{R'_k}(\star_k) \to B_{R'_k}(\star)$. In other words, it is always possible to reduce $R_k$ while keeping the property of approximate isometry, provided that one changes $\varepsilon_k$ for $3\varepsilon_k$.

Remark 27.19 (important). In the theory of Gromov–Hausdorff convergence, it is often imposed that $R_k = (\varepsilon_k)^{-1}$ in Definition 27.13. This is consistent with Example 27.15, and also with most tangent cones that are usually encountered. However, I shall not do so.

Functional analysis on Gromov–Hausdorff converging sequences

Many theorems about metric spaces still hold true, after appropriate modification, for converging sequences of metric spaces. Such is the
case for some of the basic compactness theorems in functional analysis: Ascoli’s theorem and Prokhorov’s theorem. I shall not need these results outside the setting of compact spaces, so I shall be sketchy about their formulation in the noncompact case; the reader can easily fill in the gaps.

**Proposition 27.20 (Ascoli theorem in Gromov–Hausdorff converging sequences).** Let \((X_k)_{k \in \mathbb{N}}\) be a sequence of compact metric spaces, converging in the Gromov–Hausdorff topology to some compact metric space \(X\), by means of \(\epsilon_k\)-approximations \(f_k : X_k \to X\), admitting approximate inverses \(f_k'\); and let \((Y_k)_{k \in \mathbb{N}}\) be another sequence of compact metric spaces converging to \(Y\) in the Gromov–Hausdorff topology, by means of \(\epsilon_k\)-approximations \(g_k : Y_k \to Y\). Let \((\alpha_k)_{k \in \mathbb{N}}\) be a sequence of maps \(X_k \to Y_k\) that are asymptotically equicontinuous, in the sense that for every \(\epsilon > 0\), there are \(\delta = \delta(\epsilon) > 0\) and \(N = N(\epsilon) \in \mathbb{N}\) so that for all \(k \geq N\),

\[
d_{X_k}(x_k, x_k') \leq \delta \quad \implies \quad d_{Y_k}(\alpha_k(x_k), \alpha_k(x_k')) \leq \epsilon.
\]

Then after passing to a subsequence, the maps \(g_k \circ \alpha_k \circ f_k' : X \to Y\) converge uniformly to a continuous map \(\alpha : X \to Y\).

This statement extends to locally compact spaces converging in the pointed Gromov–Hausdorff topology, and locally asymptotically uniformly equicontinuous maps, provided that the conclusion is weakened into locally uniform convergence.

**Remark 27.21.** In Proposition 27.20, the maps \(g_k \circ \alpha_k \circ f_k'\) may be discontinuous, yet they will converge uniformly.

**Proposition 27.22 (Prokhorov theorem in Gromov–Hausdorff converging sequences).** Let \((X_k)_{k \in \mathbb{N}}\) be a sequence of compact metric spaces, converging in the Gromov–Hausdorff topology to some compact metric space \(X\), by means of \(\epsilon_k\)-approximations \(f_k : X_k \to X\). For each \(k\), let \(\mu_k\) be a probability measure on \(X_k\). Then, after extraction of a subsequence, \((f_k)_{\#} \mu_k\) converges in the weak topology to a probability measure \(\mu\) on \(X\) as \(k \to \infty\).

This statement extends to Polish spaces converging by means of local Gromov–Hausdorff approximations, provided that the probability measures \(\mu_k\) are uniformly tight with respect to the sequences \((K_k^{(\ell)})\) appearing in the definition of local Gromov–Hausdorff approximation.
**Remark 27.23.** In the previous proposition, the fact that the maps $f_k$ are approximate isometries is useful only in the noncompact case; otherwise it just boils down to the compactness of $P(X)$ when $X$ is compact.

Now comes another simple compactness criterion for which I shall provide a proof. Recall that a locally finite measure is a measure attributing finite mass to balls.

**Proposition 27.24 (Compactness of locally finite measures).** Let $(X_k, d_k, \star_k)_{k \in \mathbb{N}}$ be a sequence of pointed locally compact Polish spaces converging in the pointed Gromov–Hausdorff topology to some pointed locally compact Polish space $(X, d, \star)$, by means of pointed $\varepsilon_k$-isometries $f_k$ with $\varepsilon_k \to 0$. For each $k \in \mathbb{N}$, let $\nu_k$ be a locally finite Borel measure on $X_k$. Assume that for each $R > 0$, there is a finite constant $M = M(R)$ such that

$$\forall k \in \mathbb{N}, \quad \nu_k[B_R(\star_k)] \leq M.$$ 

Then, there is a locally finite measure $\nu$ such that, up to extraction of a subsequence,

$$(f_k)\#\nu_k \rightharpoonup \nu$$

in the weak-$\ast$ topology (that is, convergence against compactly supported continuous test functions).

**Proof of Proposition 27.24.** For any fixed $R > 0$, $(f_k)\#\nu_k[B_R(\star)] = \nu_k[(f_k)^{-1}(B_R(\star))] \leq \nu_k[B_{R+\varepsilon_k}(\star_k)]$ is uniformly bounded by $M(R+1)$ for $k$ large enough. Since on the other hand $B_R(\star)$ is compact, we may extract a subsequence in $k$ such that $(f_k)\#\nu_k[B_R(\star)]$ converges to some finite measure $\nu_R$ in the weak-$\ast$ topology of $B_R(\star)$. Then the result follows by taking $R = \ell \to \infty$ and applying a diagonal extraction. \qed

**Remark 27.25.** There is an easy extension of Proposition 27.24 to local Gromov–Hausdorff convergence.

**Adding the measure**

Now let us switch from metric spaces to **metric-measure spaces**, which are triples $(X, d, \nu)$, where $d$ is a distance on $X$ and $\nu$ a Borel
measure on $\mathcal{X}$. (For brevity I shall sometimes write just $\mathcal{X}$ instead of $(\mathcal{X}, d, \nu)$.) So the question is to measure how far two metric-measure spaces $\mathcal{X}$ and $\mathcal{Y}$ are from each other.

There is a nontrivial choice to be made:

(a) Either we insist that metric-measure spaces are metric spaces in the first place, so two metric-measure spaces should be declared close only if they are close in terms of both the metric and the measure;

(b) Or we think that only the measure is relevant, and we should disregard sets of zero or small measure when estimating how far two metric-measure spaces are.

In the first case, one should identify two spaces $(\mathcal{X}, d, \nu)$ and $(\mathcal{X}', d', \nu')$ only if they are isomorphic as metric-measure spaces, which means that there exists a measurable bijection $f : \mathcal{X} \rightarrow \mathcal{X}'$ such that $f$ is an isometry, and $f$ preserves the measure: $f_#\nu = \nu'$. Such a map is naturally called a measure-preserving isometry, and its inverse $f^{-1}$ is automatically a measure-preserving isometry. (Note: It is not enough to impose that $\mathcal{X}$ and $\mathcal{X}'$ are isomorphic as metric spaces, and isomorphic as measure spaces; the same map should do the job for both isomorphisms.)

In the second case, one should identify sets that are isomorphic up to a zero measure set; so a natural thing to do is to declare that $(\mathcal{X}, d, \nu)$ and $(\mathcal{X}', d', \nu')$ are the same if there is a measure-preserving isometry between $\text{Spt} \nu$ and $\text{Spt} \nu'$, seen as subspaces of $\mathcal{X}$ and $\mathcal{X}'$ respectively.

Figure 27.4 is a classical example of a convergence which holds true in the sense of (b), not in the sense of (a).

![Fig. 27.4. An example of “reduction of support” that can arise in measured Gromov–Hausdorff convergence. This is a balloon with a very thin spike; in the Gromov–Hausdorff sense it is approximated by a balloon to which a one-dimensional spike is attached, that carries no measure.](image-url)
Now it is easy to cook up notions of distance between metric-measure spaces. For a start, let us restrict to compact probability spaces. Pick up a distance which metrizes the weak topology on the set of probability measures, such as the Prokhorov distance $d_P$, and introduce the Gromov–Hausdorff–Prokhorov distance by the formula

$$d_{GHP}(\mathcal{X}, \mathcal{Y}) = \inf \left\{ d_H(\mathcal{X}', \mathcal{Y}') + d_P(\nu_{\mathcal{X}'}, \nu_{\mathcal{Y}'}) \right\},$$

where the infimum is taken over all measure-preserving isometric embeddings $f : (\mathcal{X}, \nu_{\mathcal{X}}) \to (\mathcal{X}', \nu_{\mathcal{X}'})$ and $g : (\mathcal{Y}, \nu_{\mathcal{Y}}) \to (\mathcal{Y}', \nu_{\mathcal{Y}'})$ into a common metric space $Z$. That choice would correspond to point of view (a), while in point of view (b) one would rather use the Gromov–Prokhorov distance, which is defined, with the same notation, as

$$d_{GP}(\mathcal{X}, \mathcal{Y}) = \inf d_P(\nu_{\mathcal{X}'}, \nu_{\mathcal{Y}'}).$$

(The metric structure of $\mathcal{X}$ and $\mathcal{Y}$ has not disappeared since the infimum is only over isometries.)

Both $d_{GHP}$ and $d_{GP}$ satisfy the triangle inequality, as can be checked by a gluing argument again. (Now one should use both the metric and the probabilistic gluing!) Then there is no difficulty in checking that $d_{GHP}$ is a honest distance on classes of metric-measure isomorphisms, with point of view (a). Similarly, $d_{GP}$ is a distance on classes of metric-measure isomorphisms, with point of view (b), but now it is quite non-trivial to check that $[d_{GP}(\mathcal{X}, \mathcal{Y}) = 0] \implies [\mathcal{X} = \mathcal{Y}]$. I shall not insist on this issue, for in the sequel I shall focus on point of view (a).

There are several variants of these constructions:

1. Use other distances on probability metrics. Essentially everybody agrees on the Hausdorff distance to measure distances between sets, but as we know, there are many natural choices of distances between probability measures. In particular, one can replace the Prokhorov distance by the Wasserstein distance of order $p$, and thus obtain the Gromov–Hausdorff–Wasserstein distance of order $p$:

$$d_{GHW_p}(\mathcal{X}, \mathcal{Y}) = \inf \left\{ d_H(\mathcal{X}', \mathcal{Y}') + W_p(\nu_{\mathcal{X}'}, \nu_{\mathcal{Y}'}) \right\},$$

where the infimum is over isometric embeddings; and of course the Gromov–Wasserstein distance of order $p$:

$$d_{GW_p}(\mathcal{X}, \mathcal{Y}) = \inf W_p(\nu_{\mathcal{X}'}, \nu_{\mathcal{Y}'}).$$
2. Measure distances between spaces on which the measure is finite but not necessarily normalized to 1. This obviously amounts to measuring distances between finite nonnegative measures that are not necessarily normalized. There are two rather natural strategies (and many variants). The first one consists in using the bounded Lipschitz distance, as defined in (6.6), which makes sense for arbitrary signed measures; in this way one can define the “Gromov–Hausdorff–bounded-Lipschitz distance” \( d_{\text{GHBL}} \) and the “Gromov–bounded-Lipschitz distance” \( d_{\text{GBL}} \), the definitions of which should be obvious to the reader. Another possibility consists in comparing the normalized metric spaces, and then adding a penalty which takes into account the discrepancy between the total masses. For instance, if \( \mu \) and \( \nu \) are defined on some common space \( Z \), one may let

\[
\left\| \frac{\mu}{\mu[Z]} - \frac{\nu}{\nu[Z]} \right\| + \left\| \mu[Z] - \nu[Z] \right\|
\]

One may also replace \( d_F \) by \( W_p \), or whatever; and change the penalty (why not something like \( |\log(\mu[Z]/\nu[Z])| \)) etc. So there is a tremendous number of “natural” possibilities.

3. Consider noncompact spaces. Here also, there are many possible frameworks, and the reader is free to consider this variety as a wealth or as a big mess. A first possibility is to just ignore the fact that spaces are noncompact: this is not reasonable if one sticks to philosophy (a), because the Hausdorff distance between noncompact spaces is too rigid; but it makes perfect sense with philosophy (b), at least for finite measures (say probability measures). Then, one may apply distances \( d_{\text{GHW}} \) to noncompact situations, or variants designed to handle measures that are not probability measures. When the measures are only \( \sigma \)-finite, this simple approach has to be modified. A possibility consists in localizing as in Definition 27.11. Another possibility, which makes sense in a locally compact context, consists in pointing as in Definition 27.13 (and one may also impose the same condition as in Remark 27.19).

Convention: In the sequel of this chapter, when \( (\mathcal{X}, d, \nu) \) is a metric space equipped with a measure, I shall always implicitly assume that \( \nu \) is nonzero, and that it is:

- \( \sigma \)-finite if \( (\mathcal{X}, d) \) is only assumed to be Polish;
- locally finite if \( (\mathcal{X}, d) \) is assumed in addition to be locally compact.
(Given a locally compact metric space \((\mathcal{X}, d)\) and an arbitrary point \(\star \in \mathcal{X}\), \(\mathcal{X}\) is the union of the closed balls \(B_{k_j}(\star)\), so any locally finite measure on \(\mathcal{X}\) is automatically \(\sigma\)-finite.)

**Convergence and doubling property**

The discussion of the previous section showed that one should be cautious about which notion of convergence is used. However, whenever they are available, **doubling estimates**, in the sense of Definition 18.1, basically rule out the discrepancy between approaches (a) and (b) above. The idea is that doubling prevents the formation of sharp spikes as in Figure 27.4. This discussion is not so clearly made in the literature that I know, so in this section I shall provide more careful proofs.

**Proposition 27.26 (Doubling lets metric and metric-measure approaches coincide).** Let \((\mathcal{X}, \mu)\) and \((\mathcal{Y}, \nu)\) be two compact Polish probability spaces with diameter at most \(R\). Assume that both \(\mu\) and \(\nu\) are doubling with a constant \(D\). Then

\[
d_{GP}(\mathcal{X}, \mathcal{Y}) \leq d_{GHP}(\mathcal{X}, \mathcal{Y}) \leq \Phi_{R,D}(d_{GP}(\mathcal{X}, \mathcal{Y})), \tag{27.6}
\]

where

\[
\Phi_{R,D}(\delta) = \max \left( 8 \delta, R (16 \delta)^{\frac{1}{\log_2 D}} \right) + \delta
\]

is a function that goes to 0 as \(\delta \to 0\), at a rate that is controlled in terms of just upper bounds on \(R\) and \(D\).

**Proof of Proposition 27.26.** The inequality on the left of (27.6) is trivial, so let us focus on the right inequality. To start with, let \(x \in \mathcal{X}, \varepsilon > 0\), then

\[
1 = \mu[\mathcal{X}] = \mu[B_R(x)] \leq D^N \mu[B_{\varepsilon/4}(x)],
\]

where

\[
N = \left\lceil \log_2 \frac{4R}{\varepsilon} \right\rceil \leq \log_2 \frac{R}{\varepsilon} + 3,
\]

and after a few manipulations this leads to

\[
\mu[B_{\varepsilon/4}(x)] \geq \frac{1}{8} \left( \frac{\varepsilon}{R} \right)^{\log_2 D}.
\]
Now let \((X', \mu')\) and \((Y', \nu')\) be two isomorphic copies of \((X, \mu)\) and \((Y, \nu)\) in some metric space \(Z\). Let \(\varepsilon\) be the Hausdorff distance between \(X'\) and \(Y'\), and \(\delta\) the Prokhorov distance between \(\mu'\) and \(\nu'\); the goal is to control \(\varepsilon + \delta\) in terms of \(\delta\) alone. If \(\varepsilon \leq 8\delta\), then we are done, so we might assume that \(\delta < \varepsilon/8\). Since \(\varepsilon > 0\), there is, say, some \(x \in X'\) such that the ball \(B_{\varepsilon/2}(x)\) does not intersect \(Y'\).

The doubling property of \((X, \mu)\) is of course transferred to \((X', \mu')\), so by the previous estimate

\[
\mu'[B_{\varepsilon/4}(x)] \geq \frac{1}{8} \left( \frac{\varepsilon}{R} \right)^{\log_2 D}.
\]  

(27.7)

By definition of the Prokhorov distance,

\[
\mu'[B_{\varepsilon/4}(x)] \leq \nu'[B_{\varepsilon/4+2\delta}(x)] + 2\delta.
\]  

(27.8)

From (27.7) and (27.8) it follows that

\[
\nu'[B_{\varepsilon/4+2\delta}(x)] \geq \frac{1}{8} \left( \frac{\varepsilon}{R} \right)^{\log_2 D} - 2\delta.
\]  

(27.9)

Since \(\delta < \varepsilon/8\), the ball \(B_{\varepsilon/4+2\delta}\) is included in \(B_{\varepsilon/2}(x)\), which does not intersect \(Y'\); so the left-hand side in (27.9) has to be 0. Thus

\[
\varepsilon \leq R \left( 16\delta \right)^{\frac{1}{\log_2 D}};
\]

and then the conclusion is easily obtained.

Proposition 27.26 is better appreciated in view of the next exercise:

**Exercise 27.27.** Let \((X_k, d_k, \nu_k)\) be a sequence of Polish probability spaces converging in the sense of \(d_{GP}\) to \((X, d, \nu)\). Assume that each \(\nu_k\) is doubling, with a uniform bound on the doubling constant. Prove that \(\nu\) is also doubling.

The combination of Proposition 27.26 and Exercise 27.27 yields the following corollary:

**Corollary 27.28 (\(d_{GP}\) convergence and doubling imply \(d_{GHP}\) convergence).** Let \((X_k, d_k, \nu_k)\) be a family of Polish probability spaces satisfying a uniform doubling condition, uniformly bounded, and converging to \((X, d, \nu)\) in the Gromov–Prokhorov sense. Then \((X_k, d_k, \nu_k)\) also converges in the Gromov–Hausdorff–Prokhorov sense to \((X, d, \nu)\). In particular, \((X_k, d_k)\) converges to \((X, d)\) in the Gromov–Hausdorff sense.
To summarize once again: Qualitatively, the distinction between points of view (a) and (b) is nonessential when one deals with the convergence of probability spaces satisfying a uniform doubling estimate. A more careful discussion would extend this conclusion to metric-measure spaces that are not necessarily probability spaces; and then to the pointed convergence of metric-measure spaces, provided that the doubling constant on a ball of radius $R$ (around the base point of each space) only depends on $R$.

When doubling estimates are not available, things are not so simple and it does matter whether one adheres to philosophy (a) or (b). Point of view (b) is the one that was mainly developed by Gromov, in relation to the phenomenon of concentration of measure. It is also the point of view that was adopted by Sturm in his study of the stability of displacement convexity. Nevertheless, I shall prefer to stick here to point of view (a), partly because this is the approach which Lott and I adopted for the study of the stability of optimal transport, partly because it can be argued that point of view (a) provides a more precise notion of convergence and description of the limit space. For instance, in the example of Figure 27.4, the fact that the limit space has a spike carrying zero measure retains information about the asymptotic shape of the converging sequence. Of course, this will not prevent me from throwing away pieces with zero measure by restricting to the support of the measure, when that is possible.

Doubling has another use in the present context: It leads to uniform total boundedness estimates, and therefore to compactness statements via Theorem 27.10.

**Proposition 27.29 (Doubling implies uniform total boundedness).** Let $(X, d)$ be a Polish space with diameter bounded above by $R$, equipped with a finite (nonzero) $D$-doubling measure $\nu$. Then for any $\varepsilon > 0$ there is a number $N = N(\varepsilon)$, only depending on $R$, $D$ and $\varepsilon$, such that $X$ can be covered with $N$ balls of radius $\varepsilon$.

**Proof of Proposition 27.29.** Without loss of generality, we might assume that $\nu[X] = 1$. Let $r = \varepsilon/2$, and let $n$ be such that $R \leq 2^n r$. Choose an arbitrary point $x_1$ in $X$; then a point $x_2$ in $X \setminus (B_{2r}(x_1))$, a point $x_3$ in $X \setminus (B_{2r}(x_1) \cup B_{2r}(x_2))$, and so forth. All the balls $B_{2r}(x_j)$ are disjoint, and by the doubling property each of them has measure at least $D^{-n}$. So $X \setminus (B_{2r}(x_0) \cup \ldots \cup B_{2r}(x_k))$ has measure at most $1 - kD^{-n}$, and therefore $D^n$ is an upper bound on the number of points $x_j$ that can be chosen.
Now let $x \in \mathcal{X}$. There is at least one index $j$ such that $d(x, x_j) < 2r$; otherwise $x$ would lie in the complement of the union of all the balls $B_{2r}(x_j)$, and could be added to the family $\{x_j\}$. So $\{x_j\}$ constitutes a $2r$-net in $\mathcal{X}$, with cardinality at most $N = D^0$. This concludes the proof. □

Measured Gromov–Hausdorff topology

After all this discussion I can state a precise definition of the notion of convergence that will be used in the sequel for metric-measure spaces: this is the measured Gromov–Hausdorff topology. It is associated with the convergence of spaces as metric spaces and as measure spaces. This concept can be defined quantitatively in terms of, e.g., the distance $d_{GHP}$ and its variants, but I shall be content with a purely topological (qualitative) definition. As in the case of the plain Gromov–Hausdorff topology, there is a convenient reformulation in terms of approximate isometries.

**Definition 27.30 (Measured Gromov–Hausdorff topology).** Let $(\mathcal{X}_k,d_k,\nu_k)_{k \in \mathbb{N}}$ and $(\mathcal{X},d,\nu)$ be compact metric spaces, equipped with finite nonzero measures. It is said that $\mathcal{X}_k$ converges to $\mathcal{X}$ in the measured Gromov–Hausdorff topology if there are measurable $\varepsilon_k$-isometries $f_k: \mathcal{X}_k \to \mathcal{X}$ such that $\varepsilon_k \to 0$ and

$$(f_k)_\#\nu_k \xrightarrow{k \to \infty} \nu$$

in the weak topology of measures.

If $(\mathcal{X}_k,d_k,\nu_k)$ and $(\mathcal{X},d,\nu)$ are Polish spaces, not necessarily compact, equipped with $\sigma$-finite measures, it is said that $\mathcal{X}_k$ converges to $\mathcal{X}$ in the local measured Gromov–Hausdorff topology if there are nondecreasing sequences of compact sets $(K^{(\ell)}_k)_{\ell \in \mathbb{N}}$ for each $k$, and $(K^{(\ell)})_{\ell \in \mathbb{N}}$, such that for each $\ell$, the space $K^{(\ell)}_k$, seen as a subspace of $\mathcal{X}_k$, converges in the measured Gromov–Hausdorff topology to $K^{(\ell)}$ as $k \to \infty$; and the union of all $K^{(\ell)}$ is dense in $\mathcal{X}$.

If the spaces $(\mathcal{X}_k,d_k,\nu_k,\star_k)$ and $(\mathcal{X},d,\nu,\star)$ are locally compact pointed Polish spaces equipped with locally finite measures, it is said that $\mathcal{X}_k$ converges to $\mathcal{X}$ in the pointed measured Gromov–Hausdorff
topology if there are sequences $R_k \to \infty$ and $\varepsilon_k \to 0$, and measurable pointed $\varepsilon_k$-isometries $B[\star_k, R_k] \to B[\star, R_k]$, such that

$$(f_k)\#\nu_k \xrightarrow{k \to \infty} \nu,$$

where the convergence is now in the weak-∗ topology (convergence against compactly supported continuous functions).

**Remark 27.31.** As already remarked for the plain Gromov–Hausdorff topology, one might also require that $R_k = (\varepsilon_k)^{-1}$, but I shall not do so here.

From the material in this chapter it is easy to derive the following compactness criterion:

**Theorem 27.32 (Compactness in measured Gromov–Hausdorff topology).** (i) Let $R > 0$, $D > 0$, and $0 < m \leq M$ be finite positive constants, and let $\mathcal{F}$ be a family of compact metric-measure spaces, such that (a) for each $(\mathcal{X}, d, \nu) \in \mathcal{F}$ the diameter of $(\mathcal{X}, d)$ is bounded above by $2R$; (b) the measure $\nu$ has a doubling constant bounded above by $D$; and (c) $m \leq \nu[\mathcal{X}] \leq M$. Then $\mathcal{F}$ is precompact in the measured Gromov–Hausdorff topology. In particular, any weak cluster space $(\mathcal{X}_\infty, d_\infty, \nu_\infty)$ satisfies $\text{Spt} \nu_\infty = \mathcal{X}_\infty$.

(ii) Let $\mathcal{F}$ be a family of locally compact pointed Polish metric-measure spaces. Assume that for each $R$, there is a constant $D = D(R)$ such that for each $(\mathcal{X}, d, \nu, \star) \in \mathcal{F}$ the measure $\nu$ is $D$-doubling on the ball $B_{R\nu}(\star)$. Further, assume the existence of $m, M > 0$ such that $m \leq \nu[B_{1\nu}(\star)] \leq M$ for all $(\mathcal{X}, d, \nu) \in \mathcal{F}$. Then $\mathcal{F}$ is precompact in the pointed measured Gromov–Hausdorff topology. In particular, any weak cluster space $(\mathcal{X}_\infty, d_\infty, \nu_\infty)$ satisfies $\text{Spt} \nu_\infty = \mathcal{X}_\infty$.

**Remark 27.33.** A particular case of Theorem 27.32 is when all measures are normalized to have unit mass.

**Proof of Theorem 27.32.** Part (i) follows from the combination of Proposition 27.29, Theorem 27.10 and Proposition 27.22. Part (ii) follows in addition from the definition of pointed measured Gromov–Hausdorff convergence and Proposition 27.24. Note that in (ii), the doubling assumption is used to prevent the formation of “spikes”, but also to ensure uniform bounds on the mass of balls of radius $R$ for any $R$, once it is known for some $R$. (Here I chose $R = 1$, but of course any other choice would have done.) □
The following simple but fundamental corollary is obtained by combining Theorem 27.32 with the Bishop–Gromov inequality (Theorem 18.8):

**Corollary 27.34 (Gromov’s precompactness theorem).** Let $K \in \mathbb{R}$, $N \in (1, \infty]$ and $D \in (0, +\infty)$. Let $\mathcal{M}(K, N, D)$ be the set of Riemannian manifolds $(M, g)$ such that $\dim(M) \leq N$, $\text{Ric}_M \geq Kg$ and $\text{diam}(M) \leq D$, equipped with their geodesic distance and their volume measure. Then $\mathcal{M}(K, N, D)$ is precompact in the measured Gromov–Hausdorff topology.

---

**Bibliographical notes**

It is well-known to specialists, but not necessarily obvious to others, that the Prokhorov distance, as defined in (6.5), coincides with the expression given in the beginning of this chapter; see for instance [814, Remark 1.29].
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My presentation of the Gromov–Hausdorff topology mainly followed the very pedagogical book of Burago, Burago and Ivanov [174]. (These authors do not use the terminology “geodesic space” but rather “strictly intrinsic length space”.) One can find there the proofs of Theorems 27.9 and 27.10. Besides Gromov’s own book, other classical sources about the convergence of metric spaces and metric-measure spaces are the book by Petersen [680, Chapter 10], and the survey by Fukaya [387]. Also a short presentation is available in the Saint-Flour lecture notes by S. Evans.

Information about Mr. Magoo, the famous short-sighted cartoon character, can be found on the website www.toontracker.com.

The definition of a metric cone can be found in [174, Section 3.6.2], and the notion of a tangent cone is explained in [174, p. 321]. Recall from Example 27.16 that the tangent cone may be defined in two different ways: either as the metric cone over the space of directions, or as the Gromov–Hausdorff limit of rescaled spaces; read carefully
Remarks 9.1.40 to 9.1.42 in [174] to avoid traps (or see [626]). For Alexandrov spaces with curvature bounded below, both notions coincide, see [174, Section 10.9] and the references therein.

A classical source for the measured Gromov–Hausdorff topology is Gromov’s book [438]. The point of view mainly used there consists in forgetting the Gromov–Hausdorff distance and “using the measure to kill infinity”; so the distances that are found there would be of the sort of $d_{GW_p}$ or $d_{GP}$. An interesting example is Gromov’s “box” metric $\square_1$, defined as follows [438, pp. 116–117]. If $d$ and $d'$ are two metrics on a given probability space $X$, define $\square_1(d, d')$ as the infimum of $\varepsilon > 0$ such that $|d - d'| \leq \varepsilon$ outside of a set of measure at most $\varepsilon$ in $X \times X$ (the subscript 1 means that the measure of the discarded set is at most $1 \times \varepsilon$). Take the particular metric space $I = [0, 1]$, equipped with the usual distance and with the Lebesgue measure $\lambda$, as reference space. If $(X, d, \nu)$ and $(X', d', \nu')$ are two Polish probability spaces, define $\square_1(X, X')$ as the infimum of $\square_1(d \circ \phi, d' \circ \phi')$ where $\phi$ (resp. $\phi'$) varies in the set of all measure-preserving maps $\phi : I \to X$ (resp. $\phi' : [0, 1] \to X'$).

Sturm made a detailed study of $d_{GW_2}$ (denoted by $D$ in [762]) and advocated it as a natural distance between classes of equivalence of probability spaces in the context of optimal transport. He proved that $D$ satisfies the length property, and compared it with Gromov’s box distance as follows:

$$
D(X, Y) \leq \left( \max \left( \operatorname{diam}(X), \operatorname{diam}(Y) \right) + \frac{1}{4} \right) \square_1(X, Y)^{\frac{1}{2}}
$$

$$
D(X, Y) \geq (1/2)^{3/2} \square_1(X, Y)^{3/2}.
$$

The alternative point of view in which one takes care of both the metric and the measure was introduced by Fukaya [386]. This is the one which was used by Lott and myself in our study of displacement convexity in geodesic spaces [577].

The pointed Gromov–Hausdorff topology is presented for instance in [174]; it has become very popular as a way to study tangent spaces in the absence of smoothness. In the context of optimal transport, the pointed Gromov–Hausdorff topology was used independently in [30, Section 12.4] and in [577, Appendix A].

I introduced the definition of local Gromov–Hausdorff topology for the purpose of these notes; it looks to me quite natural if one wants to...
preserve the idea of pointing in a setting that might not necessarily be locally compact. This is not such a serious issue and the reader who does not like this notion can still go on with the rest of these notes. Still, let me recommend it as a natural concept to treat the Gromov–Hausdorff convergence of the Wasserstein space over a noncompact metric space (see Chapter 28).

The statement of completeness of the Gromov–Hausdorff space appears in Gromov’s book [438, p. 78]. Its proof can be found, e.g., in Fukaya [387, Theorem 1.5], or in the book by Petersen [680, Chapter 10, Proposition 1.7].

The theorem briefly alluded to in the end of Remark 27.8 states the following: If $M$ is an $n$-dimensional compact Riemannian manifold, and $(M_k)_{k \in \mathbb{N}}$ is a sequence of $n$-dimensional compact Riemannian manifolds converging to $M$, with uniform upper and lower bounds on the sectional curvatures, and a volume which is uniformly bounded below, then $M_k$ is diffeomorphic to $M$ for $k$ large enough. This result is due to Gromov (after precursors by Shikata); see, e.g., [387, Chapter 3] for a proof and references.

The Gromov–Hausdorff topology is not the only one used to compare Riemannian manifolds; for instance, some authors have defined a “spectral distance” based on properties of the heat kernel [97, 492, 508, 509]. I shall conclude with some technical remarks.

The theorem according to which a distance-preserving map $\mathcal{X} \to \mathcal{X}$ is a bijection if $\mathcal{X}$ is compact can be found in [174, Theorem 1.6.14].

Proposition 27.20 appears, in a form which is not exactly the one that I used, but quite close to, in [436, p. 66] and [443, Appendix A]. The reader should have no difficulty in adapting the statements there into Proposition 27.20 (or redo the proof of the Ascoli theorem). Proposition 27.22 is rather easy to prove, and anyway in the next chapter we shall prove some more complicated related theorems.

That a locally compact geodesic space is automatically boundedly compact is part of a generalized version of the Hopf–Rinow theorem [174, Theorem 2.5.28].

Finally, the construction of approximate isometries from correspondences, as performed in [174], uses the full axiom of choice (on p. 258: “For each $x$, choose $f(x) \in Y$”). So I should sketch a proof which does not use it. Let $\mathcal{R}$ be a correspondence with distortion $\eta$; the problem is to construct an $\varepsilon$-isometry $f : \mathcal{X} \to \mathcal{Y}$ for any $\varepsilon > \eta$. Let $\mathcal{D}$ be a countable dense subset in $\mathcal{X}$. Choose $\delta$ so small that $2\delta + \eta < \varepsilon$. Cover
\( \mathcal{X} \) by finitely many disjoint sets \( A_k \), such that each \( A_k \) is included in some ball \( B(x_k, \delta) \), with \( x_k \in D \). Then for each \( x \in D \) choose \( f(x) \) in relation with \( x \). (This only uses the countable version of the axiom of choice.) Finally, for each \( x \in A_k \) define \( f(x) = f(x_k) \). It is easy to check that \( \text{dis} (f) \leq 2\delta + \eta < \varepsilon \).

(This axiomatic issue is also the reason why I work with approximate inverses that are \((4\varepsilon)\)-isometries rather than \((3\varepsilon)\)-isometries.)
Stability of optimal transport

This chapter is devoted to the following theme: Consider a family of geodesic spaces \( X_k \) which converges to some geodesic space \( X \); does this imply that certain basic objects in the theory of optimal transport on \( X_k \) “pass to the limit”? In this chapter I shall show that the answer is affirmative: One of the main results is that the Wasserstein space \( P_2(X_k) \) converges, in (local) Gromov–Hausdorff sense, to the Wasserstein space \( P_2(X) \). Then I shall consider the stability of dynamical optimal trans- ference plans, and related objects (displacement interpolation, kinetic energy, etc.). Compact spaces will be considered first, and will be the basis for the subsequent treatment of noncompact spaces.

Optimal transport in a nonsmooth setting

Most of the objects that were introduced and studied in the context of optimal transport on Riemannian manifolds still make sense on a general metric-measure length space \( (\mathcal{X}, d, \nu) \), satisfying certain regularity assumptions. I shall assume here that \( (\mathcal{X}, d) \) is a locally compact, complete separable geodesic space equipped with a \( \sigma \)-finite reference Borel measure \( \nu \). From general properties of such spaces, plus the results in Chapters 6 and 7:

- the cost function \( c(x, y) = d(x, y)^2 \) is associated with the coercive Lagrangian action \( A(\gamma) = L(\gamma)^2 \), and minimizers are constant-speed, minimizing geodesics, the collection of which is denoted by \( \Gamma(\mathcal{X}) \);
• for any given $\mu_0$, $\mu_1$ in $P_2(\mathcal{X})$, the optimal total cost $C(\mu_0, \mu_1)$ is finite and there exists at least one optimal transference plan $\pi \in P(\mathcal{X} \times \mathcal{X})$ with marginals $\mu_0$ and $\mu_1$;

• the 2-Wasserstein space $P_2(\mathcal{X})$, equipped with the 2-Wasserstein distance, is a complete separable geodesic space;

• a displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ can be defined either as a geodesic in $P_2(\mathcal{X})$, or as $(\epsilon_t)_{\#} \Pi$, where $\epsilon_t$ is the evaluation at time $t$, and $\Pi$ is a dynamical optimal transference plan, i.e. the law of a random geodesic whose endpoints form an optimal coupling of $(\mu_0, \mu_1)$.

One can also introduce the interpolant density $\rho_t = \rho_t(x)$ as the density of $\mu_t$ with respect to the reference measure $\nu$.

Many of the statements that were available in the Riemannian setting can be recast in terms of these objects. An important difference however is the absence of any “explicit” description of optimal couplings in terms of $d^2/2$-convex maps $\psi$. So expressions involving $\nabla \psi$ will not a priori make sense, unless we find an intrinsic reformulation in terms of the above-mentioned objects. For instance,

$$\int \rho_0(x) |\nabla \psi(x)|^2 \, d\nu(x) = \int d\left( x, \exp_x \nabla \psi(x) \right)^2 \, d\mu_0(x) = W_2(\mu_0, \mu_1)^2. \tag{28.1}$$

There is a more precise procedure which allows one to make sense of $|\nabla \psi|$, even if $\nabla \psi$ itself does not. The crucial observation, as in (28.1), is that $|\nabla \psi(x)|$ can be identified with the length $L(\gamma)$ of the geodesic $\gamma$ joining $\gamma(0) = x$ to $\gamma(1) = y$. In the next paragraph I shall develop this remark. The hasty reader can skip this bit and go directly to the section about the convergence of Wasserstein spaces.

**Kinetic energy and speed**

**Definition 28.1 (Kinetic energy).** Let $\mathcal{X}$ be a locally compact Polish geodesic space, and let $\Pi \in P(\Gamma(\mathcal{X}))$ be a dynamical transference plan. For each $t \in (0,1)$ define the associated kinetic energy $\varepsilon_t(dx)$ by the formula

$$\varepsilon_t = (\epsilon_t)_{\#} \left( \frac{L^2}{2} \Pi \right).$$
If \( \varepsilon_t \) is absolutely continuous with respect to \( \mu_t \), define the speed field \( |v|(t, x) \) by the formula

\[
|v|(t, x) = \sqrt{2 \frac{d\varepsilon_t}{d\mu_t}}.
\]

**Remark 28.2.** If \( X \) is compact then \( \varepsilon_t \leq C \mu_t \) with \( C = (\text{diam } X)^2/2 \); so \( |v| \) is well-defined (up to modification on a set of zero \( \mu_t \)-measure) and almost surely bounded by \( \sqrt{2C} = \text{diam } (X) \).

**Remark 28.3.** If \( \gamma \) is a geodesic curve, then \( L(\gamma) = |\dot{\gamma}|(t) \), whatever \( t \in (0, 1) \). Assume that \( X \) is a Riemannian manifold \( M \), and geodesics in the support of \( \Pi \) do not cross at intermediate times. (As we know from Chapter 8, this is the case if \( \Pi \) is an optimal dynamical transference plan.) Then for each \( t \in (0, 1) \) and \( x \in M \) there is at most one geodesic \( \gamma = \gamma^{x,t} \) such that \( \gamma(t) = x \). So

\[
\varepsilon_t(dx) = \left( \frac{|\dot{\gamma}^{x,t}(t)|^2}{2} \right) [\varepsilon_t \# \Pi](dx) = \left( \frac{|\dot{\gamma}^{x,t}(t)|^2}{2} \right) \mu_t(dx);
\]

and \( |v|(t, x) \) really is \( |\dot{\gamma}^{x,t}| \), that is, the speed at time \( t \) and position \( x \).

Thus Definition 28.1 is consistent with the usual notions of kinetic energy and speed field (speed = norm of the velocity).

**Particular Case 28.4.** Let \( M \) be a Riemannian manifold, and let \( \mu_0 \) and \( \mu_1 \) be two probability measures in \( P_2(M) \), \( \mu_0 \) being absolutely continuous with respect to the volume measure. Let \( \psi \) be a \( d^2/2 \)-convex function such that \( \exp(\nabla \psi) \) is the optimal transport from \( \mu_0 \) to \( \mu_1 \), and let \( \psi_t \) be obtained by solving the forward Hamilton–Jacobi equation

\[
\partial_t \psi_t + |\nabla \psi_t|^2/2 = 0
\]

starting from the initial datum \( \psi_0 = \psi \). Then the speed \( |v|(t, x) \) coincides, \( \mu_t \)-almost surely, with \( |\nabla \psi_t(x)| \).

The kinetic energy is a nonnegative measure, while the field speed is a function. Both objects will enjoy good stability properties under Gromov–Hausdorff approximation. But under adequate assumptions, the velocity field will also enjoy compactness properties in the uniform topology. This comes from the next statement.

**Theorem 28.5 (Regularity of the speed field).** Let \( (X, d) \) be a compact geodesic space, let \( \Pi \in P(G(X)) \) be a dynamical optimal transference plan, let \( (\mu_t)_{0 \leq t \leq 1} \) be the associated displacement interpolation,
and $|v| = |v|(t, x)$ the associated speed field. Then, for each $t \in (0, 1)$ one can modify $|v|(t, \cdot)$ on a $\mu_t$-negligible set in such a way that for all $x, y \in \mathcal{X}$,

$$
|v|(t, x) - |v|(t, y) \leq \frac{C \sqrt{\text{diam}(\mathcal{X})}}{\sqrt{t(1-t)}} \sqrt{d(x, y)},
$$

(28.2)

where $C$ is a numeric constant. In particular, $|v|(t, \cdot)$ is Hölder-$1/2$.

**Proof of Theorem 28.5.** Let $t$ be a fixed time in $(0, 1)$. Let $\gamma_1$ and $\gamma_2$ be two minimizing geodesics in the support of $\Pi$, and let $x = \gamma_1(t)$, $y = \gamma_2(t)$. Then by Theorem 8.22,

$$
|\mathcal{L}(\gamma_1) - \mathcal{L}(\gamma_2)| \leq \frac{C \sqrt{\text{diam}(\mathcal{X})}}{\sqrt{t(1-t)}} \sqrt{d(x, y)}.
$$

(28.3)

Let $\mathcal{X}_t$ be the union of all $\gamma(t)$, for $\gamma$ in the support of $\Pi$. For a given $x \in \mathcal{X}_t$, there might be several geodesics $\gamma$ passing through $x$, but (as a special case of (28.3)) they will all have the same length; define $|v|(t, x)$ to be that length. This is a measurable function, since it can be rewritten

$$
|v|(t, x) = \int_\gamma \mathcal{L}(\gamma) \Pi(d\gamma | \gamma(t) = x),
$$

where $\Pi(d\gamma | \gamma(t) = x)$ is of course the disintegration of $\Pi$ with respect to $\mu_t = \text{law} (\gamma_t)$. Then $|v|(t, \cdot)$ is an admissible density for $\varepsilon_t$, and as a consequence of (28.3) it satisfies (28.2) for all $x, y \in \mathcal{X}_t$.

To extend $|v|(t, x)$ on the whole of $\mathcal{X}$, I shall adapt the proof of a well-known extension theorem for Lipschitz functions. Let $H := C \sqrt{\text{diam}(\mathcal{X})/(t(1-t))}$, so that $|v|$ is Hölder-$1/2$ on $\mathcal{X}_t$ with constant $H$. Define, for $x \in \mathcal{X}$,

$$
w(x) := \inf_{y \in \mathcal{X}_t} \left[ H \sqrt{d(x, y)} + |v|(t, y) \right].
$$

It is clear that $w \geq 0$, and the estimate (28.2) easily implies that $w(x) = |v|(t, x)$ for any $x \in \mathcal{X}_t$. Next, whenever $x$ and $x'$ are two points in $\mathcal{X}$, one has
\[ w(x) - w(x') = \inf_{y \in X} \left[ H \sqrt{d(x, y)} + |v|(t, y) \right] - \inf_{y' \in X} \left[ H \sqrt{d(x', y')} + |v|(t, y') \right] \]
\[ = \sup_{y' \in X} \inf_{y \in X} \left[ H \sqrt{d(x, y)} - H \sqrt{d(x', y')} + |v|(t, y) - |v|(t, y') \right] \]
\[ \leq H \sup_{y' \in X} \inf_{y \in X} \left[ \sqrt{d(x, y)} - \sqrt{d(x', y')} + \sqrt{d(y, y')} \right] \]
\[ \leq H \sup_{y' \in X} \inf_{y \in X} \left[ \sqrt{d(x, y')} - \sqrt{d(x', y')} \right]. \quad (28.4) \]

But
\[ \sqrt{d(x, y')} \leq \sqrt{d(x, x')} + d(x', y') \leq \sqrt{d(x, x')} + \sqrt{d(x', y')}; \]
so (28.4) is bounded above by \( H \sqrt{d(x, x')} \).

To summarize: \( w \) coincides with \( |v|(t, \cdot) \) on \( X_t \), and it satisfies the same Hölder-1/2 estimate. Since \( \mu_t \) is concentrated on \( X_t \), \( w \) is also an admissible density for \( \varepsilon_t \), so we can take it as the new definition of \( |v|(t, \cdot) \), and then (28.2) holds true on the whole of \( X \).

\[ \Box \]

**Convergence of the Wasserstein space**

The main goal of this section is the proof of the convergence of the Wasserstein space \( P_2(X) \), as expressed in the next statement.

**Theorem 28.6 (If \( X_k \) converges then \( P_2(X_k) \) also).** Let \( (X_k)_{k \in \mathbb{N}} \) and \( X \) be compact metric spaces such that
\[ X_k \xrightarrow{GH} X. \]

Then
\[ P_2(X_k) \xrightarrow{GH} P_2(X). \]

Moreover, if \( f_k : X_k \to X \) are approximate isometries, then the maps
\[ (f_k)_\# : P_2(X_k) \to P_2(X), \]
defined by \( (f_k)_\#(\mu) = (f_k)_\# \mu \), are approximate isometries too.

Theorem 28.6 will come as an immediate corollary of the following more precise results:
Proposition 28.7 (If \( f \) is an approximate isometry then \( f_\# \) also). Let \( f : (X_1, d_1) \to (X_2, d_2) \) be an \( \varepsilon \)-isometry between two Polish spaces. Then the map \( f_\# \) is an \( \tilde{\varepsilon} \)-isometry between \( P_2(X_1) \) and \( P_2(X_2) \), where
\[
\tilde{\varepsilon} = 6\varepsilon + 2\sqrt{\varepsilon (2 \text{diam} (X_2) + \varepsilon)} \leq 8(\varepsilon + \sqrt{\varepsilon \text{diam} (X_2)}).
\] (28.5)

Remark 28.8. The map \( f_\# \) is continuous if and only if \( f \) itself is continuous (which in general is not the case).

Proof of Proposition 28.7. Let \( f \) be an \( \varepsilon \)-isometry, and let \( f' \) be an \( \varepsilon \)-inverse for \( f \). Recall that \( f' \) is a \((4\varepsilon)\)-isometry and satisfies (27.4).

Given \( \mu_1 \) and \( \mu'_1 \) in \( P_2(X_1) \), let \( \pi_1 \) be an optimal transference plan between \( \mu_1 \) and \( \mu'_1 \). Define
\[
\pi_2 := (f, f)_\# \pi_1.
\]
Obviously, \( \pi_2 \) is a transference plan between \( f_\# \mu_1 \) and \( f_\# \mu'_1 \); so
\[
W_2(f_\# \mu_1, f_\# \mu'_1)^2 \leq \int_{X_2 \times X_2} d_2(x_2, y_2)^2 d\pi_2(x_2, y_2) = \int_{X_1 \times X_1} d_2(f(x_1), f(y_1))^2 d\pi_1(x_1, y_1).
\] (28.6)

The identity
\[
\left| d_2(f(x_1), f(y_1))^2 - d_1(x_1, y_1)^2 \right| = \left| d_2(f(x_1), f(y_1)) - d_1(x_1, y_1) \right| \left( d_2(f(x_1), f(y_1)) + d_1(x_1, y_1) \right),
\]
implies
\[
\left| d_2(f(x_1), f(y_1))^2 - d_1(x_1, y_1)^2 \right| \leq \varepsilon \left( \text{diam} (X_1) + \text{diam} (X_2) \right).
\]

Plugging this bound into (28.6), we deduce that
\[
W_2(f_\# \mu_1, f_\# \mu'_1)^2 \leq W_2(\mu_1, \mu'_1)^2 + \varepsilon \left( \text{diam} (X_1) + \text{diam} (X_2) \right),
\] (28.7)

hence
\[
W_2(f_\# \mu_1, f_\# \mu'_1) \leq W_2(\mu_1, \mu'_1) + \sqrt{\varepsilon \left( \text{diam} (X_1) + \text{diam} (X_2) \right)}.
\] (28.8)
It follows from the definition of an $\varepsilon$-isometry that $\text{diam}(X_1) \leq \text{diam}(X_2) + \varepsilon$; so (28.8) leads to

$$W_2(f_\# \mu_1, f_\# \mu'_1) \leq W_2(\mu_1, \mu'_1) + \sqrt{\varepsilon \left(2 \text{diam}(X_2) + \varepsilon\right)},$$  
(28.9)

which shows that $f_\#$ does not increase distances much.

Exchanging the roles of $X_1$ and $X_2$, and applying (28.8) to the map $f'$ and the measures $f_\# \mu_1$ and $f_\# \mu'_1$, together with $\text{diam}(X_1) \leq \text{diam}(X_2) + \varepsilon$ again, we obtain

$$W_2\left(\left(f'\right)_\# (f_\# \mu_1), (f'\# (f_\# \mu'_1)\right) \leq W_2(f_\# \mu_1, f_\# \mu'_1) + \sqrt{4\varepsilon \left(2 \text{diam}(X_2) + \varepsilon\right)}. \quad (28.10)$$

(The factor 4 is because $f'$ is a $(4\varepsilon)$-isometry.) Since $f' \circ f$ is an admissible Monge transport between $\mu_1$ and $(f' \circ f)_\# \mu_1$, or between $\mu'_1$ and $(f' \circ f)_\# \mu'_1$, which moves points by a distance at most $3\varepsilon$, we have

$$W_2\left((f' \circ f)_\# \mu_1, \mu_1\right) \leq 3\varepsilon; \quad W_2\left((f' \circ f)_\# \mu'_1, \mu'_1\right) \leq 3\varepsilon. \quad \quad \text{(28.11)}$$

Then by (28.10) and the triangle inequality,

$$W_2(\mu_1, \mu'_1) \leq W_2(\mu_1, (f' \circ f)_\# \mu_1) + W_2((f' \circ f)_\# \mu_1, (f' \circ f)_\# \mu'_1) + W_2((f' \circ f)_\# \mu'_1, \mu'_1) \leq 3\varepsilon + W_2(f_\# \mu_1, f_\# \mu'_1) + \sqrt{4\varepsilon \left(2 \text{diam}(X_2) + \varepsilon\right)} + 3\varepsilon. \quad \quad \text{(28.11)}$$

Equations (28.9) and (28.11) together show that $f_\#$ distorts distances by at most $\tilde{\varepsilon}$.

It remains to show that $f_\#$ is approximately surjective. To do this, pick up some $\mu_2 \in P_2(X_2)$, and consider the Monge transport $f \circ f'$ from $\mu_2$ to $(f \circ f')_\# \mu_2$. By (27.4), $f \circ f'$ moves points by a distance at most $\varepsilon$, so $W_2(\mu_2, f_\# (f'_\# \mu_2)) \leq \varepsilon$. This concludes the proof that $f_\#$ is an $\tilde{\varepsilon}$-isometry. $\square$
Compactness of dynamical transference plans and related objects

The issue now is to show that dynamical transference plans enjoy good stability properties in a Gromov–Hausdorff approximation. The main technical difficulty comes from the fact that $\varepsilon$-isometries, being in general discontinuous, will not map geodesic paths into continuous paths. So we shall be led to work on the horribly large space of measurable paths $[0,1] \to X$. I shall daringly embed this space in the even much larger space of probability measures on $[0,1] \times X$, via the identification

$$\gamma \mapsto \overrightarrow{\gamma} = (\text{Id}, \gamma)_# \lambda,$$

where $\lambda$ is the Lebesgue measure on $[0,1]$. In loose notation,

$$\gamma(dt \ dx) = \delta_{x=\gamma(t)} \ dt.$$

Of course, the first marginal of such a measure is always the Lebesgue measure. (That is, if $\tau : [0,1] \times X \to [0,1]$ is the projection on the first factor then $\tau_# \overrightarrow{\tau} = \lambda$.) Moreover, the uniqueness of conditional measures shows that if $\overrightarrow{\tau_1} = \overrightarrow{\tau_2}$, then $\gamma_1 = \gamma_2$ $\lambda$-almost surely, and therefore actually $\gamma_1 = \gamma_2$ (because $\gamma_1, \gamma_2$ are continuous).

I shall think of the injection $i : \Gamma \to P([0,1] \times X)$ defined by $i(\gamma) = \overrightarrow{\gamma}$ as an “inclusion”; any $\Pi \in P(\Gamma)$ can be identified with its push-forward $i_# \Pi \in P(P([0,1] \times X))$. This point of view is reminiscent of the theory of Young measures; one of its advantages is that the space $P([0,1] \times X)$ is separable, while the space of measurable paths with values in $X$ is not.

The next theorem expresses the stability of the main objects associated with transport (optimal or not). Recall that $e_t$ stands for the evaluation at time $t$, and $L(g)$ for the length of the curve $g$.

**Theorem 28.9 (Optimal transport is stable under Gromov–Hausdorff convergence).** Let $(X_k, d_k)_{k \in \mathbb{N}}$ and $(X, d)$ be compact geodesic spaces such that $X_k$ converges in the Gromov–Hausdorff topology as $k \to \infty$, by means of approximate isometries $f_k : X_k \to X$. For each $k \in \mathbb{N}$, let $\Pi_k$ be a Borel probability measure on $\Gamma(X_k)$; further, let $\pi_k = (e_0, e_1)_# \Pi_k$, $\mu_{k,t} = (e_t)_# \Pi_k$, and $\varepsilon_{k,t} = (e_t)_# [L^2/2] \Pi_k$.

Then, after extraction of a subsequence, still denoted with the index $k$ for simplicity, there is a dynamical transference plan $\Pi$ on $X$, with associated transference plan $\pi(dx \ dy)$, measure-valued path $(\mu_t(dx))_{0 \leq t \leq 1}$, and kinetic energy $\varepsilon_t(dx)$, such that:
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(i) \( \lim_{k \to \infty} (f_k \circ \Pi_k) = \Pi \) in the weak topology on \( P(P([0,1] \times \mathcal{X})) \);

(ii) \( \lim_{k \to \infty} (f_k, f_k) \circ \pi_k = \pi \) in the weak topology on \( P(\mathcal{X} \times \mathcal{X}) \);

(iii) \( \lim_{k \to \infty} (f_k) \circ \mu_{k,t} = \mu_t \) in \( P_2(\mathcal{X}) \) uniformly in \( t \); more explicitly,

\[
\lim_{k \to \infty} \sup_{t \in [0,1]} W_2(\mu_{k,t}, \mu_t) = 0;
\]

(iv) \( \lim_{k \to \infty} (f_k) \circ \varepsilon_{k,t} = \varepsilon_t \), in the weak topology of measures, for each \( t \in (0,1) \).

Assume further that each \( \Pi_k \) is an optimal dynamical transference plan, for the square distance cost function. Then:

(v) For each \( t \in (0,1) \), there is a choice of the speed fields \( |v_k| \) associated with the plans \( \Pi_k \), such that \( \lim_{k \to \infty} |v_k| \circ f'_k = |v| \), in the uniform topology;

(vi) The limit \( \Pi \) is an optimal dynamical transference plan, so \( \pi \) is an optimal transference plan and \( (\mu_t)_{0 \leq t \leq 1} \) is a displacement interpolation.

Remark 28.10. In (i) \( f_k \circ \) is the map \( \gamma \to f_k \circ \gamma \), which maps continuous paths \([0,1] \to \mathcal{X}'\) into measurable maps \([0,1] \to \mathcal{X}\) (identified to probability measures on \([0,1] \times \mathcal{X}\)).

Proof of Theorem 28.9. The proof is quite technical, so the reader might skip it at first reading and go directly to the last section of this chapter. In a first step, I shall establish the compactness of the relevant objects, and in a second step pass to the limit.

It will be convenient to regularize rough paths with the help of some continuous mollifiers. For \( \delta \in (0,1/2) \), define

\[
\varphi^\delta(s) = \frac{\delta + s}{\delta^2} 1_{-\delta \leq s < 0} + \frac{\delta - s}{\delta^2} 1_{0 \leq s \leq \delta}
\]

and

\[
\varphi^\delta_+(s) = \varphi^\delta(s - \delta), \quad \varphi^\delta_-(s) = \varphi^\delta(s + \delta).
\]

Then \( \text{supp} \varphi^\delta_+ \subset [0,2\delta] \) and \( \text{supp} \varphi^\delta_- \subset [-2\delta,0] \). These functions have a graph that looks like a sharp “tent hat”; their integral (on the real line) is equal to 1, and as \( \delta \to 0 \) they converge in the weak topology to the Dirac mass \( \delta_0 \) at the origin.
In the sequel, $f_k : \mathcal{X}_k \to \mathcal{X}$ will be an $\varepsilon_k$-isometry, and the sequence $\varepsilon_k$ goes to 0 as $k \to \infty$.

**Step 1: Compactness.** First, $[0, 1] \times \mathcal{X}$ is a compact metric space, so the same holds true for $P([0, 1] \times \mathcal{X})$ and $P(P([0, 1] \times \mathcal{X}))$. Hence, after extraction of a subsequence, the sequence $((f_k)_* \# \Pi_k)_{k \in \mathbb{N}}$ converges to some $\Pi \in P(P([0, 1] \times \mathcal{X}))$. Taking a further subsequence, we can assume that $\lim_{k \to \infty} (f_k, f_k)_* \# \pi_k = \pi$ for some $\pi \in P(\mathcal{X} \times \mathcal{X})$.

Next, since $\mathcal{X}$ is bounded and $\mathcal{X}_k \to \mathcal{X}$, there is a uniform bound $C$ on the diameters $\text{diam}(\mathcal{X}_k)$. So the lengths of all geodesics $\gamma_k \in \Gamma(\mathcal{X}_k)$ are all bounded by $C$, and $d(\gamma_k(s), \gamma_k(t)) \leq C|s - t|$ for all times $s, t \in [0, 1]$. It follows that $W_2(\mu_{k, s}, \mu_{k, t}) \leq C|s - t|$, as $(\varepsilon_k, \varepsilon_k)_* \Pi_k$ is a particular transference plan between $\mu_{k, s}$ and $\mu_{k, t}$. This shows that the paths $(\mu_{k, t})_{k \in \mathbb{N}, t \in [0, 1]}$ are uniformly continuous in $t$, with a uniform modulus of continuity. On the other hand, by Theorem 28.6, $(P_2(\mathcal{X}_k))_{k \in \mathbb{N}}$ converges in the Gromov–Hausdorff topology to $P_2(\mathcal{X})$. By Proposition 27.20, there is a subsequence (in $k$) of the family $((f_k)_* \# \mu_{k, t})_{t \in [0, 1], k \in \mathbb{N}}$ which converges uniformly to a continuous curve $(\mu_t)_{t \in [0, 1]} \in C([0, 1]; P(\mathcal{X}))$.

Next, for each $t \in (0, 1)$ and each $k \in \mathbb{N}$, the total mass of the measure $\varepsilon_{k, t}$ is bounded by $\text{diam}(\mathcal{X}_k)^2/2 \leq C^2/2$; so the same holds true for the measures $(f_k)_* \# \varepsilon_{k, t}$, which therefore constitute a precompact family in the space of nonnegative measures on $\mathcal{X}$. So up to extraction, we may assume that $(f_k)_* \# \varepsilon_{k, t}$ converges weakly to some measure $\varepsilon_t$.

To conclude the proof of (i)–(iv), we should establish that

(a) $\Pi$ is actually concentrated on $\Gamma(\mathcal{X})$;
(b) $\pi = (\varepsilon_0, \varepsilon_1)_* \# \Pi$;
(c) $\mu_t = (\varepsilon_t)_* \# \Pi$;
(d) $\varepsilon_t = (\varepsilon_t)_* (L^2 \Pi)/2$.

**Step 2: Embedding in probability measures and passing to the limit.** I shall first mollify the condition “$\mathcal{L}(\gamma) = d(\gamma(0), \gamma(1))$” (which characterizes geodesics) in such a way that the resulting condition will pass to the limit under weak convergence of probability measures. Given $\delta \in (0, 1/2)$, a continuous path $\gamma : [0, 1] \to \mathcal{X}$, and times $t_0, s_0$ with $0 \leq t_0 < s_0 \leq 1$, define

$$
\mathcal{L}^{\delta}_{t_0 \to s_0}(\gamma) = \int_0^1 \int_0^1 d(\gamma(t), \gamma(s)) \varphi_+^\delta(t - t_0) \varphi_-^\delta(s - s_0) \, dt \, ds.
$$

\(^1\) In this proof $\varepsilon_k$ and $\varepsilon_{k, t}$ stand for completely different objects, but I hope this is not confusing. (As usual the choice of notation is a delicate exercise.)
(This is an approximation of the length of $\gamma$ between times $t_0$ and $s_0$.)

The function $L_{t_0 \to s_0}^\delta$ can be extended into a continuous function on $P([0,1] \times \mathcal{X})$, still denoted $L_{t_0 \to s_0}^\delta$ for simplicity:

$$L_{t_0 \to s_0}^\delta(\sigma) = \int_{[0,1] \times \mathcal{X}} \int_{[0,1] \times \mathcal{X}} d(x,y) \varphi_+^\delta(t-t_0) \varphi_-^\delta(s-s_0) \, d\sigma(t,x) \, d\sigma(s,y).$$

Since $f_k$ is an $\varepsilon_k$-isometry, for any geodesic $\gamma_k \in \Gamma(\mathcal{X}_k)$,

$$L_{t_0 \to s_0}^\delta(f_k \circ \gamma_k) = \int_{0}^{1} \int_{0}^{1} |d(\gamma_k(t), \gamma_k(s)) + O(\varepsilon_k)| \varphi_+^\delta(t-t_0) \varphi_-^\delta(s-s_0) \, dt \, ds$$

$$= \int_{0}^{1} \int_{0}^{1} d(\gamma_k(t), \gamma_k(s)) \varphi_+^\delta(t-t_0) \varphi_-^\delta(s-s_0) \, dt \, ds + O(\varepsilon_k)$$

$$= d(\gamma_k(0), \gamma_k(1)) \int_{0}^{1} \int_{0}^{1} |s-t| \varphi_+^\delta(t-t_0) \varphi_-^\delta(s-s_0) \, dt \, ds + O(\varepsilon_k)$$

$$= d(\gamma_k(0), \gamma_k(1)) \left( |s_0-t_0| + O(\varepsilon_k) \right) + O(\varepsilon_k).$$

In particular, taking $t_0 = 0$ and $s_0 = 1$ gives

$$L_{0 \to 1}^\delta(f_k \circ \gamma_k) = d(\gamma_k(0), \gamma_k(1)) \left( 1 + O(\delta) \right) + O(\varepsilon_k).$$

Since all of the lengths $d(\gamma_k(0), \gamma_k(1))$ are uniformly bounded, we conclude that there is a constant $C$ such that for all $t_0$ and $s_0$ as above,

$$\left| L_{t_0 \to s_0}^\delta(f_k \circ \gamma_k) - |s_0-t_0| L_{0 \to 1}^\delta(f_k \circ \gamma_k) \right| \leq C(\delta + \varepsilon_k);$$

$$L_{0 \to 1}^\delta(f_k \circ \gamma_k) \leq C.$$
enough; by passing to the limit, also $\Pi \in P(\Gamma_{\varepsilon,\delta}(\mathcal{X}))$. Since $\varepsilon, \delta$ are arbitrarily small,
\[\Pi \in P\left(\bigcap_{\varepsilon,\delta > 0} \Gamma_{\varepsilon,\delta}(\mathcal{X})\right).\]
So to conclude the proof of (a) it suffices to prove
\[\bigcap_{\varepsilon,\delta > 0} \Gamma_{\varepsilon,\delta}(\mathcal{X}) = \Gamma(\mathcal{X}).\]

Let $\sigma \in \bigcap_{\varepsilon,\delta > 0} \Gamma_{\varepsilon,\delta}(\mathcal{X})$. Taking $\varepsilon \to 0$ in (28.16), we get
\[\left|L_{t_0 \to s_0}^\delta(\sigma) - |s_0 - t_0| L_{0 \to 1}^\delta(\sigma)\right| \leq \delta. \quad (28.17)\]
In particular,
\[L_{t_0 \to s_0}^\delta(\sigma) \leq C(|s_0 - t_0| + \delta). \quad (28.18)\]

In Lemma 28.11 below it will be shown that, as a consequence of (28.18), $\sigma$ can be written as $(\text{Id}, \gamma) \# \lambda$ for some Lipschitz-continuous curve $\gamma : [0, 1] \to \mathcal{X}$. Once that is known, the end of the proof of (a) is straightforward: Since
\[L_{t_0 \to s_0}^\delta(\sigma) = d(\gamma(t_0), \gamma(s_0)) + O(\delta),\]
the inequality (28.17) becomes, in the limit $\delta \to 0$,
\[d(\gamma(t_0), \gamma(s_0)) = |s_0 - t_0| d(\gamma(0), \gamma(1)).\]
This implies that $L(\gamma) = d(\gamma(0), \gamma(1))$, so $\gamma$ is a geodesic curve. This concludes the proof of (a), and of part (i) of Theorem 28.9 at the same time.

Now I shall use a similar reasoning for the convergence of the marginals of $\Pi$. Given $\Phi \in C(\mathcal{X} \times \mathcal{X})$ and $\gamma \in \Gamma(\mathcal{X})$, define
\[\Phi^\delta(\gamma) = \int_0^1 \int_0^1 \Phi(\gamma(t), \gamma(s)) \varphi^\delta_+(t) \varphi^\delta_-(s - 1) \, dt \, ds.\]
As before, this extends to a continuous function on $P([0,1] \times \mathcal{X})$ by
\[\Phi^\delta(\sigma) = \int_{[0,1] \times \mathcal{X}} \int_{[0,1] \times \mathcal{X}} \Phi(x, y) \varphi^\delta_+(t) \varphi^\delta_-(s - 1) \, d\sigma(t, x) \, d\sigma(s, y).\]
By part (i) of the theorem,
\[ \int_{\Gamma(X_k)} \Phi^\delta(f_k \circ \gamma_k) \, d\Pi_k(\gamma_k) \longrightarrow \int_{\Gamma(X)} \Phi^\delta(\gamma) \, d\Pi(\gamma). \quad (28.19) \]

Let us examine the behavior of both sides of (28.19) as \( \delta \to 0 \). If \( \gamma \) is a geodesic on \( X \), the continuity of \( \Phi \) and \( \gamma \) implies that \( \Phi^\delta(\gamma) \to \Phi(\gamma(0), \gamma(1)) \) as \( \delta \to 0 \). Then by dominated convergence,

\[ \int_{\Gamma(X)} \Phi^\delta(\gamma) \, d\Pi(\gamma) \longrightarrow \int_{\Gamma(X)} \Phi(\gamma(0), \gamma(1)) \, d\Pi(\gamma) = \int \Phi \, d(e_0, e_1)_\# \Pi = \int \Phi \, d\pi. \quad (28.20) \]

As for the left-hand side of (28.19), things are not so immediate because \( f_k \circ \gamma_k \) may be discontinuous. However, for \( 0 \leq t \leq 2\delta \) one has

\[ d(f_k(\gamma_k(0)), f_k(\gamma_k(t))) = d_k(\gamma_k(0), \gamma_k(t)) + O(\epsilon_k) = O(\delta + \epsilon_k), \]

where the implicit constant in the right-hand side is independent of \( \gamma_k \). Similarly, for \( 1 - 2\delta \leq s \leq 1 \), one has

\[ d(f_k(\gamma_k(s)), f_k(\gamma_k(1))) = O(\delta + \epsilon_k). \]

Then it follows from the uniform continuity of \( \Phi \) that

\[ \sup \left| \Phi \left( f_k(\gamma_k(t)), f_k(\gamma_k(s)) \right) - \Phi \left( f_k(\gamma_k(0)), f_k(\gamma_k(1)) \right) \right| \longrightarrow 0 \]

as \( \delta \to 0 \) and \( k \to \infty \), where the supremum is over all \( \gamma_k \in \Gamma(X_k) \), \( t \in [0, 2\delta] \) and \( s \in [1 - 2\delta, 1] \). So in this limit, the left-hand side of (28.19) is well approximated by

\[ \int_{\Gamma(X_k)} \Phi(f_k(\gamma_k(0)), f_k(\gamma_k(1))) \, d\Pi_k(\gamma_k) = \int_{X \times X} \Phi \left[ (f_k, f_k)_\# \left( (e_0, e_1)_\# \Pi_k \right) \right] \]

\[ = \int_{X \times X} \Phi \, d(f_k, f_k)_\# \pi_k. \quad (28.21) \]

The comparison of (28.19), (28.20) and (28.21) shows that \( (f_k, f_k)_\# \pi_k \) converges to \( \pi \), which concludes the proof of (b).

As for (c) we just have to show that \( \lim_{k \to \infty} (f_k)_\# \mu_{k,t_0} = \mu_{t_0} \) for all \( t_0 \in [0, 1] \). The argument is quite similar to the proof of (b). Assume for example that \( t_0 < 1 \). Given \( \Phi \in C(X) \), define
\[
\Phi^\delta_{t_0}(\gamma) = \int_0^1 \Phi(\gamma(t)) \varphi^\delta_{t_0}(t-t_0) \, dt.
\]

This extends to a continuous function on \( P([0, 1] \times X) \), so by (i),

\[
\int_{\Gamma(X_k)} \Phi^\delta_{t_0}(f_k \circ \gamma_k) \, d\Pi_k(\gamma_k) \to \int_{\Gamma(X)} \Phi^\delta_{t_0}(\gamma) \, d\Pi(\gamma).
\]

The right-hand side converges to \( \int_X \Phi(x) \, d\mu(\gamma) \) as \( \delta \to 0 \), while the left-hand side is well approximated by \( \int_X \Phi(f_k(x)) \, d\mu_k, t_0(x) \). The conclusion follows.

The proof of (d) is obtained by a similar reasoning.

Let us finally turn to the proof of statements (v) and (vi) in the theorem. In the sequel, it will be assumed that each \( \Pi_k \) is an optimal dynamical optimal transference plan. In view of Theorem 28.5, for each \( t \in (0, 1) \), the speed fields \( |v_{k,t}| \) can be chosen in such a way that they satisfy a uniform H"older-1/2 estimate. Then the precompactness of \( |v_{k,t}| \) results from Ascoli's theorem, in the form of Proposition 27.20.

So up to extraction, we may assume that \( |v_{k,t}| \circ f_k' \) converges uniformly to some function \( |v_t| \). It remains to show that \( |v_t|^2/2 \) is an admissible density for \( \varepsilon \), at each time \( t \in (0, 1) \). For simplicity I shall omit the time variable, so \( t \) is implicit and fixed in \( (0, 1) \). Since there is a uniform bound on the diameter of the spaces \( X_k \) (and therefore on \( |v_k| \)), the function \( |v_k|^2 \circ f_k' \) converges uniformly to \( |v|^2 \). By uniform continuity of \( |v_k|^2 \), the difference between \( |v_k|^2 \) and \( |v_k|^2 \circ (f_k' \circ f_k) \) is bounded by \( \eta(k) \), where \( \eta(k) \to 0 \) as \( k \to \infty \). After going back to the definitions of push-forward and weak convergence, it follows that

\[
\lim_{k \to \infty} (|v_k|^2 \circ f_k') (f_k)^\# \mu_k = \lim_{k \to \infty} (f_k)^\# (|v_k|^2 \mu_k) = 2 \lim_{k \to \infty} (f_k)^\# \varepsilon_k = 2 \varepsilon.
\]

(28.22)

Since \( |v_k|^2 \circ f_k' \) converges uniformly to \( |v|^2 \), and \( (f_k)^\# \mu_k \) converges weakly to \( \mu \), the left-hand side in (28.22) converges weakly to \( |v|^2 \mu \). This implies that \( |v|^2/2 \) is an admissible density for the kinetic energy \( \varepsilon \), and concludes the proof of (v).

The proof of (vi) is easy now. Since \( \pi = \lim(f_k, f_k)^\# \pi_k \) and \( f_k \) is an approximate isometry,

\[
\int d(x_0, x_1)^2 \, d\pi(x_0, x_1) = \lim_{k \to \infty} \int d(f_k(x_0), f_k(x_1))^2 \, d\pi_k(x_0, x_1)
\]

\[
= \lim_{k \to \infty} \int d_k(x_0, x_1)^2 \, d\pi_k(x_0, x_1).
\]

(28.23)
By assumption, $\pi_k$ is optimal for each $k$, so
\[
\int d_k(x_0, x_1)^2 \, d\pi_k(x_0, x_1) = W_2(\mu_{0,k}, \mu_{1,k})^2.
\] (28.24)

By Theorem 28.6, $(f_k)\#$ is an approximate isometry $P_2(X_k) \to P_2(X)$, so
\[
\lim_{k \to \infty} W_2(\mu_{0,k}, \mu_{1,k})^2 = \lim_{k \to \infty} W_2((f_k)\#\mu_{0,k}, (f_k)\#\mu_{1,k})^2 = W_2(\mu_0, \mu_1)^2,
\] (28.25)

where the latter limit follows from the continuity of $W_2$ under weak convergence (Corollary 6.11). By combining (28.23), (28.24) and (28.25), we deduce that $\int d(x_0, x_1)^2 \, d\pi(x_0, x_1) = W_2(\mu_0, \mu_1)^2$, so $\pi$ is an optimal transference plan. Thus $\Pi$ is an optimal dynamical transference plan, and the proof of (vi) is complete.

(Note: Since $(\mu_{k,t})_{0 \leq t \leq 1}$ is a geodesic path in $P_2(X_k)$ (recall Corollary 7.22), and $(f_k)\#$ is an approximate isometry $P_2(X_k) \to P_2(X)$, Theorem 27.9 implies directly that the limit path $\mu_t = (f_k)\# \mu_{k,t}$ is a geodesic in $P_2(X)$; however, I am not sure that the whole theorem can be proven by this approach.)

To complete the proof of Theorem 28.9, it only remains to establish the next lemma, which was used in the proof of statement (a).

**Lemma 28.11.** Let $(X, d)$ be a compact geodesic space. Let $\sigma$ be a probability measure on $[0, 1] \times X$ satisfying (28.18). Then there is a Lipschitz curve $\gamma : [0, 1] \to X$ such that $\sigma(dt \, dx) = \gamma(dt \, dx) = \delta_{x=\gamma(t)} \, dt$.

**Proof of Lemma 28.11.** First disintegrate $\sigma$ with respect to its first marginal $\lambda$: There is a family $(\nu_t)_{0 \leq t \leq 1}$, measurable as a map from $[0, 1]$ to $P(X)$ and unique up to modification on a set of zero Lebesgue measure in $[0, 1]$, such that
\[
\sigma(dt \, dx) = \nu_t(dx) \, dt.
\]

The goal is to show that, up to modification of $\nu_t$ on a negligible set of times $t$,
\[
\nu_t(dx) = \delta_{x=\gamma(t)},
\]
where $\gamma$ is Lipschitz.

The argument will be divided into three steps. It will be convenient to use $W_1$, the 1-Wasserstein distance.
Step 1: almost-everywhere Lipschitz continuity. Let $\beta$ be an arbitrary nonnegative continuous function on $[0, 1] \times [0, 1]$. Integrating (28.18) with respect to $\beta$ yields

$$\int_0^1 \int_0^1 \beta(t_0, s_0) L_{t_0 \to s_0}^\delta(\sigma) \, dt_0 \, ds_0 \leq C \int_0^1 \int_0^1 \beta(t_0, s_0) \left( |s_0 - t_0| + \delta \right) \, dt_0 \, ds_0. \tag{28.26}$$

The left-hand side of (28.26) can be written as

$$\int \varphi_+^\delta(t - t_0) \varphi_-^\delta(s - s_0) \, d\nu_t(x) \, dt \, d\nu_s(y) \, ds \, dt_0 \, ds_0 \leq C \int_0^1 \int_0^1 F^\delta(t, s) \, A(t, s) \, dt \, ds, \tag{28.27}$$

where

$$\begin{cases}
F^\delta(t, s) = \int_0^1 \int_0^1 \beta(t_0, s_0) \varphi_+^\delta(t - t_0) \varphi_-^\delta(s - s_0) \, dt_0 \, ds_0, \\
A(t, s) = \int_{\mathcal{X} \times \mathcal{X}} d(x, y) \, d\nu_t(x) \, d\nu_s(y).
\end{cases}$$

Since $F^\delta(t, s)$ converges to $\beta(t, s)$ in $C([0, 1] \times [0, 1])$ as $\delta \to 0$, the expression in (28.27) converges to

$$\int_{\mathcal{X} \times [0, 1]} \int_{\mathcal{X} \times [0, 1]} \beta(t, s) \, d(x, y) \, d\nu_t(x) \, dt \, d\nu_s(y) \, ds.$$

Now plug this back into (28.26) and let $\delta \to 0$ to conclude that

$$\int_{\mathcal{X} \times [0, 1]} \int_{\mathcal{X} \times [0, 1]} \beta(t, s) \, d(x, y) \, d\nu_t(x) \, dt \, d\nu_s(y) \, ds \leq C \int_0^1 \int_0^1 \beta(t, s) \, |s - t| \, dt \, ds.$$

As $\beta$ is arbitrary, we actually have

$$\int_{\mathcal{X} \times \mathcal{X}} d(x, y) \, \nu_t(dx) \, \nu_s(dy) \leq C |t - s|$$

for $(\lambda \otimes \lambda)$-almost all $(t, s)$ in $[0, 1] \times [0, 1]$. In particular,

$$W_1(\nu_t, \nu_s) \leq C |t - s| \quad \text{for almost all } (t, s) \in [0, 1] \times [0, 1]. \tag{28.28}$$
**Step 2: true Lipschitz continuity.** Now let us show that $\nu_t$ can be modified on a negligible set of times $t$ so that (28.28) holds for all $(t, s) \in [0, 1] \times [0, 1]$.

For small $\varepsilon > 0$ and $t \in [\varepsilon, 1 - \varepsilon]$, define
\[
\nu_t^\varepsilon = \frac{1}{2\varepsilon} \int_{-\varepsilon}^{\varepsilon} \nu_{t+\tau} d\tau.
\] (28.29)

Then by Theorem 4.8,
\[
W_1(\nu_t^\varepsilon, \nu_s^\varepsilon) \leq \frac{1}{2\varepsilon} \int_{-\varepsilon}^{\varepsilon} W_1(\nu_{t+\tau}, \nu_{s+\tau}) d\tau \leq C|t - s| + O(\varepsilon). \tag{28.30}
\]

Next, let $(\psi_k)_{k \in \mathbb{N}}$ be a countable dense subset of $C(\mathcal{X})$. For any $k$,
\[
\int_{\mathcal{X}} \psi_k d\nu_t^\varepsilon = \frac{1}{2\varepsilon} \int_{t-\varepsilon}^{t+\varepsilon} \left( \int_{\mathcal{X}} \psi_k(x) d\nu_\tau(x) \right) d\tau. \tag{28.31}
\]

Since the expression inside parentheses is a bounded measurable function of $\tau$, Lebesgue’s density theorem ensures that as $\varepsilon \to 0$, the right-hand side of (28.31) converges to $\int_{\mathcal{X}} \psi_k d\nu_t$ for almost all $t$. So there is a negligible subset of $[0, 1]$, say $N_k$, such that if $t \notin N_k$ then
\[
\lim_{\varepsilon \to 0} \int_{\mathcal{X}} \psi_k d\nu_t^\varepsilon = \int_{\mathcal{X}} \psi_k d\nu_t. \tag{28.32}
\]

Let $N = \bigcup_{k=1}^{\infty} N_k$; this is a negligible subset of $[0, 1]$. For all $t \notin N$, equation (28.32) holds for all $k$. This proves that $\lim_{\varepsilon \to 0} \nu_t^\varepsilon = \nu_t$ in the weak topology, for almost all $t$.

Now for arbitrary $t \in (0, 1)$, there is a sequence of times $t_j \to t$, such that $\nu_{t_j}^\varepsilon$ converges to $\nu_{t_j}$ as $\varepsilon \to 0$. Then for $\varepsilon$ and $\varepsilon'$ sufficiently small,
\[
W_1(\nu_t^\varepsilon, \nu_t^{\varepsilon'}) \leq W_1(\nu_{t_j}^\varepsilon, \nu_{t_j}^{\varepsilon'}) + 2C|t - t_j| \tag{28.33}
\]
\[
\leq W_1(\nu_{t_j}^\varepsilon, \nu_{t_j}) + W_1(\nu_{t_j}^{\varepsilon'}, \nu_{t_j}) + 2C|t - t_j|.
\]

It follows that $\lim_{\varepsilon, \varepsilon' \to 0} W_1(\nu_t^\varepsilon, \nu_t^{\varepsilon'}) = 0$. Since $(P(\mathcal{X}), W_1)$ is a complete metric space (Theorem 6.18), in fact $\lim_{\varepsilon \to 0} \nu_t^\varepsilon$ exists for all (not just almost all) $t \in (0, 1)$. The limit coincides with $\nu_t$ for almost all $t \in (0, 1)$, so it defines the same measure $\sigma(dt \, dx)$. Redefine $\nu_t$ on a negligible set of times if necessary, so that the limit is $\nu_t$ for all $t \in (0, 1)$. It is possible to pass to the limit in (28.30) as $\varepsilon \to 0$, and recover $W_1(\nu_t, \nu_s) \leq C|t - s|$ for all $t, s \in (0, 1)$. Of course this extends to $t, s \in [0, 1]$ by continuity.
Step 3: Conclusion. From the previous step, $W_1(\nu_t, \nu_{t_0}) \leq C\delta$ if $|t - t_0| \leq \delta$. It results from the definition of $L_{t_0 \rightarrow s_0}^\delta$ that

$$L_{t_0 \rightarrow s_0}^\delta(\sigma) = \int_{\mathcal{X} \times [0, 1]} \int_{\mathcal{X} \times [0, 1]} d(x, y) \varphi_+^\delta(t - t_0) \varphi_-^\delta(s - s_0) \, d\nu_{t_0}(x) \, dt \, d\nu_{s_0}(y) \, ds + O(\delta)$$

$$= \int_{\mathcal{X} \times \mathcal{X}} d(x, y) \, d\nu_{t_0}(x) \, d\nu_{s_0}(y) + O(\delta).$$

Plugging this back into (28.18) and taking $\delta \to 0$, we obtain

$$\int_{\mathcal{X} \times \mathcal{X}} d(x, y) \, d\nu_{t_0}(x) \, d\nu_{s_0}(y) \leq C |s_0 - t_0|.$$  

This holds for all $t_0$ and $s_0$, so we can choose $s_0 = t_0$ and obtain

$$\int_{\mathcal{X} \times \mathcal{X}} d(x, y) \, d\nu_{t_0}(x) \, d\nu_{t_0}(y) = 0.$$  

This is possible only if $\nu_{t_0}$ is a Dirac measure. Hence for any $t_0 \in [0, 1]$ there is $\gamma(t_0) \in \mathcal{X}$ such that $\nu_{t_0} = \delta_{\gamma(t_0)}$. Then $d(\gamma(t), \gamma(s)) = W_1(\nu_t, \nu_s) \leq C |t - s|$, so $\gamma$ is Lipschitz continuous. This concludes the proof of Lemma 28.11. \hfill $\square$

Exercise 28.12 (Gromov–Hausdorff stability of the dual Kantorovich problem). With the same notation as in Theorem 28.9, let $\psi_k$ be an optimal $d^2_2/2$-convex function in the dual Kantorovich problem between $\mu_{k, 0}$ and $\mu_{k, 1}$. Show that up to extraction of a subsequence, there are constants $c_k \in \mathbb{R}$ such that $\psi_k \circ f_k' + c_k$ converges uniformly to some $d^2_2/2$-convex function $\psi$ which is optimal in the dual Kantorovich problem between $\mu_0$ and $\mu_1$.

Noncompact spaces

It will be easy to extend the preceding results to noncompact spaces, by localization. These generalizations will not be needed in the sequel, so I shall not be very precise in the proofs.
Theorem 28.13 (Pointed convergence of \( X_k \) implies local convergence of \( P_2(X_k) \)). Let \( (X_k, d_k, \star_k) \) be a sequence of locally compact geodesic Polish spaces converging in the pointed Gromov–Hausdorff topology to some locally compact Polish space \( (X, d, \star) \). Then \( P_2(X_k) \) converges to \( P_2(X) \) in the geodesic local Gromov–Hausdorff topology.

Remark 28.14. If a basepoint \( \star \) is given in \( X \), there is a natural choice of basepoint for \( P_2(X) \), namely \( \delta_\star \). However, \( P_2(X) \) is in general not locally compact, and it does not make sense to consider the pointed convergence of \( P_2(X_k) \) to \( P_2(X) \).

Remark 28.15. Theorem 28.13 admits the following extension: If \( (X_k, d_k) \) converges to \( (X, d) \) in the geodesic local Gromov–Hausdorff topology, then also \( P_2(X_k) \) converges to \( P_2(X) \) in the geodesic local Gromov–Hausdorff topology. The proof is almost the same and is left to the reader.

Proof of Theorem 28.13. Let \( R_\ell \to \infty \) be a given increasing sequence of positive numbers. Define

\[
K^{(\ell)} = P_2(B_{R_\ell}(\star)) \subset P_2(X), \\
K_k^{(\ell)} = P_2(B_{R_\ell}(\star_k)) \subset P_2(X_k),
\]

where the inclusion is understood in an obvious way (a probability measure on a subset of \( X \) can be seen as the restriction of a probability measure on \( X \)). Since \( B_{R_\ell}(\star) \) is a compact set, \( K^{(\ell)} \) is compact too, and so is \( K_k^{(\ell)} \), for each \( k \) and each \( \ell \). Moreover, the union of all \( K_k \) is dense in \( P_2(X) \), as a corollary of Theorem 6.18.

For each \( \ell \), there is a sequence \( (f_k)_{k \in \mathbb{N}} \) such that each \( f_k \) is an \( \varepsilon_k \)-isometry \( B_{R_\ell}(\star_k) \to B_{R_\ell}(\star) \), where \( \varepsilon_k \to 0 \). From Proposition 28.7, \( (f_k)_\# \) is an \( \overline{\varepsilon}_{k,\ell} \)-isometry \( K_k^{(\ell)} \to K^{(\ell)} \), with

\[
\overline{\varepsilon}_{k,\ell} \leq \varepsilon_k + \sqrt{2R_\ell \varepsilon_k},
\]

which goes to 0 as \( k \to \infty \). So all the requirements of Definition 27.11 are satisfied, and \( P_2(X_k) \) does converge to \( P_2(X) \) in the local Gromov–Hausdorff topology.

To check condition (iii) appearing in Definition 27.12, it suffices to recall that any geodesic in \( P_2(B_{R_\ell}(\star_k)) \) can be written as the law of a random geodesic joining points in \( B_{R_\ell}(\star_k) \); such a geodesic has its image contained in \( B_{2R_\ell}(\star_k) \), so we just need to choose \( \ell' \) large enough that \( R_{\ell'} \geq 2R_\ell \).

\( \square \)
Exercise 28.16. Write down an analog of Theorem 28.9 for noncompact metric spaces, replacing Gromov–Hausdorff convergence of $X_k$ by pointed Gromov–Hausdorff convergence, and using an appropriate “tightness” condition. Hint: Recall that if $K$ is a given compact then the set of geodesics whose endpoints lie in $K$ is itself compact in the topology of uniform convergence.

Bibliographical notes

Theorem 28.6 is taken from [577, Section 4], while Theorem 28.13 is an adaptation of [577, Appendix E]. Theorem 28.9 is new. (A part of this theorem was included in a preliminary version of [578], and later removed from that reference.)

The discussion about push-forwarding dynamical transference plans is somewhat subtle. The point of view adopted in this chapter is the following: when an approximate isometry $f$ is given between two spaces, use it to push-forward a dynamical transference plan $\Pi$, via $(f \circ_\#) \Pi$. The advantage is that this is the same map that will push-forward the measure and the dynamical plan. The drawback is that the resulting object $(f \circ_\#) \Pi$ is not a dynamical transference plan, in fact it may not even be supported on continuous paths. This leads to the kind of technical sport that we’ve encountered in this chapter, embedding into probability measures on probability measures and so on.

Another option would be as follows: Given two spaces $X$ and $Y$, with an approximate isometry $f : X \to Y$, and a dynamical transference plan $\Pi$ on $\Gamma(X)$, define a true dynamical transference plan on $\Gamma(Y)$, which is a good approximation of $(f \circ)_\# \Pi$. The point is to construct a recipe which to any geodesic $\gamma$ in $X$ associates a geodesic $S(\gamma)$ in $Y$ that is “close enough” to $f \circ \gamma$. This strategy was successfully implemented in the final version of [578, Appendix]; it is much simpler, and still quite sufficient for some purposes. The example treated in [578] is the stability of the “democratic condition” considered by Lott and myself; but certainly this simplified version will work for many other stability issues. On the other hand, I don’t know if it is enough to treat such topics as the stability of general weak Ricci bounds, which will be considered in the next chapter.

The study of the kinetic energy measure and the speed field occurred to me during a parental meeting of the Crèche Le Rêve en Couleurs...
in Lyon. My motivations for regularity estimates on the speed are explained in the bibliographical notes of Chapter 29, and come from a direction of research which I have more or less left aside for the moment. I also used it in the tedious proof of Theorem 23.14.

The last section of [822] contains a solution of Exercise 28.12, together with a statement of upper semicontinuity of $d^2/2$-subdifferentials under Gromov–Hausdorff approximation.
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In Chapter 14 I discussed several reformulations of the CD$(K,N)$ curvature-dimension bound for a smooth manifold $(M, g)$ equipped with a reference measure $\nu$ whose density (with respect to the volume element) is smooth. For instance, here is a possible reformulation of CD$(K,N)$ for $N < \infty$: For any $C^2$ function $\psi : M \to \mathbb{R}$, let $J(t, \cdot)$ be the Jacobian determinant of $T: x \mapsto \exp_x(t\nabla \psi(x))$, and let $D(t, x) = J(t, x)^{\frac{1}{N}}$; then, with the notation of Theorem 14.11,

$$D(t, x) \geq \tau_{K,N}^{(1-t)} D(0, x) + \tau_{K,N}^{(t)} D(1, x).$$

(29.1)

How to generalize this definition in such a way that it would make sense in a possibly nonsmooth metric-measure space? This is definitely not obvious since (i) there might be no good notion of gradient, and (ii) there might be no good notion of exponential map either.

There are many definitions that one may try, but so far the only approach that yields acceptable results is the one based on displacement convexity. Recall from Chapters 16 and 17 two displacement convexity inequalities that characterize CD$(K,N)$: Let $\mu_0$ and $\mu_1$ be two compactly supported (for simplification) absolutely continuous probability measures, let $\pi = (\text{Id}, \exp \nabla \psi)_{#} \mu_0$ be the optimal coupling of $(\mu_0, \mu_1)$, let $(\rho_t \nu)_{0 \leq t \leq 1}$ be the displacement interpolation between $\mu_0 = \rho_0 \nu$ and $\mu_1 = \rho_1 \nu$; let $(v_t)_{0 \leq t \leq 1}$ be the associated velocity field ($v_t = \nabla \psi_t$ in the notation of Remark 17.16); then for any $U \in \mathcal{DC}_N$, $t \in [0,1]$,

$$\int U(\rho_t) d\nu \leq (1 - t) U_\nu(\mu_0) + t U_\nu(\mu_1)$$

$$- K_{N,U} \int_0^1 \rho_s(x)^{1 - \frac{1}{N}} |v_s(x)|^2 G(s, t) \, ds, $$

(29.2)
and

\[ \int U(\rho_t) \, d\nu \leq (1 - t) \int_{M \times M} U \left( \frac{\rho_0(x_0)}{\beta^{(K,N)}_{1-t}(x_0, x_1)} \right) \beta^{(K,N)}_{1-t}(x_0, x_1) \pi(dx_0|x_0) \nu(dx_0) \\
+ t \int_{M \times M} U \left( \frac{\rho_1(x_1)}{\beta^{(K,N)}_{t}(x_0, x_1)} \right) \beta^{(K,N)}_{t}(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1). \]  

(29.3)

Here \( G(s,t) \) is the one-dimensional Green function of (16.6), \( K_{N,U} \) is defined by (17.10), and the distortion coefficients \( \beta^{(K,N)}_{t} = \beta_{t} \) are those appearing in (14.61).

Which of these formulas should we choose for the extension to non-smooth spaces? When \( K = 0 \), both inequalities reduce to just

\[ \int U(\rho_t) \, d\nu \leq (1 - t) \int U(\rho_0) \, d\nu + t \int U(\rho_1) \, d\nu. \]  

(29.4)

In the case \( N < \infty \), formula (29.3) is much more convenient to establish functional inequalities; while in the case \( N = \infty \) it is formula (29.2) which is easier to use. However, it will turn out that in the case \( N = \infty \), (29.2) is an immediate consequence of (29.3). All this concurs to suggest that (29.3) is the correct choice on which we should base the general definition.

Now we would like to adapt these formulas to a nonsmooth context. This looks simpler than working with (29.1), but there are still a few issues to take into account.

(i) **First issue: Nonuniqueness of the displacement interpolation.** There is a priori no reason to expect uniqueness of the displacement interpolation in a nonsmooth context. We may require the distorted displacement convexity (29.3) along every displacement interpolation, i.e. every geodesic in Wasserstein space; but this is not a good idea for stability issues. (Recall Example 27.17: in general the geodesics in the limit space cannot be realized as limits of geodesics.) Instead, we shall only impose a **weak displacement convexity** property: For any \( \mu_0 \) and \( \mu_1 \) there should be some geodesic \( (\mu_t)_{0 \leq t \leq 1} \) along which inequality (29.3) holds true.

To appreciate the difference between “convexity” and “weak convexity”, note the following: If \( F \) is a function defined on a geodesic
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space $\mathcal{X}$, then the two statements “$F$ is convex along each geodesic $(\gamma_t)_{0 \leq t \leq 1}$” and “For any $x_0$ and $x_1$, there is a geodesic $(\gamma_t)_{0 \leq t \leq 1}$ joining $x_0$ to $x_1$, such that $F(\gamma_t) \leq (1 - t) F(\gamma_0) + t F(\gamma_1)$” are not equivalent in general. (They become equivalent under some regularity assumption on $\mathcal{X}$, for instance if any two close enough points in $\mathcal{X}$ are joined by a unique geodesic.)

(ii) **Second issue: Treatment of the singular part.** Even if $\mu_0$ and $\mu_1$ are absolutely continuous with respect to $\nu$, there is no guarantee that the Wasserstein interpolant $\mu_t$ will also be absolutely continuous. Also for stability issues it will be useful to work with singular measures, since $P^2_{ac}(\mathcal{X}, \nu)$ is not closed under weak convergence.

Then the problem arises to devise a “correct” definition for the integral functionals of the density which appear in the displacement convexity inequalities, namely

$$
\begin{align*}
\left\{ \begin{array}{l}
U_{\nu}(\mu) = \int_{\mathcal{X}} U \left( \frac{d\mu}{d\nu} \right) d\nu \\
U^\beta_{\pi, \nu}(\mu) = \int_{\mathcal{X} \times \mathcal{X}} U \left( \frac{1}{\beta(x, y)} \frac{d\mu}{d\nu}(x) \right) \beta(x, y) \pi(dy|x) \nu(dx),
\end{array} \right.
\end{align*}
$$

when $\mu$ is not absolutely continuous with respect to $\nu$. It would be a mistake to keep the same definition and replace $d\mu/d\nu$ by the density of the absolutely continuous part of $\mu$ with respect to $\nu$. In fact there is only one natural extension of the functionals $U$ and $U^\beta_{\pi, \nu}$: before giving it explicitly, I shall try to motivate it. Think of the singular part of $\mu$ as something which “always has infinite density”. Assume that the respective contributions of finite and infinite values of the density decouple, so that one would define separately the contributions of the absolutely continuous part $\mu_{ac}$ and of the singular part $\mu_s$. Only the asymptotic behavior of $U(r)$ as $r \to \infty$ should count when one defines the contribution of $\mu_s$. Finally, if $U(r)$ were increasing like $cr$, it is natural to assume that $U_{\nu}(\mu_s)$ should be $\int_{\mathcal{X}} c d\mu_s = c \mu_s[\mathcal{X}]$. So it is the asymptotic slope of $U$ that should matter. Since $U$ is convex, there is a natural notion of asymptotic slope of $U$:

$$
U'(\infty) := \lim_{r \to \infty} \frac{U(r)}{r} = \lim_{r \to \infty} U'(r) \quad \in \mathbb{R} \cup \{ +\infty \}. \quad (29.5)
$$

This suggests the addition of a new term $U'(\infty) \mu_s[\mathcal{X}]$ in the definitions of $U_{\nu}(\mu)$ and $U^\beta_{\pi, \nu}(\mu)$. 


Integral functionals of singular measures

The discussion in the previous paragraph should make the following definition natural.

**Definition 29.1 (Integral functionals for singular measures).**

Let $(\mathcal{X}, d, \nu)$ be a locally compact metric-measure space, where $\nu$ is locally finite; let $U : \mathbb{R}_+ \to \mathbb{R}$ be a continuous convex function with $U(0) = 0$, and let $\mu$ be a measure on $\mathcal{X}$, compactly supported. Let

$$\mu = \rho \nu + \mu_s$$

be the Lebesgue decomposition of $\mu$ into absolutely continuous and singular parts. Then:

(i) define the integral functional $U_\nu$, with nonlinearity $U$ and reference measure $\nu$, by

$$U_\nu(\mu) := \int_{\mathcal{X}} U(\rho(x)) \nu(dx) + U'(\infty) \mu_s[\mathcal{X}];$$

(ii) if $x \to \pi(dy|x)$ is a family of probability measures on $\mathcal{X}$, indexed by $x \in \mathcal{X}$, and $\beta$ is a measurable function $\mathcal{X} \times \mathcal{X} \to (0, +\infty)$, define the integral functional $U^\beta_{\pi, \nu}$ with nonlinearity $U$, reference measure $\nu$, coupling $\pi$ and distortion coefficient $\beta$, by

$$U^\beta_{\pi, \nu}(\mu) := \int_{\mathcal{X} \times \mathcal{X}} U \left( \frac{\rho(x)}{\beta(x, y)} \right) \beta(x, y) \pi(dy|x) \nu(dx) + U'(\infty) \mu_s[\mathcal{X}].$$

(29.6)

**Remark 29.2.** It is clear that $U^\beta_{\pi, \nu}$ reduces to $U_\nu$ when $\beta \equiv 1$, i.e. when there is no distortion. In the sequel, I shall use Definition 29.1 only with the special coefficients $\beta_t(x, y) = \beta_t^{(K, N)}(x, y)$ defined in (14.61)–(14.64).

**Remark 29.3.** Remark 17.27 applies here too: I shall often identify $\pi$ with the probability measure $\pi(dx \, dy) = \mu(dx) \pi(dy|x)$ on $\mathcal{X} \times \mathcal{X}$.

**Remark 29.4.** The new definition of $U_\nu$ takes care of the subtleties linked to singularities of the measure $\mu$; there are also subtleties linked to the behavior at infinity, but I shall take them into account only in the next chapter. For the moment I shall only consider compactly supported displacement interpolations.
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Remark 29.5. For $U^\beta_{\pi,\nu}$ the situation is worse because (29.6) might not be a priori well-defined in $\mathbb{R} \cup \{+\infty\}$ if $\beta$ is unbounded (recall Remark 17.32). In the sequel, this ambiguity will occur in two limit cases: one is when $\mathcal{X}$ satisfies $\text{CD}(K,N)$ and has exactly the limit Bonnet–Myers diameter $D_{K,N} = \pi \sqrt{(N-1)/K}$; the other is when $N = 1$. In both cases I shall use Convention 17.30 to make sense of $U^\beta_{\pi,\nu}(\mu)$. It will turn out a posteriori that $U^\beta_{\pi,\nu}(\mu)$ is never $-\infty$ when $\pi$ arises from an optimal transport.

For later use I record here two elementary lemmas about the functionals $U^\beta_{\pi,\nu}$. The reader may skip them at first reading and go directly to the next section.

First, there is a handy way to rewrite $U^\beta_{\pi,\nu}(\mu)$ when $\mu_s = 0$:

Lemma 29.6 (Rewriting of the distorted $U_\nu$ functional). With the notation of Definition 29.1,

$$U^\beta_{\pi,\nu}(\mu) = \int_{X \times X} U \left( \frac{\rho(x)}{\beta(x,y)} \right) \frac{\beta(x,y)}{\rho(x)} \pi(dx \, dy)$$ (29.7)

$$= \int_{X \times X} v \left( \frac{\rho(x)}{\beta(x,y)} \right) \pi(dx \, dy),$$ (29.8)

where $v(r) = U(r)/r$, with the conventions $U(0)/0 = U'(0) \in [-\infty, +\infty)$, $U(\infty)/\infty = U'(\infty) \in (-\infty, +\infty]$, and $\rho = 0$ on $\text{Spt} \, \mu_s$.

Proof of Lemma 29.6. The identity is formally obvious if one notes that $\rho(x) \pi(dy|x) \nu(dx) = \pi(dy|x) \mu(dx) = \pi(dy \, dx)$; so all the subtlety lies in the fact that in (29.7) the convention is $U(0)/0 = 0$, while in (29.8) it is $U(0)/0 = U'(0)$. Switching between both conventions is allowed because the set $\{\rho = 0\}$ is anyway of zero $\pi$-measure. □

Secondly, the functionals $U^\beta_{\pi,\nu}$ (and the functionals $U_\nu$) satisfy a principle of “rescaled subadditivity”, which might at first sight seem contradictory with the convexity property, but is not at all.

Lemma 29.7 (Rescaled subadditivity of the distorted $U_\nu$ functionals). Let $(\mathcal{X},d,\nu)$ be a locally compact metric-measure space, where $\nu$ is locally finite, and let $\beta$ be a positive measurable function on $\mathcal{X} \times \mathcal{X}$. Let $U$ be a continuous convex function with $U(0) = 0$. Let $\mu_1, \ldots, \mu_k$ be probability measures on $\mathcal{X}$, let $\pi_1, \ldots, \pi_k$ be probability measures on $\mathcal{X}$, and let $Z_1, \ldots, Z_k$ be positive numbers with $\sum Z_j = 1$. Then, with the notation $U_a(r) = a^{-1} U(ar)$, one has
\[ U^\beta_{\sum_j Z_j \pi_j, \nu} \left( \sum_j Z_j \mu_j \right) \geq \sum_j Z_j (U Z_j)^\beta_{\pi_j, \nu}(\mu_j), \]

with equality if the measures \( \mu_k \) are singular with respect to each other.

**Proof of Lemma 29.7.** By induction, it is sufficient to treat the case \( k = 2 \). The following inequality will be useful: If \( X_1, X_2, p_1, p_2 \) are any four nonnegative numbers then (with the convention \( U(0)/0 = U'(0) \))

\[
U(X_1 + X_2) \left( \frac{p_1 + p_2}{X_1 + X_2} \right) \geq U(X_1) \frac{p_1}{X_1} + U(X_2) \frac{p_2}{X_2}.
\]

This comes indeed from \( U(r)/r \) being a nonincreasing function of \( r \).

Now, in view of Lemma 29.6,

\[
U^\beta_{Z_1 \rho_1 + Z_2 \rho_2, \nu}(Z_1 \mu_1 + Z_2 \mu_2)
= \int U \left( \frac{Z_1 \rho_1(x) + Z_2 \rho_2(x)}{\beta(x, y)} \right) \frac{\beta(x, y)}{Z_1 \rho_1(x) + Z_2 \rho_2(x)} (Z_1 \pi_1 + Z_2 \pi_2)(dx \, dy);
\]

\[
U^\beta_{Z_1, \pi_1, \nu}(\mu_1) = \int U \left( \frac{Z_1 \rho_1(x)}{\beta(x, y)} \right) \frac{\beta(x, y)}{Z_1 \rho_1(x)} \pi_1(dx \, dy);
\]

\[
U^\beta_{Z_2, \pi_2, \nu}(\mu_2) = \int U \left( \frac{Z_2 \rho_2(x)}{\beta(x, y)} \right) \frac{\beta(x, y)}{Z_2 \rho_2(x)} \pi_2(dx \, dy).
\]

So to prove the lemma it is sufficient to show that

\[
U \left( \frac{Z_1 \rho_1 + Z_2 \rho_2}{\beta} \right) \frac{\beta}{Z_1 \rho_1 + Z_2 \rho_2} (Z_1 \pi_1 + Z_2 \pi_2)
\geq U \left( \frac{Z_1 \rho_1}{\beta} \right) \frac{\beta}{Z_1 \rho_1} (Z_1 \pi_1) + U \left( \frac{Z_2 \rho_2}{\beta} \right) \frac{\beta}{Z_2 \rho_2} (Z_2 \pi_2).
\]

But this is an obvious consequence of (29.9) with \( X_1 = Z_1 \rho_1(x)/\beta(x, y) \), \( X_2 = Z_2 \rho_2(x)/\beta(x, y) \), \( p_1 = d(Z_1 \pi_1)/d(Z_1 \pi_1 + Z_2 \pi_2)(x, y) \), and \( p_2 = d(Z_2 \pi_2)/d(Z_1 \pi_1 + Z_2 \pi_2)(x, y) \). \( \Box \)

**Synthetic definition of the curvature-dimension bound**

In the next definition I shall say that an optimal transference plan \( \pi \) is associated with a displacement interpolation \( (\mu_t)_{0 \leq t \leq 1} \) if there
is a dynamical optimal transference plan $\Pi$ such that $\mu_t = (e_t)_#\Pi$, $\pi = (e_0, e_1)_#\pi$. (Equivalently, there is a random geodesic $\gamma$ such that $\pi = \text{law}(\gamma_0, \gamma_1)$ and $\mu_t = \text{law}(\gamma_t)$.) Also, if $\pi$ is a given probability measure on $\mathcal{X} \times \mathcal{X}$, I shall denote by $\tilde{\pi}$ the probability measure obtained from $\pi$ by “exchanging $x$ and $y$”; more rigorously, $\tilde{\pi} = S_#\pi$, where $S(x, y) = (y, x)$.

**Definition 29.8 (Weak curvature-dimension condition).** Let $K \in \mathbb{R}$ and $N \in [1, \infty]$. A locally compact, complete $\sigma$-finite metric-measure geodesic space $(\mathcal{X}, d, \nu)$ is said to satisfy a weak CD($K, N$) condition, or to be a weak CD($K, N$) space, if the following is satisfied: Whenever $\mu_0$ and $\mu_1$ are two compactly supported probability measures with $\text{Spt} \mu_0, \text{Spt} \mu_1 \subset \text{Spt} \nu$, there exist a displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ and an associated optimal coupling $\pi$ of $(\mu_0, \mu_1)$ such that, for all $U \in DC_N$ and for all $t \in [0, 1]$,

$$U_{\nu}(\mu_t) \leq (1 - t) U_{\pi}^{\beta_t(K, N)}(\mu_0) + t U_{\pi}^{\beta_t(K, N)}(\mu_1).$$

(29.11)

Roughly speaking, the weak CD($K, N$) condition states that the functionals $U_{\nu}$ are “jointly” weakly displacement convex with distortion coefficients $(\beta_t(K, N))$, for all $U \in DC_N$. This is a property of the triple $(\mathcal{X}, d, \nu)$, but for simplicity I shall often abbreviate the statement “$(\mathcal{X}, d, \nu)$ satisfies a weak CD($K, N$) condition” into “$\mathcal{X}$ satisfies a weak CD($K, N$) condition”, with the understanding that the distance and reference measure should be clear from the context.

Before going any further, I shall make explicit the fact that this definition is an extension of the usual one, and connect the synthetic notion of weak CD($K, N$) space with the corresponding analytic notion (considered in Chapter 14, and defined for instance in terms of the modified Ricci curvature tensor (14.36)).

**Theorem 29.9 (Smooth weak CD($K, N$) spaces are CD($K, N$) manifolds).** Let $(M, g)$ be a smooth Riemannian manifold, equipped with its geodesic distance $d$, its volume measure $\text{vol}$, and a reference measure $\nu = e^{-V}\text{vol}$, where $V \in C^2(M)$. Then, $(M, d, \nu)$ is a weak CD($K, N$) space if and only if $(M, g, \nu)$ satisfies the CD($K, N$) curvature-dimension bound; or equivalently, if the modified Ricci tensor $\text{Ric}_{N, \nu}$ satisfies $\text{Ric}_{N, \nu} \geq Kg$. 
Proof of Theorem 29.9. By Theorem 10.41 (unique solvability of the Monge problem), Corollary 7.23 (uniqueness of the displacement interpolation) and Theorem 17.37 (characterization of CD(K,N) via distorted displacement convexity), \((M,g,\nu)\) satisfies the CD\((K,N)\) bound if and only if (29.11) holds true as soon as \(\mu_0,\mu_1\) are absolutely continuous with respect to \(\nu\). So it only remains to show that if (29.11) holds for absolutely continuous \(\mu_0,\mu_1\) then it also holds for singular measures \(\mu_0,\mu_1\). This will follow from Corollary 29.23 later in this chapter.  

\[ \Box \]

The end of this section is devoted to a series of comments about the definition of weak CD\((K,N)\) spaces.

- In Definition 29.8 I was careful to impose displacement convexity inequalities along some Wasserstein geodesic, because such geodesics might not be unique. There are two possible reasons for this nonuniqueness: one is the a priori lack of smoothness of the metric space \(\mathcal{X}\); the other is the fact that \(\mu_0,\mu_1\) might be singular. Even on a Riemannian manifold, it is easy to construct examples of measures \(\mu_0,\mu_1\) which are joined by more than one displacement interpolation (just take \(\mu_0 = \delta_{x_0}, \mu_1 = \delta_{x_1}\), where \(x_0\) and \(x_1\) are joined by multiple geodesics). However, it will turn out later that displacement convexity inequalities hold along all Wasserstein geodesics if the space \(\mathcal{X}\) satisfies some mild regularity assumption, namely if it is nonbranching (see Theorem 30.32).

- An important property of the classical CD\((K,N)\) condition is that it is more and more stringent as \(K\) increases and as \(N\) decreases. The next proposition shows that the same is true in a nonsmooth setting.

**Proposition 29.10 (Consistency of the CD\((K,N)\) conditions).**

The weak condition CD\((K,N)\) becomes more and more stringent as \(K\) increases, and as \(N\) decreases.

**Proof of Proposition 29.10.** First, the class \(\mathcal{DC}_N\) becomes smaller as \(N\) increases, which means fewer conditions to satisfy. Next, recall that \(\beta_{t}^{(K,N)}\) and \(\beta_{1-t}^{(K,N)}\) are increasing in \(K\) and decreasing in \(N\) (as noticed right after Definition 14.19); since \(U(r)/r\) is nonincreasing, the quantities \(\beta_{t}^{(K,N)} U(\rho_0/\beta_{1-t}^{(K,N)})\) and \(\beta_{1-t}^{(K,N)} U(\rho_1/\beta_{t}^{(K,N)})\) are nondecreasing in \(N\) and nonincreasing in \(K\). The conclusion follows immediately.  

\[ ^{1}\text{This is one of the rare instances in this book where a result is used before it is proven; but I think the resulting presentation is more clear and pedagogical.} \]
• In the case $K > 0$ and $N < \infty$, the coefficient $\beta_t^{(K,N)}(x,y)$ takes the value $+\infty$ if $0 < t < 1$ and $d(x,y) \geq D_{K,N} := \pi \sqrt{(N - 1)/K}$. In that case the natural convention is $U(r/\infty) = U'(0) r$, in accordance with Lemma 29.6. With this convention, Definition 29.8 implies that the diameter of the support of $\nu$ is automatically bounded above by $D_{K,N}$. Otherwise, take $x_0, x_1 \in \text{Spt} \nu$ with $d(x_0, x_1) > D_{K,N}$ and choose $r > 0$ small enough that $d(x'_0, x'_1) > D_{K,N}$ for all $x'_0 \in B_r(x_0), x'_1 \in B_r(x_1)$. Take $\rho_0 = 1_{B_r(x_0)}/\nu[B_r(x_0)]$ and $\rho_1 = 1_{B_r(x_1)}/\nu[B_r(x_1)]$ in the definition of the weak CD($K,N$) bound. Then the coefficients $\beta_t$ appearing in the right-hand side of (29.11) are identically $+\infty$, and the measures have no singular part; so that inequality becomes just

$$U_{\nu}(\mu_t) \leq U'(0) \left((1 - t) \int \rho_0 \, d\nu + t \int \rho_1 \, d\nu\right) = U'(0).$$

(29.12)

Now choose $U(r) = -r^{1-1/N}$: Then $U'(0) = -\infty$, so (29.12) implies $U_{\nu}(\mu_t) = -\infty$. On the other hand, by Jensen’s inequality, $U_{\nu}(\mu_t) \geq -\nu[S](\int \rho_t \, d\nu/\nu[S])^{1-1/N} \geq -\nu[S]^{1/N}$, where $S$ stands for the support of $\mu_t$; so $U_{\nu}(\mu_t)$ cannot be $-\infty$. This contradiction proves the claim.

Let me record the conclusion in the form of a separate statement:

**Proposition 29.11 (Bonnet–Myers diameter bound for weak CD($K,N$) spaces).** If $(\mathcal{X}, d, \nu)$ is a weak CD($K,N$) space with $K > 0$ and $N < \infty$, then

$$\text{diam} (\text{Spt} \nu) \leq D_{K,N} := \pi \sqrt{N - 1}/K.$$
• \( U \) is Lipschitz, if \( N < \infty \);
• \( U \) is locally Lipschitz and \( U(r) = ar \log r + br \) for \( r \) large enough, if \( N = \infty \) (\( a \geq 0, b \in \mathbb{R} \)).

Proof of Proposition 29.12. Let us assume that \((X,d,\nu)\) satisfies Definition 29.8, except that (29.11) holds true only for those \( U \) satisfying the above conditions; and we shall check that inequality (29.11) holds true for all \( U \in DC_N \). Thanks to Convention 17.30 it is sufficient to prove it under the assumption that \( \beta_t^{(K,N)} \) is bounded; then the two limit cases \( N = 1 \) and \( \text{diam}(X) = D_{K,N} \) are treated by taking another dimension \( N' > N \) and letting \( N' \downarrow N \) (the same reasoning will be used later to establish Corollary 29.23 and Theorem 29.24).

The proof will be performed in three steps.

**Step 1: Relaxing the nonnegativity condition.** Let \( U \in DC_N \) be Lipschitz (for \( N < \infty \)) or locally Lipschitz and behaving like \( ar \log r + br \) for \( r \) large enough (for \( N = \infty \)), but not necessarily nonnegative. Then we can decompose \( U \) as

\[
U(r) = \bar{U}(r) - Ar,
\]

where \( \bar{U} \in DC_N \cap \text{Lip}(\mathbb{R}_+, \mathbb{R}_+) \) and \( A \geq 0 \) (choose \( A = \max(-U'(0), 0) \)). By assumption, with the same notation as in Definition 29.8, one has the inequality

\[
\bar{U}_\nu(\mu_t) \leq (1 - t) \bar{U}^{\beta_{1-t}^{(K,N)}}(\mu_0) + t \bar{U}^{\beta_t^{(K,N)}}(\mu_1). \tag{29.13}
\]

Write \( \mu_t = \rho_t \nu + (\mu_t)_s \) for the Lebesgue decomposition of \( \mu_t \) with respect to \( \nu \). The replacement of \( \bar{U} \) by \( U \) amounts to adding to the left-hand side

\[
A \left( \int \rho_t d\nu + (\mu_t)_s[X] \right) = A \mu_t[X] = A,
\]

and to the right-hand side

\[
A (1 - t) \int_{X \times X} \frac{\rho_0(x_0)}{\beta_{1-t}^{(K,N)}(x_0, x_1)} \beta_{1-t}^{(K,N)}(x_0, x_1) \pi(dx_1|x_0) \nu(dx_0) + A t \int_{X \times X} \frac{\rho_1(x_1)}{\beta_t^{(K,N)}(x_0, x_1)} \beta_t^{(K,N)}(x_0, x_1) \pi(dx_0|x_1) \nu(dx_1) = A
\]

also. So (29.13) also holds true with \( \bar{U} \) replaced by \( U \).
Step 2: Behavior at the origin. Let $U \in \mathcal{DC}_N$ be such that $U$ is Lipschitz at infinity ($N < \infty$) or behaves like $ar \log r + br$ at infinity ($N = \infty$). By Proposition 17.7(v), there is a nonincreasing sequence $(U_\ell)_{\ell \in \mathbb{N}}$, converging pointwise to $U$, coinciding with $U$ on $[1, +\infty)$, with $U'_\ell(0) > -\infty$ and $U'_\ell(0) \to U'(0)$. Each $U_\ell$ is locally Lipschitz, and one has, by Step 1,

$$(U_\ell)_\nu(\mu_t) \leq (1 - t) (U_\ell)^{\beta_{1-t}^{(K,N)}}(\mu_0) + t (U_\ell)^{\beta_{1}^{(K,N)}}(\mu_1). \quad (29.14)$$

The problem is to pass to the limit as $\ell \to \infty$. In the left-hand side this is obvious, since $U \leq U_\ell$. In the right-hand side, this will follow from the monotone convergence theorem as soon as we have verified that the integrands are bounded above, uniformly in $\ell$, by integrable functions. Let us check this for the first term in the right-hand side of (29.14): If $\rho_0(x_0)/\beta_{1-t}(x_0, x_1) \geq 1$, then

$$(U_\ell)'(1) \frac{\rho_0(x_0)}{\beta_{1-t}^{(K,N)}(x_0, x_1)} \beta_{1-t}^{(K,N)}(x_0, x_1) = U \left( \frac{\rho_0(x_0)}{\beta_{1-t}^{(K,N)}(x_0, x_1)} \right) \beta_{1-t}^{(K,N)}(x_0, x_1);$$

and otherwise, the same expression is bounded above by

$$(U_\ell)'(1) \frac{\rho_0(x_0)}{\beta_{1-t}^{(K,N)}(x_0, x_1)} \beta_{1-t}^{(K,N)}(x_0, x_1) \leq U'(1) \rho_0(x_0).$$

In both cases, the upper bound belongs to $L^1(\pi(dx_0|x_1) \nu(dx_1))$, which proves the claim.

Step 3: Behavior at infinity. Finally we consider the case of a general $U \in \mathcal{DC}_N$, and approximate it at infinity so that it has the desired behavior. The reasoning is pretty much the same as for Step 2. Let us assume for instance $N < \infty$. By Proposition 17.7(iv), there is a nondecreasing sequence $(U_\ell)_{\ell \in \mathbb{N}}$, converging pointwise to $U$, with the desired behavior at infinity, and $U'_\ell(\infty) \to U'(\infty)$. By Step 2,

$$(U_\ell)_\nu(\mu_t) \leq (1 - t) (U_\ell)^{\beta_{1-t}^{(K,N)}}(\mu_0) + t (U_\ell)^{\beta_{1}^{(K,N)}}(\mu_1),$$

and it remains to pass to the limit as $\ell \to \infty$. In the right-hand side, this is obvious since $U_\ell \leq U$. The left-hand side may be rewritten as
\[ \int U_\ell (\rho_t) \, d\nu + U'_\ell (\infty) (\mu_t)_s [X]. \] (29.15)

Then we know that \( U'_\ell (\infty) \to U' (\infty) \), so we may pass to the limit in the second term of (29.15). To pass to the limit in the first term by monotone convergence, it suffices to check that \( U_\ell (\rho_t) \) is bounded below, uniformly in \( \ell \), by a \( \nu \)-integrable function. But this is true since, for instance, \( U_0 \), which is bounded below by an affine function of the form \( r \to -C (r + 1) \), \( C \geq 0 \); so \( U_\ell (\rho_t) \geq -C \rho_t - C 1_{\rho_t > 0} \), and the latter function is integrable since \( \rho_t \) has compact support. \( \square \)

- In Definition 29.8 I imposed \( \mu_0 \) and \( \mu_1 \) to be compactly supported. This assumption can actually be relaxed, but the definition which one gets by so doing is not stronger; see Theorem 30.5 in the next chapter for more details. Conversely, one could also have imposed \( \mu_0 \) and \( \mu_1 \) to be absolutely continuous, or even to have continuous densities, but the definition would not be weaker (see Corollary 29.23).

- Finally, here are some examples of weak CD\((K, N)\) spaces:

Example 29.13. Let \( V \) be a continuous function \( \mathbb{R}^n \to \mathbb{R} \) with \( \int e^{-V(x)} \, dx < \infty \), let \( \nu(dx) = e^{-V(x)} \, dx \), and let \( d_2 \) be the Euclidean distance. Then the space \( (\mathbb{R}^n, d_2, \nu) \) satisfies the usual CD\((K, \infty)\) condition if \( V \) is \( C^2 \) and \( \nabla^2 V \geq K I_n \) in the classical sense. It satisfies the weak CD\((K, \infty)\) condition without any regularity assumption on \( V \), as soon as \( \nabla^2 V \geq K I_n \) in the sense of distributions, which means that \( V \) is \( K \)-convex. For instance, if \( V \) is merely convex, then \( (\mathbb{R}^n, d_2, \nu) \) satisfies the weak CD\((0, \infty)\) condition. To see this, note that if \( \mu(dx) = \rho(x) \, dx \), then

\[ H_\nu (\mu) = \int \rho(x) \log \rho(x) \, dx + \int \rho(x) \, V (x) \, dx = H(\mu) + \int V \, d\mu; \]

then the first term is always displacement convex, and the second is displacement convex if \( V \) is convex (simple exercise).

Remark 29.14. If \( V \) is not convex, then one can find \( x_0, x_1 \in \mathbb{R}^n \) and \( t \in [0, 1] \) such that

\[ V((1 - t)x_0 + tx_1) > (1 - t) V(x_0) + t V(x_1). \]

Then let \( \rho \) be a compactly supported probability density, and \( \rho^\epsilon = e^{-n} \rho(\cdot / \epsilon) \); then \( \rho^\epsilon (x) \, dx \) converges weakly to \( \delta_0 \), so for \( \epsilon \) small enough,
\[ \int V(x) \rho' \left( x - (1 - t)x_0 - tx_1 \right) dx > \]
\[ (1 - t) \int V(x) \rho'(x - x_0) dx + t \int V(x) \rho'(x - x_1) dx. \]

On the other hand, \( \int \rho'(x - v) \log \rho'(x - v) \, dx \) is independent of \( v \in \mathbb{R}^n \); so
\[ He^{-V}(x) \, dx > (1 - t) He^{-V}(x) \, dx + t He^{-V}(x) \, dx. \]

Since the path \((\rho'(x - (1 - s)x_0 - sx_1) \, dx)_{0 \leq s \leq 1}\) is a geodesic interpolation (this is the translation at uniform speed, corresponding to \( \nabla \psi = \text{constant} \)), we see that \((\mathbb{R}^n, d_2, e^{-\int V(x) \, dx})\) cannot be a weak CD(0, \(\infty\)) space. So the conclusion of Example 29.13 can be refined as follows: \((\mathbb{R}^n, d_2, e^{-\int V(x) \, dx})\) is a weak CD(0, \(\infty\)) space if and only if \(V\) is convex.

**Example 29.15.** Let \( M \) be a smooth compact \( n \)-dimensional Riemannian manifold with nonnegative Ricci curvature, and let \( G \) be a compact Lie group acting isometrically on \( M \). (See the bibliographical notes for references on these notions.) Then let \( \mathcal{X} = M/G \) and let \( q : M \to \mathcal{X} \) be the quotient map. Equip \( \mathcal{X} \) with the quotient distance \( d(x, y) = \inf \{ d_M(x', y') ; \, q(x') = x, q(y') = y \} \), and with the measure \( \nu = q_# \text{vol} M \). The resulting space \((\mathcal{X}, d, \nu)\) is a weak CD(0, \(n\)) space, that in general will not be a manifold. (There will typically be singularities at fixed points of the group action.)

**Example 29.16.** It will be shown in the concluding chapter that \((\mathbb{R}^n, \| \cdot \|, \lambda_n)\) is a weak CD(K, N) space, where \(\| \cdot \|\) is any norm on \(\mathbb{R}^n\), and \(\lambda_n\) is the \(n\)-dimensional Lebesgue measure. This example proves that a weak CD(K, N) space may be “strongly” branching (recall the discussion in Example 27.17).

**Example 29.17.** Let \( \mathcal{X} = \prod_{i=1}^{\infty} T_i \), where \( T_i = \mathbb{R}/(\varepsilon_i \mathbb{Z}) \) is equipped with the usual distance \(d_i\) and the normalized Lebesgue measure \(\lambda_i\), and \(\varepsilon_i = 2 \text{diam}(T_i)\) is some positive number. If \( \sum \varepsilon_i^2 < +\infty \) then the product distance \( \sqrt{\sum d_i^2} \) turns \( \mathcal{X} \) into a compact metric space. Equip \( \mathcal{X} \) with the product measure \( \nu = \prod \lambda_i \); then \((\mathcal{X}, d, \nu)\) is a weak CD(0, \(\infty\)) space. (Indeed, it is the measured Gromov–Hausdorff limit of \( \mathcal{X} = \prod_{j=1}^{k} T_j \) which is CD(0, \(k\)), hence CD(0, \(\infty\)); and it will be shown in Theorem 29.24 that the CD(0, \(\infty\)) property is stable under measured Gromov–Hausdorff limits.)
The remaining part of the present chapter is devoted to a proof of stability for the weak CD($K,N$) property.

**Continuity properties of the functionals $U_\nu$ and $U_{\pi,\nu}^\beta$**

In this section, I shall explain some of the remarkable properties of the integral functionals appearing in Definition 29.1. For the moment it will be sufficient to restrict to the case of a compact space $\mathcal{X}$, and it will be convenient to consider that $U_\nu$ and $U_{\pi,\nu}^\beta$ are defined on the set of all (nonnegative) finite signed Borel measures, not necessarily probability measures. (Actually, in Definition 29.1 it was not assumed that $\mu$ is a probability measure.) One may even think of these functionals as defined on the whole vector space $M(\mathcal{X})$ of finite Borel measures on $\mathcal{X}$, with the convention that their value is $+\infty$ if $\mu$ is not nonnegative; then $U_\nu$ and $U_{\pi,\nu}^\beta$ are true convex functionals on $M(\mathcal{X})$.

It will be convenient to study the functionals $U_\nu$ by means of their Legendre representation. Generally speaking, the Legendre representation of a convex functional $\Phi$ defined on a vector space $E$ is an identity of the form

$$\Phi(x) = \sup \left\{ \langle A,x \rangle - \Psi(A) \right\},$$

where $A$ varies over a certain subset of $E^*$, and $\Psi$ is a convex functional of $A$. Usually, $A$ varies over the whole set $E^*$, and $\Psi(A) = \sup_{x \in E} [\langle A,x \rangle - \Phi(x)]$ is the Legendre transform of $\Phi$; but here we don’t really want to do so, because nobody knows what the huge space $M(\mathcal{X})^*$ looks like. So it is better to restrict to subspaces of $M(\mathcal{X})^*$. There are several natural possible choices, resulting in various Legendre representations; which one is most convenient depends on the context. Here are the ones that will be useful in the sequel.

**Definition 29.18 (Legendre transform of a real-valued convex function).** Let $U : \mathbb{R}_+ \to \mathbb{R}$ be a continuous convex function with $U(0) = 0$; its Legendre transform is defined on $\mathbb{R}$ by

$$U^*(p) = \sup_{r \in \mathbb{R}_+} \left[ p r - U(r) \right].$$

It is easy to check that $U^*$ is a convex function, taking the value $-U(0) = 0$ on $(-\infty, U'(0)]$ and $+\infty$ on $(U'(\infty), +\infty)$. 
**Proposition 29.19 (Legendre representation of $U_\nu$).** Let $U : \mathbb{R}_+ \to \mathbb{R}$ be a continuous convex function with $U(0) = 0$, let $\mathcal{X}$ be a compact metric space, equipped with a finite reference measure $\nu$. Then, whenever $\mu$ is a finite measure on $\mathcal{X}$,

(i) $U_\nu(\mu) = \sup\left\{ \int_{\mathcal{X}} \varphi \, d\mu - \int_{\mathcal{X}} U^*(\varphi) \, d\nu; \; \varphi \in L^\infty(\mathcal{X}); \; \varphi \leq U'(\infty) \right\}$

(ii) $U_\nu(\mu) = \sup\left\{ \int_{\mathcal{X}} \varphi \, d\mu - \int_{\mathcal{X}} U^*(\varphi) \, d\nu; \; \varphi \in C(\mathcal{X}), \; U'(\frac{1}{M}) \leq \varphi \leq U'(M); \; M \in \mathbb{N} \right\}$.

The deceiving simplicity of these formulas hides some subtleties: For instance, it is in general impossible to drop the restriction $\varphi \leq U'(\infty)$ in (i), so the supremum is not taken over the whole vector space $L^\infty(\mathcal{X})$ but only on a subspace thereof. Proposition 29.19 can be proven by elementary tools of measure theory; see the bibliographical notes for references and comments.

The next statement gathers the three important properties on which the main results of this chapter rest: (i) $U_\nu(\mu)$ is lower semicontinuous in $(\mu,\nu)$; (ii) $U_\nu(\mu)$ is never increased by push-forward; (iii) $\mu$ can be regularized in such a way that $U_{\beta,\nu}(\mu)$ is upper semicontinuous in $(\pi,\mu)$ along the approximation. In the next statement, $M_+(\mathcal{X})$ will stand for the set of finite (nonnegative) Borel measures on $\mathcal{X}$, and $L^1_+(\nu)$ for the set of nonnegative $\nu$-integrable measurable functions on $\mathcal{X}$.

**Theorem 29.20 (Continuity and contraction properties of $U_\nu$ and $U_{\beta,\nu}$).** Let $(\mathcal{X},d)$ be a compact metric space, equipped with a finite measure $\nu$. Let $U : \mathbb{R}_+ \to \mathbb{R}_+$ be a convex continuous function, with $U(0) = 0$. Further, let $\beta(x,y)$ be a continuous positive function on $\mathcal{X} \times \mathcal{X}$. Then, with the notation of Definition 29.1:

(i) $U_\nu(\mu)$ is a weakly lower semicontinuous function of both $\mu$ and $\nu$ in $M_+(\mathcal{X})$. More explicitly, if $\mu_k \to \mu$ and $\nu_k \to \nu$ in the weak topology of convergence against bounded continuous functions, then

$$U_\nu(\mu) \leq \liminf_{k \to \infty} U_{\nu_k}(\mu_k).$$
(ii) \( U_\nu \) satisfies a contraction principle in both \( \mu \) and \( \nu \); that is, if \( \mathcal{Y} \) is another compact space, and \( f : \mathcal{X} \rightarrow \mathcal{Y} \) is any measurable function, then
\[
U_{f#\nu}(f#\mu) \leq U_\nu(\mu).
\]

(iii) If \( U \) “grows at most polynomially”, in the sense that
\[
\forall r > 0, \quad r U'(r) \leq C (U(r) + r),
\]
then for any probability measure \( \mu \in \mathcal{P}(\mathcal{X}) \), with \( \text{Spt} \mu \subset \text{Spt} \nu \), there is a sequence \( (\mu_k)_{k \in \mathbb{N}} \) of probability measures converging weakly to \( \mu \), such that each \( \mu_k \) has a continuous density, and for any sequence \( (\pi_k)_{k \in \mathbb{N}} \) converging weakly to \( \pi \) in \( \mathcal{P}(\mathcal{X} \times \mathcal{X}) \), such that \( \pi_k \) admits \( \mu_k \) as first marginal and \( \text{Spt} \pi_k \subset (\text{Spt} \nu) \times (\text{Spt} \nu) \),
\[
\limsup_{k \to \infty} U^\beta_{\pi_k,#\nu}(\mu_k) \leq U^\beta_{\pi,#\nu}(\mu).
\]

Remark 29.21. The assumption of polynomial growth in (iii) is obviously true if \( U \) is Lipschitz; or if \( U(r) \) behaves at infinity like \( ar \log r + br \) (or like a polynomial).

Exercise 29.22. Use Property (ii) in the case \( U(r) = r \log r \) to recover the Csiszár–Kullback–Pinsker inequality (22.25). Hint: Take \( f \) to be valued in \( \{0, 1\} \), apply Csiszár’s two-point inequality
\[
\forall x, y \in [0, 1], \quad x \log \frac{x}{y} + (1 - x) \log \left( \frac{1 - x}{1 - y} \right) \geq 2(x - y)^2
\]
and optimize the choice of \( f \).

Proof of Theorem 29.20. To prove (i), note that \( U^* \) is continuous on \( [U'(1/M), U'(M)] \); so if \( \varphi \) is continuous with values in \( [U'(1/M), U'(M)] \), then \( U^*(\varphi) \) is also continuous. Then Proposition 29.19(ii) can be rewritten as
\[
U_\nu(\mu) = \sup_{(\varphi, \psi) \in \mathcal{U}} \left\{ \int \varphi \, d\mu + \int \psi \, d\nu \right\},
\]
where \( \mathcal{U} \) is a certain subset of \( C(\mathcal{X}) \times C(\mathcal{X}) \). In particular, \( U_\nu(\mu) \) is a supremum of continuous functions of \( (\mu, \nu) \); it follows that \( U_\nu \) is lower semicontinuous.

To prove (ii), pick up any \( \varphi \in L^\infty(\mathcal{X}) \) with \( \varphi \leq U'(\infty) \). Then
\[
\int_X (\varphi \circ f) \, d\mu - \int_X U^* (\varphi \circ f) \, d\nu = \int_Y \varphi \, d(f_\# \mu) - \int_Y U^* (\varphi) \, d(f_\# \nu).
\]

If \( \varphi \leq U'(\infty) \), then also \( \varphi \circ f \leq U'(\infty) \); similarly, if \( \varphi \) is bounded, then also \( \varphi \circ f \) is bounded. So

\[
\sup_{\psi \in L^\infty; \, \psi \leq U'(\infty)} \left\{ \int_X \psi \, d\mu - \int_X U^* (\psi) \, d\nu \right\} \leq \sup_{\varphi \in L^\infty; \, \varphi \leq U'(\infty)} \left\{ \int_Y \varphi \, d(f_\# \mu) - \int_Y U^* (\varphi) \, d(f_\# \nu) \right\}.
\]

By Proposition 29.19(i), the left-hand side coincides with \( U^\nu(\mu) \), and the right-hand side with \( U^\beta(f_\# \mu, f_\# \nu) \). This concludes the proof of the contraction property (ii).

Now let us consider the proof of (iii), which is a bit tricky. For pedagogical reasons I shall first treat a simpler case.

**Particular case:** \( \beta \equiv 1 \). (Then there is no need for any restriction on the growth of \( U^\nu \).)

Let \( \varepsilon = \varepsilon_k \) be a sequence in \((0, 1)\), \( \varepsilon_k \to 0 \), and let \( K_\varepsilon(x, y) \) be a sequence of symmetric continuous nonnegative functions on \( X \times X \) satisfying

\[
\begin{cases}
\forall x \in \text{Spt} \, \nu, \quad \int K_\varepsilon(x, y) \, \nu(dy) = 1; \\
\forall x, y \in X, \quad d(x, y) \geq \varepsilon \implies K_\varepsilon(x, y) = 0.
\end{cases}
\]

Such kernels induce a *regularization* of probability measures, as recalled in the First Appendix. On \( S = \text{Spt} \, \nu \), define

\[
\rho_\varepsilon(x) = \int_{\text{Spt} \, \nu} K_\varepsilon(x, y) \, \mu(dy);
\]

this is a (uniformly) continuous function on a compact set. By the Tietze–Urysohn extension theorem, \( \rho_\varepsilon \) can be extended into a continuous function \( \tilde{\rho}_\varepsilon \) on the whole of \( X \). Of course, \( \rho_\varepsilon \) and \( \tilde{\rho}_\varepsilon \) coincide \( \nu \)-almost everywhere. We shall see that \( \mu_\varepsilon = \rho_\varepsilon \nu \) (or, more explicitly, \( \mu_k = \rho_{\varepsilon_k} \nu \)) does the job for statement (iii).

Let us first assume that \( \mu \) is absolutely continuous, and let \( \rho \) be its density. Since \( \text{Spt} \, \mu \) and \( \text{Spt} \, \mu_\varepsilon \) are included in \( S = \text{Spt} \, \nu \),
\[ U_\nu(\mu) = \int_X U(\rho) \, d\nu = \int_S U(\rho) \, d\nu; \quad U_\nu(\mu_\varepsilon) = \int_S U(\rho_\varepsilon) \, d\nu. \]

So up to changing \( X \) for \( S \), we might just assume that \( \text{Spt}(\nu) = X \). Then for each \( x \in X \), \( K_\varepsilon(x, y) \nu(dy) \) is a probability measure on \( X \), and by Jensen’s inequality,

\[ U(\rho_\varepsilon(x)) = U \left( \int_X K_\varepsilon(x, y) \rho(y) \nu(dy) \right) \leq \int_X K_\varepsilon(x, y) U(\rho(y)) \nu(dy). \]

Now integrate both sides of the latter inequality against \( \nu(dx) \); this is allowed because \( U(r) \geq -C(r+1) \) for some finite constant \( C \), so the left-hand side of (29.18) is bounded below by the integrable function \(-C(\rho_\varepsilon+1)\). After integration, one has

\[ \int_X U(\rho_\varepsilon) \, d\nu \leq \int_X \int_X K_\varepsilon(x, y) U(\rho(y)) \nu(dy) \nu(dx). \]

But \( K_\varepsilon(x, y) \nu(dx) \) is a probability measure for any \( y \in X \), so

\[ \int_{X \times X} K_\varepsilon(x, y) U(\rho(y)) \nu(dy) \nu(dx) = \int_X U(\rho(y)) \nu(dy) = \int_X U(\rho) \, d\nu. \]

To summarize: \( U_\nu(\mu_\varepsilon) \leq U_\nu(\mu) \) for all \( \varepsilon > 0 \), and then the conclusion follows.

If \( \mu \) is not absolutely continuous, define

\[ \rho_{a,\varepsilon}(x) = \int_{\text{Spt} \nu} K_\varepsilon(x, y) \rho(y) \nu(dy); \quad \rho_{s,\varepsilon}(x) = \int_{\text{Spt} \nu} K_\varepsilon(x, y) \mu_s(dy), \]

where \( \mu = \rho \nu + \mu_s \) is the Lebesgue decomposition of \( \mu \) with respect to \( \nu \). Then \( \rho_\varepsilon = \rho_{a,\varepsilon} + \rho_{s,\varepsilon} \). By convexity of \( U \), for any \( \theta \in (0, 1) \),

\[
\begin{align*}
\int U(\rho_\varepsilon) \, d\nu & \leq (1 - \theta) \int U \left( \frac{\rho_{a,\varepsilon}}{1 - \theta} \right) \, d\nu + \theta \int U \left( \frac{\rho_{s,\varepsilon}}{\theta} \right) \, d\nu \\
& \leq (1 - \theta) \int U \left( \frac{\rho_{a,\varepsilon}}{1 - \theta} \right) \, d\nu + U'(\infty) \int \rho_{s,\varepsilon} \, d\nu \\
& = (1 - \theta) \int U \left( \frac{\rho_{a,\varepsilon}}{1 - \theta} \right) \, d\nu + U'(\infty) \mu_s[X].
\end{align*}
\]

It is easy to pass to the limit as \( \theta \to 0 \) (use the monotone convergence theorem for the positive part of \( U \), and the dominated convergence theorem for the negative part). Thus
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\[
\int U(\rho_\varepsilon) \, d\nu \leq \int U(\rho_{a,\varepsilon}) \, d\nu + U'(\infty) \mu_s[\mathcal{X}].
\]

The first part of the proof shows that $\int U(\rho_{a,\varepsilon}) \, d\nu \leq \int U(\rho) \, d\nu$, so

\[
\int U(\rho_\varepsilon) \, d\nu \leq \int U(\rho) \, d\nu + U'(\infty) \mu_s[\mathcal{X}] = U_\nu(\mu),
\]

and this again implies the conclusion.

**General case with $\beta$ variable:** This is much, much more tricky and I urge the reader to skip this case at first encounter.

Before starting the proof, here are a few remarks. The assumption of polynomial growth implies the following estimate: For each $B > 0$ there is a constant $C$ such that

\[
\sup_{B^{-1} \leq a \leq B} \left( \frac{U_+(ar)}{a} \right) \leq C \left( U_+(r) + r \right). \tag{29.19}
\]

Let us check (29.19) briefly. If $U \leq 0$, there is nothing to prove. If $U \geq 0$, the polynomial growth assumption amounts to $r U'(r) \leq C(U(r) + r)$, so $r (U'(r) + 1) \leq 2C (U(r) + r)$; then $(d/dt) \log[U(t r) + t r] \leq 2C/t$, so

\[
U(ar) + ar \leq (U(r) + r) a^{2C}, \tag{29.20}
\]

whence the conclusion. Finally, if $U$ does not have a constant sign, this means that there is $r_0 > 0$ such that $U(r) \leq 0$ for $r \leq r_0$, and $U(r) > 0$ for $r > r_0$. Then:

- if $r < B^{-1} r_0$, then $U_+(ar) = 0$ for all $a \leq B$ and (29.19) is obviously true;
- if $r > B r_0$, then $U(ar) > 0$ for all $a \in [B^{-1}, B]$ and one establishes (29.20) as before;
- if $B^{-1} r_0 \leq r \leq B r_0$, then $U_+(ar)$ is bounded above for $a \leq B$, while $r$ is bounded below, so obviously (29.19) is satisfied for some well-chosen constant $C$.

Next, we may dismiss the case when the right-hand side of the inequality in (29.17) is $+\infty$ as trivial; so we might assume that

\[
\int \beta(x, y) U_+ \left( \frac{\rho(x)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx) < +\infty; \quad U'(\infty) \mu_s[\mathcal{X}] < +\infty. \tag{29.21}
\]
Since \( B^{-1} \leq \beta(x, y) \leq B \) for some \( B > 0 \), (29.19) implies the existence of a constant \( C \) such that
\[
C^{-1} \int U_+(\rho(x)) \nu(dx) = C^{-1} \int U_+(\rho(x)) \pi(dy|x) \nu(dx) \\
\leq \int \beta(x, y) U_+ \left( \rho(x) \frac{\rho(y)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx) \\
\leq C \int U_+(\rho(x)) \pi(dy|x) \nu(dx) = C \int U_+(\rho(x)) \nu(dx).
\]
So (29.21) implies the integrability of \( U_+(\rho) \).

After these preliminaries, we can go on with the proof. In the sequel, the symbol \( C \) will stand for constants that may vary from place to place but only depend on the nonlinearity \( U \) and the distortion coefficients \( \beta \). I shall write \( \mu_\varepsilon \) for \( \mu_{\varepsilon, k} \), to emphasize the role of \( \varepsilon \) as a regularization parameter. For consistency, I shall also write \( \pi_\varepsilon \) instead of \( \pi_k \).

**Step 1: Reduction to the case** \( \text{Spt} \nu = \mathcal{X} \). This step is essentially trivial. Let \( S = \text{Spt} \nu \). By assumption \( \pi_\varepsilon[(\mathcal{X} \times \mathcal{X}) \setminus (S \times S)] = 0 \), so \( \pi_\varepsilon[y \notin S|x] = 0 \), \( \rho_\varepsilon \nu(dx) \)-almost surely; equivalently, \( \pi_\varepsilon[y \notin S|x] = 0 \), \( \nu(dx) \)-almost surely on \( \{\rho_\varepsilon > 0\} \). Since \( U(0) = 0 \), values of \( x \) such that \( \rho_\varepsilon(x) = 0 \) do not affect the integral in the left-hand side of (29.17), so we might restrict this integral to \( y \in S \). Then the \( \nu(dx) \) integration allows us to further restrict the integral to \( x \in S \).

Since each \( \pi_\varepsilon \) is concentrated on the closed set \( S \times S \), the same is true for the weak limit \( \pi \); then the same reasoning as above applies for the right-hand side of (29.17), and that integral can also be restricted to \( S \times S \).

It only remains to check that the assumption of weak convergence \( \pi_\varepsilon \to \pi \) is preserved under restriction to \( S \times S \). Let \( \varphi \) be a continuous function on \( S \times S \). Since \( S \times S \) is compact, \( \varphi \) is uniformly continuous, so by Tietze–Urysohn’s theorem it can be extended into a continuous function on the whole of \( \mathcal{X} \times \mathcal{X} \), still denoted \( \varphi \). Then
\[
\int_{S \times S} \varphi d\pi_\varepsilon = \int_{\mathcal{X} \times \mathcal{X}} \varphi d\pi_\varepsilon \xrightarrow{\varepsilon \to 0} \int_{\mathcal{X} \times \mathcal{X}} \varphi d\pi = \int_{S \times S} \varphi d\pi,
\]
so \( \pi \) is indeed the weak limit of \( \pi_\varepsilon \), when viewed as a probability measure on \( S \times S \).

In the sequel all the discussion will be restricted to \( S \), so I shall assume \( \text{Spt} \nu = \mathcal{X} \).
Step 2: Reduction to the case $U'(0) > -\infty$. The problem now is to get rid of possibly very large negative values of $U'$ close to 0. For any $\delta > 0$, define $U_\delta'(r) := \max(U'(\delta), U'(r))$ and

$$U_\delta(r) = \int_0^r U_\delta'(s) \, ds.$$ 

Since $U'$ is nondecreasing, $U_\delta'$ converges monotonically to $U' \in L^1(0, r)$ as $\delta \to 0$. It follows that $U_\delta(r)$ decreases to $U(r)$, for all $r > 0$. Let us check that all the assumptions which we imposed on $U$, still hold true for $U_\delta$. First, $U_\delta(0) = 0$. Also, since $U_\delta'$ is nondecreasing, $U_\delta$ is convex. Finally, $U_\delta$ has polynomial growth; indeed:

- if $r \leq \delta$, then $r (U_\delta)'(r) = r U'(\delta)$ is bounded above by a constant multiple of $r$;
- if $r > \delta$, then $r (U_\delta)'(r) = r U'(r)$, which is bounded (by assumption) by $C(U(r)_+ + r)$, and this obviously is bounded by $C(U_\delta(r)_+ + r)$, for $U \leq U_\delta$.

The next claim is that the integral

$$\int \beta(x, y) U_\delta \left( \frac{\rho(x)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx)$$

makes sense and is not $+\infty$. Indeed, as we have just seen, there is a constant $C$ such that $(U_\delta)_+ \leq C(U_+ + r)$. Then the contribution of the linear part $Cr$ is finite, since

$$\int \beta(x, y) \left( \frac{\rho(x)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx) = \int \rho(x) \nu(dx) \leq 1;$$

and the contribution of $CU_+(r)$ is also finite in view of (29.21). So

$$\int \beta(x, y) (U_\delta)_+ \left( \frac{\rho(x)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx) < +\infty,$$

which proves the claim.

Now assume that Theorem 29.20(iii) has been proved with $U_\delta$ in place of $U$. Then, for any $\delta > 0$,

$$\limsup_{\varepsilon \downarrow 0} \int \beta(x, y) U \left( \frac{\rho_\varepsilon(x)}{\beta(x, y)} \right) \pi_\varepsilon(dy|x) \nu(dx)$$

$$\leq \limsup_{\varepsilon \downarrow 0} \int \beta(x, y) U_\delta \left( \frac{\rho_\varepsilon(x)}{\beta(x, y)} \right) \pi_\varepsilon(dy|x) \nu(dx)$$

$$\leq \int \beta(x, y) U_\delta \left( \frac{\rho(x)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx).$$
But by monotone convergence,

\[ \int \beta(x, y) U_\delta \left( \frac{\rho(x)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx) = \int \beta(x, y) U \left( \frac{\rho(x)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx), \]

and inequality (29.17) follows.

To summarize: It is sufficient to establish (29.17) with \( U \) replaced by \( U_\delta \), and thus we may assume that \( U \) is bounded below by a linear function \( r \rightarrow -Kr \).

**Step 3: Reduction to the case when \( U \geq 0 \).** As we have already seen, adding a linear function \( Kr \) to \( U \) does not alter the assumptions on \( U \); it does not change the conclusion either, because this only adds the constant \( K \) to both sides of the inequality (29.17). For the right-hand side, this is a consequence of

\[ \int \beta(x, y) K \frac{\rho_\varepsilon(x, y)}{\beta(x, y)} \pi_\varepsilon(dy|x) \nu(dx) = K \int \pi_\varepsilon(dy|x) (\rho_\varepsilon \nu)(dx) = K \int \pi_\varepsilon(dx \, dy) = K; \]

and for the right-hand side the computation is similar, once one has noticed that the first marginal of \( \pi \) is the weak limit of the first marginal \( \mu_\varepsilon \) of \( \pi_\varepsilon \), i.e. \( \mu \) (as recalled in the First Appendix).

So in the sequel I shall assume that \( U \geq 0 \).

**Step 4: Treatment of the singular part.** To take care of the singular part, the reasoning is similar to the one already used in the particular case \( \beta = 1 \): Write \( \mu = \rho \nu + \mu_s \), and

\[ \rho_{a,\varepsilon}(x) = \int_X K_\varepsilon(x, y) \rho(y) \nu(dy); \quad \rho_{s,\varepsilon}(x) = \int_X K_\varepsilon(x, y) \mu_s(dy). \]

Then by convexity of \( U \), for any \( \theta \in (0, 1) \),

\[ U^\beta_{\pi,\nu}(\mu_\varepsilon) \leq (1 - \theta) U^\beta_{\pi,\nu} \left( \frac{\rho_{a,\varepsilon} \nu}{1 - \theta} \right) + \theta U^\beta_{\pi,\nu} \left( \frac{\rho_{s,\varepsilon} \nu}{\theta} \right) \leq (1 - \theta) U^\beta_{\pi,\nu} \left( \frac{\rho_{a,\varepsilon} \nu}{1 - \theta} \right) + U'(\infty) \mu_s[X], \]

and the limit \( \theta \to 0 \) yields
Continuity properties of the functionals $U_{\pi,\nu}$ and $U_{\pi,\nu}^\beta$

$$U_{\pi,\nu}^\beta(\mu_\varepsilon) \leq U_{\pi,\nu}(\rho_{\alpha,\varepsilon,\nu}) + U'(\infty) \mu_\varepsilon[\mathcal{X}].$$

In the next two steps I shall focus on the first term $U_{\pi,\nu}(\rho_{\alpha,\varepsilon,\nu})$; I shall write $\rho_\varepsilon$ for $\rho_{\alpha,\varepsilon,\nu}$.

**Step 5: Approximation of $\beta$.** For any two points $x, y$ in $\mathcal{X}$, define

$$\beta_\varepsilon(x, y) = \int_{\mathcal{X} \times \mathcal{X}} K_\varepsilon(\overline{x}, x) K_\varepsilon(\overline{y}, y) \beta(\overline{x}, \overline{y}) \nu(d\overline{x}) \nu(d\overline{y}).$$

The measure $K_\varepsilon(\overline{x}, x) K_\varepsilon(\overline{y}, y) \nu(d\overline{x}) \nu(d\overline{y})$ is a probability measure on $\mathcal{X} \times \mathcal{X}$, supported in $\{d(x, x) \leq \varepsilon, d(y, y) \leq \varepsilon\}$, so

$$|\beta_\varepsilon(x, y) - \beta(x, y)| = \left|\int K_\varepsilon(\overline{x}, x) K_\varepsilon(\overline{y}, y) [\beta(\overline{x}, \overline{y}) - \beta(x, y)] \nu(d\overline{x}) \nu(d\overline{y})\right|$$

$$\leq \sup \left\{|\beta(\overline{x}, \overline{y}) - \beta(x, y)|; \ d(x, x) \leq \varepsilon, \ d(y, y) \leq \varepsilon\right\}.$$

The latter quantity goes to 0 uniformly in $x$ and $y$ by uniform continuity of $\beta$; so $\beta_\varepsilon$ converges uniformly to $\beta$. The goal now is to replace $\beta$ by $\beta_\varepsilon$ in the left-hand side of the desired inequality (29.17).

The map $w : b \mapsto - \int b U(r/b)$ is continuously differentiable and (since $U \geq 0$),

$$|w'(b)| = p(r/b) \leq (r/b) U'(r/b) \leq C(U(r/b) + r/b).$$

So if, $\beta \leq \tilde{\beta}$ are two positive real numbers, then

$$\left|\tilde{\beta} U\left(\frac{\rho}{\tilde{\beta}}\right) - \beta U\left(\frac{\rho}{\beta}\right)\right| = \int_{\beta} \tilde{\beta} p\left(\frac{\rho}{b}\right) db \leq C|\tilde{\beta} - \beta| \sup_{\frac{\rho}{\beta} \leq r \leq \frac{\rho}{\tilde{\beta}}} (U(r) + r).$$

Now assume that $\beta$ and $\tilde{\beta}$ are bounded from above and below by positive constants, say $B^{-1} \leq \beta, \tilde{\beta} \leq B$, then by (29.19) there is $C > 0$, depending only on $B$, such that

$$\left|\tilde{\beta} U\left(\frac{\rho}{\tilde{\beta}}\right) - \beta U\left(\frac{\rho}{\beta}\right)\right| \leq C|\tilde{\beta} - \beta| (U(\rho) + \rho).$$

Apply this estimate with $\rho = \rho_\varepsilon(x)$, $\beta = \beta(x, y)$, and $\{\beta, \tilde{\beta}\} = \{\beta(x, y), \beta_\varepsilon(x, y)\}$; this is allowed since $\beta$ is bounded from above and below by positive constants, and the same is true of $\beta_\varepsilon$ since it has been obtained by averaging $\beta$. So there is a constant $C$ such that for all $x, y \in \mathcal{X}$,
\[
\left| \beta_\varepsilon(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta_\varepsilon(x, y)} \right) - \beta(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta(x, y)} \right) \right| \\
\leq C \left| \beta_\varepsilon(x, y) - \beta(x, y) \right| \left( U(\rho_\varepsilon(x)) + \rho_\varepsilon(x) \right). \quad (29.22)
\]

Then
\[
\left| \int \beta_\varepsilon(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta_\varepsilon(x, y)} \right) \pi_\varepsilon(dy|x) \nu(dx) \\
- \int \beta(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta(x, y)} \right) \pi_\varepsilon(dy|x) \nu(dx) \right| \\
\leq \int \left| \beta_\varepsilon(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta_\varepsilon(x, y)} \right) \right| - \beta(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta(x, y)} \right) \pi_\varepsilon(dy|x) \nu(dx) \\
\leq C \int \left| \beta_\varepsilon(x, y) - \beta(x, y) \right| \left( U(\rho_\varepsilon(x)) + \rho_\varepsilon(x) \right) \pi_\varepsilon(dy|x) \nu(dx) \\
\leq C \left( \sup_{x,y \in X} \left| \beta_\varepsilon(x, y) - \beta(x, y) \right| \right) \int \left[ U(\rho_\varepsilon(x)) + \rho_\varepsilon(x) \right] \nu(dx) \\
\leq C \left( \sup_{x,y \in X} \left| \beta_\varepsilon(x, y) - \beta(x, y) \right| \right) \int \left[ U(\rho) + \rho \right] dv,
\]

where the last inequality follows from Jensen’s inequality as in the proof of the particular case \( \beta \equiv 1 \). To summarize:

\[
\limsup_{\varepsilon \downarrow 0} \left| \int \beta_\varepsilon(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta_\varepsilon(x, y)} \right) \pi_\varepsilon(dy|x) \nu(dx) \\
- \int \beta(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta(x, y)} \right) \pi_\varepsilon(dy|x) \nu(dx) \right| = 0.
\]

So the desired conclusion is equivalent to

\[
\limsup_{\varepsilon \downarrow 0} \int \beta_\varepsilon(x, y) \, U \left( \frac{\rho_\varepsilon(x)}{\beta_\varepsilon(x, y)} \right) \pi_\varepsilon(dy|x) \nu(dx) + U'(\infty) \mu_s[X] \\
\leq \int \beta(x, y) \, U \left( \frac{\rho(x)}{\beta(x, y)} \right) \pi(dy|x) \nu(dx) + U'(\infty) \mu_s[X].
\]

**Step 6: Convexity inequality.** This is a key step. By Legendre representation,
Continuity properties of the functionals \( U_\nu \) and \( U^\beta_{\pi,\nu} \)

\[
\beta U \left( \frac{\rho}{\beta} \right) = \beta \sup_{p \in \mathbb{R}} \left( p \frac{\rho}{\beta} - U^*(p) \right) \\
= \sup_{p \in \mathbb{R}} \left[ p \rho - \beta U^*(p) \right],
\]

so \( \beta U(\rho/\beta) \) is a (jointly) convex function of \((\beta, \rho) \in (0, +\infty) \times \mathbb{R}_+\).

On the other hand, \( \beta_\epsilon \) and \( \rho_\epsilon \) are averaged values of \( \beta(x,y) \) and \( \rho(x) \), respectively, over the probability measure \( K_\epsilon(x, \overline{x}) K_\epsilon(y, \overline{y}) \nu(d\overline{x}) \nu(d\overline{y}) \). So by Jensen’s inequality,

\[
\beta_\epsilon(x,y) U \left( \frac{\rho_\epsilon(x)}{\beta_\epsilon(x,y)} \right) \leq \int K_\epsilon(x, \overline{x}) K_\epsilon(y, \overline{y}) \beta_\epsilon(x,y) U \left( \frac{\rho(\overline{x})}{\beta(\overline{x}, \overline{y})} \right) \nu(d\overline{x}) \nu(d\overline{y}).
\]

To conclude the proof of (29.17) it suffices to show

\[
\int K_\epsilon(x, \overline{x}) K_\epsilon(y, \overline{y}) \beta_\epsilon(x,y) U \left( \frac{\rho(\overline{x})}{\beta(\overline{x}, \overline{y})} \right) \nu(d\overline{x}) \nu(d\overline{y}) \pi_\epsilon(dy|x) \nu(dx) + U'(\infty) \mu_s[X] \\
\xrightarrow{\epsilon \to 0} \int \beta(x,y) U \left( \frac{\rho(x)}{\beta(x,y)} \right) \pi(dy|x) \nu(dx) + U'(\infty) \mu_s[X].
\]

This will be the object of the final three steps.

**Step 7: Approximation by a continuous function.** Let us start with some explanations. Forget about the singular part for simplicity, and define

\[
f(x,y) = \beta(x,y) U \left( \frac{\rho(x)}{\beta(x,y)} \right),
\]

\[
\omega_\epsilon(dx \, dy) = \left( \int K_\epsilon(\overline{x}, x) K_\epsilon(\overline{y}, y) \pi_\epsilon(dy|x) \nu(dx) \right) \nu(dy) \nu(dx),
\]

\[
\omega(dx \, dy) = \pi(dy|x) \nu(dx).
\]

With this notation, the goal (29.23) can be rewritten as

\[
\int f \, d\omega_\epsilon \longrightarrow \int f \, d\omega.
\]

This is not trivial, in particular because \( f \) is a priori not continuous. The obvious solution is to try to replace \( f \) by a continuous approximation, but then we run into another problem: the conditional measure...
\( \pi(dy|x) \) is completely arbitrary if \( \rho(x) = 0 \). This is not serious as long as we multiply it by \( f(x, y) \), since \( f(x, y) \) vanishes when \( \rho(x) \) does, but this might become annoying when \( f(x, y) \) is replaced by a continuous approximation.

Instead, let us rather define

\[
g(x, y) = \frac{f(x, y)}{\rho(x)} = \frac{\beta(x, y)}{\rho(x)} U\left( \frac{\rho(x)}{\beta(x, y)} \right),
\]

with the convention \( U(0)/0 = U'(0) \), \( U(\infty)/\infty = U''(\infty) \), and we impose that \( \rho(x) \) is finite outside of \( \text{Spt } \mu_s \) and takes the value \( +\infty \) on \( \text{Spt } \mu_s \). If \( U'(\infty) = +\infty \), then the finiteness of \( U_{x, \nu, \pi}^3(\mu) \) imposes \( \mu_s[X] = 0 \), so \( \text{Spt } \mu_s = \emptyset \); in particular, \( g \) takes values in \( \mathbb{R} \).

We further define

\[
\tilde{\pi}_\varepsilon(dx \, dy) = \left( \int K_\varepsilon(x, x) K_\varepsilon(y, y) \pi_\varepsilon(dy|x) \nu(dx) \right) \nu(dy) \mu(dx).
\]

Note that the \( x \)-marginal of \( \tilde{\pi}_\varepsilon \) is

\[
\left( \int K_\varepsilon(x, x) K_\varepsilon(y, y) \pi_\varepsilon(dy|x) \nu(dx) \right) \mu(dx)
= \left( \int K_\varepsilon(x, x) \pi_\varepsilon(dx) \nu(dx) \right) \mu(dx)
= \left( \int K_\varepsilon(x, x) \nu(dx) \right) \mu(dx) = \mu(dx).
\]

In particular,

\[
\int_{\text{Spt } \mu_s} g(x, y) \tilde{\pi}_\varepsilon(dx \, dy) = U'(\infty) \mu_s(dx).
\]

Then the goal (29.23) becomes

\[
\int g(x, y) \tilde{\pi}_\varepsilon(dx \, dy) \xrightarrow[\varepsilon \to 0]{} \int g(x, y) \pi(dx \, dy).
\]

- If \( U'(\infty) = +\infty \), then \( \text{Spt } \mu_s = \emptyset \) and for each \( x \), \( g(x, y) \) is a continuous function of \( y \); moreover, since \( \beta \) is bounded from above and below by positive constants, (29.19) implies

\[
\sup_y \left[ \beta(x, y) U\left( \frac{\rho(x)}{\beta(x, y)} \right) \right] \leq C \left( U(\rho(x)) + \rho(x) \right),
\]
In particular,
\[
\int_X \sup_y g(x, y) \, d\mu(x) = \int_X \sup_y \left[ \beta(x, y) U \left( \frac{\rho(x)}{\beta(x, y)} \right) \right] \, d\nu(x) < +\infty;
\]
in other words, \( g \) belongs to the vector space \( L^1((X, \mu); C(X)) \) of \( \mu \)-integrable functions valued in the normed space \( C(X) \) (equipped with the norm of uniform convergence).

- If \( U'(\infty) < +\infty \) then \( g(x, \cdot) \) is also continuous for all \( x \) (it is identically equal to \( U'(\infty) \) if \( x \in \text{Spt} \mu_s \), and \( \sup_y g(x, y) \leq U'(\infty) \) is obviously \( \mu(dx) \)-integrable; so the conclusion \( g \in L^1((X, \mu); C(X)) \) still holds true.

By Lemma 29.36 in the Second Appendix, there is a sequence \((\Psi_k)_{k \in \mathbb{N}}\) in \( C(X \times X) \) such that
\[
\int_X \sup_y |g(x, y) - \Psi_k(x, y)| \, d\mu(x) \xrightarrow{k \to \infty} 0,
\]
and each function \( \Psi_k(x, \cdot) \) is identically equal to \( U'(\infty) \) when \( x \) varies in \( \text{Spt} \mu_s \).

Since the \( x \)-marginal of \( \pi \) is \( \mu \),
\[
\left| \int (g(x, y) - \Psi_k(x, y)) \, \pi(dx \, dy) \right|
\leq \int \sup_y |f(x, y) - \Psi_k(x, y)| \, \mu(dx) \xrightarrow{k \to \infty} 0.
\]
A similar computation applies with \( \tilde{\pi}_\varepsilon \) in place of \( \pi \). So it is also true that
\[
\limsup_{\varepsilon \downarrow 0} \left| \int (g(x, y) - \Psi_k(x, y)) \, \tilde{\pi}_\varepsilon(dx \, dy) \right| \xrightarrow{k \to \infty} 0.
\]

After these estimates, to conclude the proof it is sufficient to show that for any fixed \( k \),
\[
\int \Psi_k(x, y) \, \tilde{\pi}_\varepsilon(dx \, dy) \xrightarrow{\varepsilon \downarrow 0} \int \Psi_k(x, y) \, \pi(dx \, dy). \quad (29.26)
\]
In the sequel I shall drop the index \( k \) and write just \( \Psi \) for \( \Psi_k \). It will be useful in the sequel to know that \( \Psi(x, y) = U'(\infty) \) when \( x \in \text{Spt} \mu_s \); apart from that, \( \Psi \) might be any continuous function.
Step 8: Variations on a regularization theme. Let $\widetilde{\pi}_\varepsilon^{(a)}$ be the contribution of $\rho \nu$ to $\tilde{\pi}_\varepsilon$. Explicitly,

$$\tilde{\pi}_\varepsilon^{(a)}(dx \, dy) = \left( \int K_\varepsilon(\overline{x}, x) K_\varepsilon(\overline{y}, y) \pi_\varepsilon(d\overline{y}|\overline{x}) \rho(x) \nu(dx) \right) \nu(dy) \nu(dx).$$

Then let

$$\pi_\varepsilon^{(a)}(dx \, dy) = \left( \int K_\varepsilon(\overline{x}, x) K_\varepsilon(\overline{y}, y) \rho(\overline{x}) \nu(d\overline{y}|\overline{x}) \pi_\varepsilon(d\overline{y}|\overline{x}) \right) \nu(dy) \nu(dx);$$

$$\hat{\pi}_\varepsilon^{(a)}(dx \, dy) = \left( \int K_\varepsilon(\overline{x}, x) K_\varepsilon(\overline{y}, y) \rho_\varepsilon(\overline{x}) \nu(d\overline{x}) \pi_\varepsilon(\overline{x}) \nu(dx) \right) \nu(dy) \nu(dx).$$

We shall check that $\tilde{\pi}_\varepsilon^{(a)}$ is well approximated by $\pi_\varepsilon^{(a)}$ and $\hat{\pi}_\varepsilon^{(a)}$. First of all,

$$||\pi_\varepsilon^{(a)} - \pi_\varepsilon^{(a)}||_{TV} \leq \int K_\varepsilon(\overline{x}, x) K_\varepsilon(\overline{y}, y) |\rho(\overline{x}) - \rho(x)| \pi_\varepsilon(d\overline{y}|\overline{x}) \nu(dy) \nu(dx)$$

$$= \int K_\varepsilon(\overline{x}, x) |\rho(\overline{x}) - \rho(x)| \pi_\varepsilon(d\overline{y}|\overline{x}) \nu(dy) \nu(dx)$$

$$= \int K_\varepsilon(\overline{x}, x) |\rho(\overline{x}) - \rho(x)| \nu(d\overline{x}) \nu(dx). \quad (29.27)$$

Let us show that the integral in (29.27) converges to 0. Since $C(\mathcal{X})$ is dense in $L^1(\mathcal{X}, \nu)$, there is a sequence of continuous functions $(\psi_j)_{j \in \mathbb{N}}$ converging to $\rho$ in $L^1(\mathcal{X}, \nu)$. Then

$$\int K_\varepsilon(\overline{x}, x) |\rho(\overline{x}) - \psi_j(\overline{x})| \nu(d\overline{x}) \nu(dx) = \int |\rho(\overline{x}) - \psi_j(\overline{x})| \nu(d\overline{x}) \xrightarrow{j \to \infty} 0, \quad (29.28)$$

and the convergence is uniform in $\varepsilon$. Symetrically,

$$\int K_\varepsilon(\overline{x}, x) |\rho(x) - \psi_j(x)| \nu(dx) \nu(dx) \xrightarrow{j \to \infty} 0 \quad \text{uniformly in } \varepsilon. \quad (29.29)$$

On the other hand, for each $j$, the uniform continuity of $\psi_j$ guarantees that

$$\int K_\varepsilon(\overline{x}, x) |\psi_j(x) - \psi_j(\overline{x})| \nu(dx) \nu(dx) \leq \nu[\mathcal{X}] \sup_{d(x, \overline{x}) \leq \varepsilon} |\psi_j(x) - \psi_j(\overline{x})| \xrightarrow{\varepsilon \to 0} 0. \quad (29.30)$$
The combination of (29.27), (29.28), (29.29) and (29.30) shows that

\[ \| \pi_\varepsilon^{(a)} - \tilde{\pi}_\varepsilon^{(a)} \|_{TV} \longrightarrow 0. \]

(29.31)

Next,

\[ \| \pi_\varepsilon^{(a)} - \tilde{\pi}_\varepsilon^{(a)} \|_{TV} \leq \int K_\varepsilon(x, y) |\pi_\varepsilon^{(a)}(x, y) - \tilde{\pi}_\varepsilon^{(a)}(x, y)| \nu(dy) \nu(dx) \]

(29.32)

By (29.31) and (29.32), \( \| \pi_\varepsilon^{(a)} - \tilde{\pi}_\varepsilon^{(a)} \|_{TV} \longrightarrow 0 \) as \( \varepsilon \to 0 \).

Now let

\[ \pi_\varepsilon^{(s)}(dx dy) = \left( \int K_\varepsilon(x, y) \pi_\varepsilon(dy|x) \nu(dx) \right) \mu_s(dx); \]

\[ \tilde{\pi}_\varepsilon^{(s)}(dx dy) = \left( \int K_\varepsilon(x, y) \pi_\varepsilon(dy) \mu_s(dx) \right) \nu(dx) \]

so that \( \pi_\varepsilon(dx dy) = \pi_\varepsilon^{(a)}(dx dy) + \pi_\varepsilon^{(s)}(dx dy) \).

Further, define

\[ \hat{\pi}_\varepsilon(dx dy) = \pi_\varepsilon^{(a)}(dx dy) + \pi_\varepsilon^{(s)}(dx dy) \]

\[ = \left( \int K_\varepsilon(x, y) \pi_\varepsilon(dy) \right) \nu(dx) \]
Since $\Psi(x, y) = U'(\infty)$ when $x \in \text{Spt } \mu_s$, we have
\[
\int \Psi \, d\tilde{\pi}^{(s)} = \int_{\text{Spt } \mu_s} \Psi \, d\tilde{\pi}^{(s)} = U'(\infty) \, \mu_s[A],
\]
while
\[
\int \Psi \, d\tilde{\pi}^{(s)} = U'(\infty) \, \mu_{s, \varepsilon}[A] = U'(\infty) \, \mu_s[A].
\]
Combining this with (29.33), we can conclude that
\[
\int \Psi \, d\tilde{\pi} - \int \Psi \, d\tilde{\pi} \longrightarrow 0. \quad (29.34)
\]
At this point, to finish the proof of the theorem it suffices to establish
\[
\int \Psi \, d\tilde{\pi} \longrightarrow \int \Psi \, d\pi;
\]
which is true if $\tilde{\pi}$ converges weakly to $\pi$.

**Step 9: Duality.** Proving the convergence of $\tilde{\pi}$ to $\pi$ will be easy because $\tilde{\pi}$ is a kind of regularization of $\pi$, and it will be possible to “transfer the regularization to the test function” by duality. Indeed:
\[
\int \Psi(x, y) \, \tilde{\pi}(dx \, dy) = \int \Psi(x, y) \, K_\varepsilon(\overline{x}, x) \, K_\varepsilon(\overline{y}, y) \, \pi_\varepsilon(dx \, dy) \, \nu(dy) \, \nu(dx)
= \int \Psi_\varepsilon(\overline{x}, \overline{y}) \, \pi_\varepsilon(dx \, dy),
\]
where
\[
\Psi_\varepsilon(\overline{x}, \overline{y}) = \int \Psi(x, y) \, K_\varepsilon(\overline{x}, x) \, K_\varepsilon(\overline{y}, y) \, \nu(dy) \, \nu(dx).
\]
By the same classical argument that we already used several times, $\Psi_\varepsilon$ converges uniformly to $\Psi$:
\[
\left| \Psi_\varepsilon(\overline{x}, \overline{y}) - \Psi(\overline{x}, \overline{y}) \right| = \left| \int [\Psi(x, y) - \Psi(\overline{x}, \overline{y})] \, K_\varepsilon(\overline{x}, x) \, K_\varepsilon(\overline{y}, y) \, \nu(dx) \, \nu(dy) \right|
\leq \sup_{d(\overline{x}, x) \leq \varepsilon, \, d(\overline{y}, y) \leq \varepsilon} \left| \Psi(x, y) - \Psi(\overline{x}, \overline{y}) \right| \longrightarrow 0; \quad \varepsilon \downarrow 0;
\]
Since on the other hand $\pi_\varepsilon$ converges weakly to $\pi$, we conclude that
\[
\int \Psi_\varepsilon \, d\pi_\varepsilon \longrightarrow \int \Psi \, d\pi,
\]
and the proof is complete.  \(\square\)
I shall conclude this section with a corollary of Theorem 29.20:

**Corollary 29.23 (Another sufficient condition to be a weak CD($K,N$) space).** In Definition 29.8 it is equivalent to require inequality (29.11) for all probability measures $\mu_0, \mu_1$; or only when $\mu_0, \mu_1$ are absolutely continuous with continuous densities.

**Proof of Corollary 29.23.** Assume that $(X, d, \nu)$ satisfies the assumptions of Definition 29.8, except that $\mu_0, \mu_1$ are required to be absolutely continuous. The goal is to show that the absolute continuity condition can be relaxed.

By Proposition 29.12, we may assume that $U$ has polynomial growth, in the sense of Theorem 29.20(iii). Let us also assume that $\beta_1^{(K,N)}$ is continuous.

Let $\mu_0, \mu_1$ be two possibly singular probability measures such that $\text{Spt} \, \mu_0, \text{Spt} \, \mu_1 \subset \nu$. By Theorem 29.20(iii), there are sequences of probability measures $\mu_{k,0} \to \mu_0$ and $\mu_{k,1} \to \mu_1$, all absolutely continuous and with continuous densities, such that for any $\pi_k \in \Pi(\mu_{k,0}, \mu_{k,1})$, converging weakly to $\pi$,

\[
\begin{align*}
\limsup_{k \to \infty} U^{\beta_1^{(K,N)}}_{\pi_{k,\nu}} (\mu_{k,0}) &\leq U^{\beta_1^{(K,N)}}_{\pi_{\nu}} (\mu_0); \\
\limsup_{k \to \infty} U^{\beta_1^{(K,N)}}_{\pi_{k,\nu}} (\mu_{k,1}) &\leq U^{\beta_1^{(K,N)}}_{\pi_{\nu}} (\mu_{k,0}).
\end{align*}
\]  

(29.35)

For each $k \in \mathbb{N}$, there is a displacement interpolation $(\mu_{k,t})_{0 \leq t \leq 1}$ and an associated optimal transference plan $\pi_k \in P(X \times X)$ such that

\[
U_{\nu} (\mu_{k,t}) \leq (1 - t) U^{\beta_1^{(K,N)}}_{\pi_{k,\nu}} (\mu_{k,0}) + t U^{\beta_1^{(K,N)}}_{\pi_{k,\nu}} (\mu_{k,1}).
\]  

(29.36)

By Theorem 28.9 (in the very simple case when $X_k = X$ for all $k$), we may extract a subsequence such that $\mu_{k,t} \to \mu_t$ in $P_2(X)$, for each $t \in [0,1]$, and $\pi_k \to \pi$ in $P(X \times X)$, where $(\mu_t)_{0 \leq t \leq 1}$ is a displacement interpolation and $\pi \in \Pi(\mu_0, \mu_1)$ is an associated optimal transference plan. Then by Theorem 29.20(i),

\[
U_{\nu} (\mu_t) \leq \liminf_{k \to \infty} U_{\nu} (\mu_{k,t}).
\]

Combining this with (29.35) and (29.36), we deduce that

\[
U_{\nu} (\mu_t) \leq (1 - t) U^{\beta_1^{(K,N)}}_{\pi_{\nu}} (\mu_0) + t U^{\beta_1^{(K,N)}}_{\pi_{\nu}} (\mu_1),
\]
as required.

It remains to treat the case when $\beta_t^{(K,N)}$ is not continuous. By Proposition 29.11 this can occur only if $N = 1$ or $\text{diam}(X) = \pi \sqrt{(N-1)/K}$. In both cases, Proposition 29.10 and the previous proof show that

$$\forall N' > N, \quad U_\nu(\mu_t) \leq (1 - t) U_{\pi,\nu}^{\beta_t^{(K,N')}}(\mu_0) + t U_{\pi,\nu}^{\beta_t^{(K,N')}}(\mu_1).$$

Then the conclusion is obtained by letting $N' \downarrow N$. \hfill \Box

**Stability of Ricci bounds**

Now we have all the tools to prove the main result of this chapter: *The weak curvature-dimension bound $\text{CD}(K,N)$ passes to the limit*. Once again, the compact case will imply the general statement.

**Theorem 29.24 (Stability of weak $\text{CD}(K,N)$ under MGH).**

Let $(X_k, d_k, \nu_k)_{k \in \mathbb{N}}$ be a sequence of compact metric-measure geodesic spaces converging in the measured Gromov–Hausdorff topology to a compact metric-measure space $(X, d, \nu)$. Let $K \in \mathbb{R}$ and $N \in [1, \infty]$. If each $(X_k, d_k, \nu_k)$ satisfies the weak curvature-dimension condition $\text{CD}(K,N)$, then also $(X, d, \nu)$ satisfies $\text{CD}(K,N)$.

**Theorem 29.25 (Stability of weak $\text{CD}(K,N)$ under pMGH).**

Let $(X_k, d_k, \nu_k)_{k \in \mathbb{N}}$ be a sequence of locally compact, complete, separable $\sigma$-finite metric-measure geodesic spaces converging in the pointed measured Gromov–Hausdorff topology to a locally compact, complete separable $\sigma$-finite metric-measure space $(X, d, \nu)$. Let $K \in \mathbb{R}$ and $N \in [1, \infty]$. If each $(X_k, d_k, \nu_k)$ satisfies the weak curvature-dimension condition $\text{CD}(K,N)$, then also $(X, d, \nu)$ satisfies $\text{CD}(K,N)$.

**Remark 29.26.** An easy variant of Theorem 29.25 is as follows: If $(X_k, d_k, \nu_k)$ converges to $(X, d, \nu)$ in the geodesic local Gromov–Hausdorff topology, and each $(X_k, d_k, \nu_k)$ satisfies $\text{CD}(K,N)$, then also $(X, d, \nu)$ satisfies $\text{CD}(K,N)$.

**Proof of Theorem 29.24.** Let $(X_k, d_k, \nu_k)_{k \in \mathbb{N}}$ be a sequence of metric-measure spaces satisfying the assumptions of Theorem 29.24. From the
characterization of measured Gromov–Hausdorff convergence, we know that there are measurable functions \( f_k : X_k \to X \) such that:

(i) \( f_k \) is an \( \varepsilon_k \)-isometry \((X_k, d_k) \to (X, d)\), with \( \varepsilon_k \to 0 \);

(ii) \(( f_k \# \nu_k \) converges weakly to \( \nu \).

Let \( \rho_0, \rho_1 \) be two probability densities on \((X, \nu)\); let \( \mu_0 = \rho_0 \nu, \mu_1 = \rho_1 \nu \).

Let \( \varepsilon = (\varepsilon_m)_{m \in \mathbb{N}} \) be a sequence going to 0; for each \( t_0 \in \{0, 1\} \), let \((\rho_{\varepsilon, t_0})\) be a sequence of continuous probability densities satisfying the conclusion of Theorem 29.20(iii) with \( \mu = \mu_{t_0} \), and let \( \mu_{\varepsilon, t_0} = \rho_{\varepsilon, t_0} \nu \) be the associated measure. In particular, \( \mu_{\varepsilon, t_0} \) converges weakly to \( \mu_{t_0} \) as \( \varepsilon \to 0 \).

Still for \( t_0 \in \{0, 1\} \), define

\[
\mu_{\varepsilon, t_0}^k := \frac{(\rho_{\varepsilon, t_0} \circ f_k) \nu_k}{Z_{\varepsilon, t_0}^k}, \quad Z_{\varepsilon, t_0}^k = \int (\rho_{\varepsilon, t_0} \circ f_k) \, d\nu_k.
\]

Since \( \rho_{\varepsilon, t_0} \) is continuous and \(( f_k \# \nu_k \) converges weakly to \( \nu \), we have

\[
Z_{\varepsilon, t_0}^k = \int \rho_{\varepsilon, t_0} \, d(( f_k \# \nu_k) \xrightarrow{k \to \infty} \int \rho_{\varepsilon, t_0} \, d\nu = 1;
\]

in particular \( Z_{\varepsilon, t_0}^k > 0 \) for \( k \) large enough, and then \( \mu_{\varepsilon, t_0}^k \) is a probability measure on \( X_k \).

Let \( \psi \in C(X) \), then

\[
\int \psi \, d(( f_k \# \mu_{\varepsilon, t_0}^k) = \int (\psi \circ f_k) \, d\mu_{\varepsilon, t_0}^k = \frac{1}{Z_{\varepsilon, t_0}^k} \int (\psi \circ f_k) \, (\rho_{\varepsilon, t_0} \circ f_k) \, d\nu_k = \frac{1}{Z_{\varepsilon, t_0}^k} \int \psi \rho_{\varepsilon, t_0} \, d(( f_k \# \nu_k).\]

On the one hand, \( Z_{\varepsilon, t_0}^k \) converges to 1 as \( k \to \infty \); on the other,

\[
\int \psi \rho_{\varepsilon, t_0} \, d(( f_k \# \nu_k) \xrightarrow{k \to \infty} \int \psi \rho_{\varepsilon, t_0} \, d\nu = \int \psi \, d\mu_{\varepsilon, t_0}.
\]

Plugging this information back into (29.37), we obtain

\[
( f_k \# \mu_{\varepsilon, t_0}^k) \xrightarrow{k \to \infty} \mu_{\varepsilon, t_0} \text{ weakly.}
\]

Since each \((X_k, d_k, \nu_k)\) satisfies CD\((K, N)\), there is a Wasserstein geodesic \((\mu_k)_{0 \leq t \leq 1} \) joining \( \mu_{\varepsilon, 0}^k \) to \( \mu_{\varepsilon, 1}^k \), such that for all \( U \in DC_N \) and \( t \in (0, 1) \),
\[
U_{\nu_k}(\mu^k_{\varepsilon,t}) \leq (1 - t) U^\beta_{\pi_{\varepsilon,\nu_k}}(\mu^0_{\varepsilon}) + t U^\beta_{\pi_{\varepsilon,\nu}}(\mu^1_{\varepsilon}), \tag{29.39}
\]

where \( \beta^\alpha_{(K,N)} \) is given by (14.61) (with the distance \( d_k \)) and \( \pi^k_{\varepsilon} \) is an optimal coupling associated with \( (\mu^k_{\varepsilon,t})_{0 \leq t \leq 1} \). This means that for each \( \varepsilon \in (0, 1) \) and \( k \in \mathbb{N} \) there is a dynamical optimal transference plan \( \Pi_{\varepsilon}^k \) such that

\[
\mu^k_{\varepsilon,t} = (e_t) \# \Pi_{\varepsilon}^k, \quad \pi^k_{\varepsilon} = (e_0, e_1) \# \Pi_{\varepsilon}^k,
\]

where \( e_t \) is the evaluation at time \( t \).

By Theorem 28.9, up to extraction of a subsequence in \( k \), there is a dynamical optimal transference plan \( \Pi_{\varepsilon} \) on \( \Gamma(X) \) such that, as \( k \to \infty \),

\[
\begin{align*}
(f_k \circ \# \Pi_{\varepsilon}^k & \longrightarrow \Pi_{\varepsilon} \quad \text{weakly in } P(P([0,1] \times X)); \\
(f_k, f_k \# \pi_{\varepsilon}^k & \longrightarrow \pi_{\varepsilon} \quad \text{weakly in } P(X \times X)); \\
\sup_{0 \leq t \leq 1} W_2((f_k \# \mu_{\varepsilon,t}, \mu_{\varepsilon,t})) & \longrightarrow 0;
\end{align*}
\]

where \( \mu_{\varepsilon,t} = (e_t) \# \Pi_{\varepsilon}, \quad \pi_{\varepsilon} = (e_0, e_1) \# \Pi_{\varepsilon} \).

Each curve \( (\mu_{\varepsilon,t})_{0 \leq t \leq 1} \) is \( D \)-Lipschitz with \( D = \text{diam}(X) \). By Ascoli’s theorem, from \( \varepsilon \in (0, 1) \) we may extract a subsequence (still denoted \( \varepsilon \) for simplicity) such that

\[
\sup_{0 \leq t \leq 1} W_2(\mu_{\varepsilon,t}, \mu_t) \longrightarrow 0, \quad \varepsilon \to 0, \tag{29.40}
\]

where \( (\mu_t)_{0 \leq t \leq 1} \) is a Wasserstein geodesic joining \( \mu_0 \) to \( \mu_1 \). It remains to “pass to the limit” in inequality (29.39), letting first \( k \to \infty \), then \( \varepsilon \to 0 \), in order to show that

\[
U_{\nu}(\mu_t) \leq (1 - t) U^\beta_{\pi_{\varepsilon,\nu}}(\mu_0) + t U^\beta_{\pi_{\varepsilon,\nu}}(\mu_1). \tag{29.41}
\]

By Proposition 29.12, it is sufficient to establish (29.41) when \( U \in DC_N \) is nonnegative and either Lipschitz, or behaving at infinity like \( r \to ar \log r + br \); in particular we may assume that \( U \) grows at most polynomially in the sense of Theorem 29.20(iii). In the sequel, \( U \) will be such a nonlinearity, and \( t \) will be an arbitrary time in \( (0, 1) \). Moreover, I shall first assume that the coefficients \( \beta^\alpha_{(K,N)} \) are continuous and bounded.
By the joint lower semicontinuity of \((\mu, \nu) \mapsto U_\nu(\mu)\) (Theorem 29.20(i)) and the contraction property (Theorem 29.20(ii)), we have

\[
U_\nu(\mu_{\varepsilon, t}) \leq \liminf_{k \to \infty} U_{(f_k)\#\nu_k}\left(\left(\int (f_k)\#\mu_{\varepsilon, t}^k\right)\right) 
\leq \liminf_{k \to \infty} U_{\nu_k}(\mu_{\varepsilon, t}).
\] (29.42)

Then by lower semicontinuity again,

\[
U_{\nu}(\mu_t) \leq \liminf_{\varepsilon \to 0} U_{\nu}(\mu_{\varepsilon, t}).
\] (29.43)

Inequalities (29.42) and (29.43) take care of the left-hand side of (29.39):

\[
U_{\nu}(\mu_t) \leq \liminf_{\varepsilon \to 0} \liminf_{k \to \infty} U_{\nu_k}(\mu_{\varepsilon, t}).
\] (29.44)

It remains to pass to the limit in the right-hand side.

Let \(\beta(x, y) = \beta_{1-t}^{(K,N)}(x, y)\). Since \(\beta(x, y)\) is only a function of the distance \(d_k(x, y)\), since

\[
\lim_{k \to \infty} \sup_{x, y \in X_k} |d_k(x, y) - d(f_k(x), f_k(y))| = 0,
\]

and since \(\rho_{\varepsilon, 0}^k\) and \(U\) are continuous, \(\beta(x_0, x_1) U(\rho_{\varepsilon, 0}^k(x_0)/\beta(x_0, x_1))\) is uniformly close to \(\beta(f_k(x_0), f_k(x_1)) U(\rho_{\varepsilon, 0}^k(x_0)/\beta(f_k(x_0), f_k(x_1)))\) as \(k \to \infty\). So

\[
\lim_{k \to 0} \left| \int \beta(x_0, x_1) U \left(\frac{\rho_{\varepsilon, 0}^k(x_0)}{\beta(x_0, x_1)}\right) \pi_k^k(dx_1|x_0) \nu_k(dx_0) 
- \int \beta(f_k(x_0), f_k(x_1)) U \left(\frac{\rho_{\varepsilon, 0}^k(x_0)}{\beta(f_k(x_0), f_k(x_1))}\right) \pi_k^k(dx_1|x_0) \nu_k(dx_0) \right| = 0.
\] (29.45)

(Of course, in the second integral \(\beta\) is computed with the distance \(d\), while in the first integral it is computed with the distance \(d_k\).)

Let \(v(r) = U(r)/r\) (this is a continuous function if \(v(0) = U'(0)\); by Lemma 29.6,
\[
\begin{align*}
\int \beta(f_k(x_0), f_k(x_1)) \ U \left( \frac{\rho^k_{\varepsilon,0}(x_0)}{\beta(f_k(x_0), f_k(x_1))} \right) \pi^k_{\varepsilon}(dx_1|x_0) \nu_k(dx_0) \\
= \int v \left( \frac{\rho^k_{\varepsilon,0}(x_0)}{\beta(f_k(x_0), f_k(x_1))} \right) \pi^k_{\varepsilon}(dx_0 \, dx_1) \\
= \int v \left( \frac{\rho^k_{\varepsilon,0}(y_0)}{Z^k_{\varepsilon,0} \beta(y_0, y_1)} \right) d[(f_k, f_k)_{\#} \pi^k_{\varepsilon}](y_0, y_1).
\end{align*}
\]

(29.46)

Since the integrand is a continuous function of \((y_0, y_1)\) converging uniformly as \(k \to \infty\), and \((f_k, f_k)_{\#} \pi^k_{\varepsilon}\) converges weakly to \(\pi_{\varepsilon}\), we may pass to the limit in (29.46):

\[
\lim_{k \to \infty} \int v \left( \frac{\rho^k_{\varepsilon,0}(y_0)}{Z^k_{\varepsilon,0} \beta(y_0, y_1)} \right) d[(f_k, f_k)_{\#} \pi^k_{\varepsilon}](y_0, y_1) \\
= \int v \left( \frac{\rho^k_{\varepsilon,0}(y_0)}{\beta(y_0, y_1)} \right) d\pi(y_0, y_1) \\
= \int \beta(y_0, y_1) U \left( \frac{\rho^k_{\varepsilon,0}(y_0)}{\beta(y_0, y_1)} \right) \pi^k_{\varepsilon}(dy_1|y_0) \nu(dy_0),
\]

(29.47)

where the latter equality follows again by Lemma 29.6.

Now it remains to pass to the limit as \(\varepsilon \to 0\). But Theorem 29.20(iii) guarantees precisely that

\[
\begin{align*}
\limsup_{\varepsilon \to 0} \int_{X \times X} \beta(x_0, x_1) U \left( \frac{\rho^k_{\varepsilon,0}(x_0)}{\beta(x_0, x_1)} \right) \pi^k_{\varepsilon}(dx_1|x_0) \nu(dx_0) \\
\leq \int_{X \times X} \beta(x_0, x_1) U \left( \frac{\rho_0(x_0)}{\beta(x_0, x_1)} \right) \pi(dx_1|x_0) \nu(dx_0).
\end{align*}
\]

This combined with (29.45), (29.46) and (29.47) shows that

\[
\begin{align*}
\limsup_{\varepsilon \to 0} \limsup_{k \to \infty} U^\beta(\pi_{\varepsilon,0}, \nu_k)(\mu_{\varepsilon,0}) \leq U^\beta(\pi, \nu)(\mu_0).
\end{align*}
\]

(29.48)

Similarly,

\[
\begin{align*}
\limsup_{\varepsilon \to 0} \limsup_{k \to \infty} U^\beta(\pi_{\varepsilon,1}, \nu_k)(\mu_{\varepsilon,1}) \leq U^\beta(\pi, \nu)(\mu_1).
\end{align*}
\]

(29.49)

To summarize: Starting from (29.39), we can apply (29.44) to pass to the limit in the left-hand side, and (29.48)–(29.49) to pass to the limit in the right-hand side; and we recover the desired inequality (29.41).
This concludes the proof of the theorem in the case when $\beta_t^{(K,N)}$ is bounded, which is true if any one of the following conditions is satisfied:

(a) $K \leq 0$ and $N > 1$; (b) $K > 0$ and $N = \infty$; (c) $K > 0$, $1 < N < \infty$ and $\sup \text{diam}(X_k) < D_{K,N} = \pi \sqrt{\frac{(N - 1)}{K}}$.

If $K \leq 0$ and $N = 1$, we can use the inequality

$$
U_{\pi,\nu}^{\beta_t^{(K,1)}}(\mu) \leq U_{\pi,\nu}^{\beta_t^{(K,N')}}(\mu)
$$

where $N' > 1$ (recall Remark 17.31) to deduce that for any two probability measures $\mu_0^k, \mu_1^k$ on $X_k$, there is a Wasserstein geodesic $(\mu_t^k)_{t \in [0,1]}$ and an associated coupling $\pi^k$ such that

$$
U_{\nu_k}(\mu_t^k) \leq (1 - t) U_{\pi_k,\nu_k}^{\beta_t^{(K,N')}}(\mu_0^k) + t U_{\pi_k,\nu_k}^{\beta_t^{(K,N')}}(\mu_1^k).
$$

Then the same proof as before shows that for any two probability measures $\mu_0, \mu_1$ on $X$, there is a Wasserstein geodesic $(\mu_t)_{t \in [0,1]}$ and an associated coupling $\pi$ such that

$$
U_{\nu}(\mu_t) \leq (1 - t) U_{\pi,\nu}^{\beta_t^{(K,N')}}(\mu_0) + t U_{\pi,\nu}^{\beta_t^{(K,N')}}(\mu_1).
$$

It remains to pass to the limit as $N' \downarrow 1$ to get

$$
U_{\nu}(\mu_t) \leq (1 - t) U_{\pi,\nu}^{\beta_t^{(K,1)}}(\mu_0) + t U_{\pi,\nu}^{\beta_t^{(K,1)}}(\mu_1).
$$

If $K > 0$, $1 < N < \infty$ and $\sup \text{diam}(X_k) = D_{K,N}$, then we can apply a similar reasoning, introducing again the bounded coefficients $\beta_t^{(K,N')}$ for $N' > N$ and then passing to the limit as $N' \downarrow N$.

This concludes the proof of Theorem 29.24.

Remark 29.27. What the previous proof really shows is that under certain assumptions the property of distorted displacement convexity is stable under measured Gromov–Hausdorff convergence. The usual displacement convexity is a particular case (take $\beta_t \equiv 1$).

Proof of Theorem 29.25. Let $\star_k$ (resp. $\ast$) be the reference point in $X_k$ (resp. $X$). The same arguments as in the proof of Theorem 29.24 will work here, provided that we can localize the problem. So pick up compactly supported probability measures $\mu_0$ and $\mu_1$ on $X$, and define $\mu_{k,0}^k (t_0 = 0, 1)$ in exactly the same way as in the proof of Theorem 29.24. Let $R > 0$ be such that the supports of $\rho_0$ and $\rho_1$ are included in $B_R(\ast)$;
then for $k$ large enough and $\varepsilon$ small enough, the supports of $\mu_{\varepsilon,0}^k$ and $\mu_{\varepsilon,1}^k$ are contained in $B_{R+1}(\star_k)$. So a geodesic which starts from the support of $\mu_{\varepsilon,0}^k$ and ends in the support of $\mu_{\varepsilon,1}^k$ will necessarily have its image included in $B_{2(R+1)}(\star_k)$; thus each measure $\mu_{\varepsilon,t}^k$ has its support included in $B_{2(R+1)}(\star_k)$.

From that point on, the very same reasoning as in the proof of Theorem 29.24 can be applied, since, say, the ball $B_{2(R+2)}(\star_k)$ in $\mathcal{X}_k$ converges in the measured Gromov–Hausdorff topology to the ball $B_{2(R+2)}(\star)$ in $\mathcal{X}$, etc. $\square$

An application in Riemannian geometry

In this section, by convention I shall say that a metric-measure space $(M,d,\nu)$ is a smooth Riemannian manifold if the distance $d$ is the geodesic distance induced by a Riemannian metric $g$ on $M$, and $\nu$ is a reference measure that can be written $e^{-V}\text{vol}$, where $\text{vol}$ is the volume measure on $M$ and $V \in C^2(M)$. This definition extends in an obvious way to pointed metric-measure spaces. Theorem 29.9 guarantees that the synthetic and analytic definitions of $\text{CD}(K,N)$ bounds coincide for Riemannian manifolds.

The next theorem, which is a simple consequence of our previous results, may be seen as one noticeable outcome of the theory of weak $\text{CD}(K,N)$ spaces. Note that it is an external result, in the sense that its statement does not involve the definition of weak $\text{CD}(K,N)$ spaces, nor any reference to optimal transport.

Theorem 29.28 (Smooth MGH limits of $\text{CD}(K,N)$ manifolds are $\text{CD}(K,N)$). Let $K \in \mathbb{R}$ and $N \in [1,\infty]$. If a sequence $(M_k)_{k \in \mathbb{N}}$ of smooth $\text{CD}(K,N)$ Riemannian manifolds converges to some smooth manifold $M$ in the (pointed) measured Gromov–Hausdorff topology, then the limit also satisfies the $\text{CD}(K,N)$ curvature-dimension bound.

Proof of Theorem 29.28. The statement results at once from Theorems 29.9 and 29.25. $\square$

Remark 29.29. All the interest of this theorem lies in the fact that the measured Gromov–Hausdorff convergence is a very weak notion of convergence, which does not imply the convergence of the Ricci tensor.
**Remark 29.30.** There is no analog of Theorem 29.28 for upper bounds on the Ricci curvature. In fact, any compact Riemannian manifold $(M, g)$ can be approximated by a sequence $(M, g_k)_{k \in \mathbb{N}}$ with (arbitrarily large) negative Ricci curvature.

**The space of CD($K, N$) spaces**

Theorem 29.24 can be summarized as follows: *The space of all compact metric-measure geodesic spaces satisfying a weak CD($K, N$) bound is closed under measured Gromov–Hausdorff convergence.*

In connection with this, recall Gromov’s precompactness theorem (Corollary 27.34): Given $K \in \mathbb{R}$, $N < \infty$ and $D < \infty$, the set $\mathcal{M}(K, N, D)$ of all smooth compact manifolds with dimension bounded above by $N$, Ricci curvature bounded below by $K$ and diameter bounded above by $D$ is precompact in the Gromov–Hausdorff topology. Then Theorem 29.24 implies that any element of the closure of $\mathcal{M}(K, N, D)$ is a compact metric-measure geodesic space satisfying CD($K, N$), in the weak sense of Definition 29.8.

Even if it is smooth, the limit space might have reference measure $\nu = e^{-\Psi} \text{vol}$, for some nonconstant $\Psi$. Such phenomena do indeed occur in examples where there is a collapse in the dimension; that is, when the dimension of the limit manifold is strictly less than the dimension of the manifolds in the converging sequence. The next example shows that basically any reference measure can be obtained as a limit of volume measures of higher-dimensional manifolds; it is a strong motivation to replace the class of Riemannian manifolds by the class of metric-measure spaces.

**Example 29.31.** Let $(M, g)$ be a compact $n$-dimensional Riemannian manifold, equipped with its geodesic distance $d$ and its volume $\text{vol}$; let $V$ be any $C^2$ function on $M$, and let $\nu(dx) = e^{-V(x)} d\text{vol}(x)$. Let $S^2$ stand for the usual 2-dimensional sphere, equipped with its usual metric $\sigma$. For $\varepsilon \in (0, 1)$, define $M_\varepsilon$ to be the $e^{-V}$-warped product of $(M, g)$ by $\varepsilon S^2$: This is the $(n + 2)$-dimensional manifold $M \times S^2$, equipped with the metric $g_\varepsilon(dx, ds) = g(dx) + \varepsilon^2 e^{-V(x)} \sigma(ds)$. As $\varepsilon \to 0$, $M_\varepsilon$ collapses to $M$; more precisely the manifold $(M_\varepsilon, g_\varepsilon)$, seen as a metric-measure space, converges in the measured Gromov–Hausdorff sense to $(M, d, \nu)$.
Moreover, if $\text{Ric}_{n+2,\nu} \geq K$, then $M_\varepsilon$ has Ricci curvature bounded below by $K_\varepsilon$, where $K_\varepsilon \to K$.

We shall see later (Theorem 30.14) that if $(\mathcal{X},d,\nu)$ is a weak CD$(K,N)$ space, then the reference measure $\nu$ is locally doubling on its support. More precisely, for any base point $\star$, there is a constant $D = D(K,N,R)$ such that $\nu$ is $D$-doubling on $B[\star,R] \cap \text{Spt} \nu$. Combining this with Theorem 27.32, we arrive at the following compactness theorem:

**Theorem 29.32 (Compactness of the space of weak CD$(K,N)$ spaces).** (i) Let $K \in \mathbb{R}$, $N < \infty$, $D < \infty$, and $0 < m \leq M < \infty$. Let $\text{CDD}(K,N,D,m,M)$ be the space of all compact metric-measure geodesic spaces $(\mathcal{X},d,\nu)$ satisfying the weak curvature-dimension bound CD$(K,N)$ of Definition 29.8, together with $\text{diam}(\mathcal{X},d) \leq D$, $m \leq \nu[\mathcal{X}] \leq M$, and $\text{Spt} \nu = \mathcal{X}$. Then $\text{CDD}(K,N,D,m,M)$ is compact in the measured Gromov–Hausdorff topology.

(ii) Let $K \in \mathbb{R}$, $N < \infty$, $0 < m \leq M < \infty$. Let $\text{pCDD}(K,N,m,M)$ be the space of all pointed locally compact Polish metric-measure geodesic spaces $(\mathcal{X},d,\nu,\star)$ satisfying the weak CD$(K,N)$ curvature-dimension bound of Definition 29.8, together with $m \leq \nu[B_1(\mathcal{X})] \leq M$, and $\text{Spt} \nu = \mathcal{X}$. Then $\text{pCDD}(K,N,m,M)$ is compact in the measured Gromov–Hausdorff topology.

**Remark 29.33.** It is a natural question whether smooth Riemannian manifolds, equipped with their geodesic distance and their volume measure (multiplied by a positive constant), form a dense set in, say, $\text{CDD}(K,N,D,m,M)$. The answer is negative, as will be discussed in the concluding chapter.

### First Appendix: Regularization in metric-measure spaces

Regularization by convolution is a fundamental tool in real analysis. It is still available, to some extent, in metric-measure spaces, as I shall now explain. Recall that a boundedly compact metric space is a metric space in which closed balls are compact; and a locally finite measure is a measure which gives finite mass to balls.
Definition 29.34 (Regularizing kernels). Let \((\mathcal{X}, d)\) be a boundedly compact metric space equipped with a locally finite measure \(\nu\), and let \(\mathcal{Y}\) be a compact subset of \(\mathcal{X}\). A \((\mathcal{Y}, \nu)\)-regularizing kernel is a family of nonnegative continuous symmetric functions \((K_\varepsilon)_{\varepsilon > 0}\) on \(\mathcal{X} \times \mathcal{X}\), such that

\[(i) \quad \forall x \in \mathcal{Y}, \quad \int_{\mathcal{X}} K_\varepsilon(x, y) \nu(dy) = 1;\]

\[(ii) \quad d(x, y) > \varepsilon \implies K_\varepsilon(x, y) = 0.\]

For any compact subset \(\mathcal{Y}\) of \(\text{Spt} \nu\), there is a \((\mathcal{Y}, \nu)\)-regularizing kernel, which can be constructed as follows. Cover \(\mathcal{Y}\) by a finite number of balls \(B(x_i, \varepsilon/2)\). Introduce a continuous subordinate partition of unity \((\phi_i)_{i \in I}\): These are continuous functions satisfying \(0 \leq \phi_i \leq 1\), \(\text{Spt}(\phi_i) \subset B(x_i, \varepsilon/2)\), \(\sum_i \phi_i = 1\) on \(\mathcal{Y}\); only keep those functions \(\phi_i\) such that \(\text{Spt} \phi_i \cap \mathcal{Y} \neq \emptyset\), so that \(\int \phi_i d\nu > 0\). Next define

\[K_\varepsilon(x, y) := \sum_i \frac{\phi_i(x) \phi_i(y)}{\int \phi_i d\nu}. \tag{29.50}\]

For any \(x \in \mathcal{Y}\), \(\int K_\varepsilon(x, y) \nu(dy) = \sum_i \phi_i(x) = 1\). Also \(\phi_i(x) \phi_i(y)\) can be nonzero only if \(x\) and \(y\) belong to \(B(x_i, \varepsilon/2)\), which implies that \(d(x, y) < \varepsilon\). So \(K_\varepsilon\) does the job.

As soon as \(\mu\) is a finite measure on \(\mathcal{X}\), one may define a continuous function \(K_\varepsilon \mu\) on \(\mathcal{X}\) by

\[(K_\varepsilon \mu)(x) := \int_{\mathcal{X}} K_\varepsilon(x, y) \mu(dy).\]

Further, if \(f \in L^1(\mathcal{X}, \nu)\), define \(K_\varepsilon f := K_\varepsilon(f \nu)\).

The linear operator \(K_\varepsilon : \mu \to (K_\varepsilon \mu)\nu\) is mass-preserving, in the sense that for any nonnegative finite measure \(\mu\) on \(\mathcal{Y}\), one has \(((K_\varepsilon \mu)\nu)[\mathcal{Y}] = \mu[\mathcal{Y}]\). More generally, \(K_\varepsilon\) defines a (nonstrict) contraction operator on \(M(\mathcal{Y})\). Moreover, as \(\varepsilon \to 0\),

- If \(f \in C(\mathcal{X})\), then \(K_\varepsilon f\) converges uniformly to \(f\) on \(\mathcal{Y}\);
- If \(\mu\) is a finite measure supported in \(\mathcal{Y}\), then \((K_\varepsilon \mu)\nu\) converges weakly (against \(C_0(\mathcal{X})\)) to \(\mu\) (this follows from the previous property by a duality argument);
- If \(f \in L^1(\mathcal{Y})\), then \(K_\varepsilon f\) converges to \(f\) in \(L^1(\mathcal{Y})\) (this follows from the density of \(C(\mathcal{Y})\) in \(L^1(\mathcal{Y}, \nu)\), the fact that \(K_\varepsilon f\) converges uniformly to \(f\) if \(f\) is continuous, and the contraction property of \(K_\varepsilon\)). There is in fact a more precise statement: For any \(f \in L^1(\mathcal{Y}, \nu)\),
\[
\int_{\mathcal{Y} \times \mathcal{Y}} |f(x) - f(y)| K_\varepsilon(x, y) \nu(dx) \nu(dy) \xrightarrow{\varepsilon \to 0} 0.
\]

**Remark 29.35.** If the measure \( \nu \) is (locally) doubling, then one can ask more of the kernel \((K_\varepsilon)\), than just properties (i) and (ii) in Definition 29.34. Indeed, by Vitali’s covering lemma, one can make sure that the covering \((B(x_i, \varepsilon/2))\) used in the definition of \(K_\varepsilon\) is such that the balls \(B(x_i, \varepsilon/10)\) are disjoint. If \((\phi_i)\) is a partition of unity associated to the covering \((B(x_i, \varepsilon/2))\), necessarily \(\phi_i\) is identically 1 on \(B(x_i, \varepsilon/10)\), so \(\int \phi_i \, d\nu \geq \nu[B(x_i, \varepsilon/10)] \geq C \nu[B(x_i, \varepsilon)]\), where \(C\) is a constant depending on the doubling constant of \(\nu\). Then the following uniform bound comes easily:

\[
(iii) \quad K_\varepsilon(x, y) \leq \frac{C}{\nu[B_\varepsilon(x)]}.
\]

(Here \(C\) is another numerical constant, depending on the doubling constant of \(\nu\).) Assumptions (i), (ii) and (iii), together with the doubling property of \(\nu\), and classical Lebesgue density theory, guarantee that for any \(f \in L^1(\mathcal{Y})\) the convergence of \(K_\varepsilon f\) to \(f\) holds not only in \(L^1(\mathcal{Y})\) but also almost everywhere.

---

**Second Appendix: Separability of \(L^1(\mathcal{X}; C(\mathcal{Y}))\)**

In the course of the proof of Theorem 29.20(iii), I used the density of \(C(\mathcal{X} \times \mathcal{X})\) in \(L^1(\mathcal{X}; C(\mathcal{X}))\). Here is a precise statement and a short proof.

**Lemma 29.36 (Separability of \(L^1(C)\)).** Let \((\mathcal{X}, d)\) be a compact metric space equipped with a finite Borel measure \(\mu\), let \(\mathcal{Y}\) be another compact metric space, and let \(f\) be a measurable function \(\mathcal{X} \times \mathcal{Y} \to \mathbb{R}\), such that

\[
\begin{align*}
(i) & \quad f(x, \cdot) \text{ is continuous for all } x; \\
(ii) & \quad \int_{\mathcal{X}} \sup_{y} |f(x,y)| \, d\mu(x) < +\infty.
\end{align*}
\]

Then for any \(\varepsilon > 0\) there is \(\Psi \in C(\mathcal{X} \times \mathcal{Y})\) such that

\[
\int_{\mathcal{X}} \sup_{y \in \mathcal{Y}} |f(x,y) - \Psi(x,y)| \, d\mu(x) \leq \varepsilon.
\]
Moreover, if a (possibly empty) compact subset $K$ of $\mathcal{X}$, and a function $h \in C(K)$ are given, such that $f(x, y) = h(x)$ for all $x \in K$, then it is possible to impose that $\Psi(x, y) = h(x)$ for all $x \in K$.

**Proof of Lemma 29.36.** Let us first treat the case when $\mathcal{Y}$ is just a point. Then the first part of the statement of Lemma 29.36 is just the density of $C(\mathcal{X})$ in $L^1(\mathcal{X}, \mu)$, which is a classical result. To prove the second part of the statement, let $f \in L^1(\mu)$, let $K$ be a compact subset of $\mathcal{X}$, let $h \in C(K)$ such that $f = h$ on $K$, and let $\varepsilon > 0$. Let $\psi \in C_c(\mathcal{X} \setminus K)$ be such that $\|\psi - f\|_{L^1(\mathcal{X} \setminus K, \mu)} \leq \varepsilon$.

Since $\mu$ and $f \nu$ are regular, there is an open set $O_\varepsilon$ containing $K$ such that $\mu(O_\varepsilon \setminus K) \leq \varepsilon/(\sup |\psi| + \sup |h|)$ and $\|f - h\|_{L^1(O_\varepsilon)} \leq \varepsilon$. The sets $O_\varepsilon$ and $\mathcal{X} \setminus K$ are open and cover $\mathcal{X}$, so there are continuous functions $\chi$ and $\eta$, defined on $\mathcal{X}$ and valued in $[0, 1]$, such that $\chi + \eta = 1$, $\chi$ is supported in $O_\varepsilon$, and $\eta$ is supported in $\mathcal{X} \setminus K$. (In particular $\chi \equiv 1$ in $K$.) Let

$$\Psi = h\chi + \psi\eta.$$ 

Then $\Psi$ coincides with $h$ (and therefore with $f$) in $K$, $\Psi$ is continuous, and

$$\|\Psi - f\|_{L^1(\mathcal{X})} \leq \|f - h\|_{L^1(O_\varepsilon)} + (\sup |h|) \|\chi - 1\|_{L^1(O_\varepsilon)} + (\sup |\psi|) \|\eta - 1\|_{L^1(\mathcal{X} \setminus K)} + \|\psi - f\|_{L^1(\mathcal{X} \setminus K)} \leq \varepsilon + (\sup |h| + \sup |\psi|)\mu(O_\varepsilon \setminus K) + \varepsilon \leq 3\varepsilon.$$ 

Since $\varepsilon$ is arbitrarily small, this concludes the proof.

Now let us turn to the case when $\mathcal{Y}$ is any compact set. For any $\delta > 0$ there are $L = L(\delta) \in \mathbb{N}$ and $\{y_1, \ldots, y_L\}$ such that the open balls $B_\delta(y_\ell)$ ($1 \leq \ell \leq L$) cover $\mathcal{Y}$. Let $(\zeta_\ell)_{1 \leq \ell \leq L}$ be a partition of unity subordinated to that covering: As in the previous Appendix, these are continuous functions satisfying $0 \leq \zeta_\ell \leq 1$, $\text{Spt}(\zeta_\ell) \subset B_\delta(y_\ell)$, and $\sum_\ell \zeta_\ell = 1$ on $\mathcal{Y}$. Let $\eta > 0$.

For each $\ell \in \mathbb{N}$, the function $f(\cdot, y_\ell)$ is $\mu$-integrable, so there exists $\psi_\ell \in C(\mathcal{X})$ such that

$$\int |f(x, y_\ell) - \psi_\ell(x)| \, d\mu(x) \leq \eta.$$ 

Moreover, we may require that $\psi_\ell(x) = h(x)$ when $x \in K$.

Define $\Psi$ by the formula
\[ \Psi(x, y) := \sum_{\ell \leq L} \psi_\ell(x) \zeta_\ell(y); \]

note that \( \Psi(x, y) = h(x) \) if \( x \in K \). Then

\[
f(x, y) - \Psi(x, y)
= f(x, y) \left( \sum_{\ell} \zeta_\ell(y) \right) - \sum_{\ell} \psi_\ell(x) \zeta_\ell(y)
= \sum_{\ell} \left[ f(x, y) - \psi_\ell(x) \right] \zeta_\ell(y)
= \sum_{\ell} \left[ f(x, y) - f(x, y_\ell) \right] \zeta_\ell(y) + \sum_{\ell} \left[ f(x, y_\ell) - \psi_\ell(x) \right] \zeta_\ell(y).
\]

Since \( \zeta_\ell \) is supported in \( B_\delta(y_\ell) \),

\[
|f(x, y) - \Psi(x, y)|
\leq \left( \sup_{d(z, z') \leq \delta} |f(x, z) - f(x, z')| \right) \sum_{\ell} \zeta_\ell(y) + \sum_{\ell} |f(x, y_\ell) - \psi_\ell(x)| \zeta_\ell(y)
\leq \sup_{d(z, z') \leq \delta} \left| f(x, z) - f(x, z') \right| + \sum_{\ell} |f(x, y_\ell) - \psi_\ell(x)|.
\]

So

\[
\int_X \left( \sup_y |f(x, y) - \Psi(x, y)| \right) \mu(dx)
\leq \int_X \left( \sup_{d(z, z') \leq \delta} |f(x, z) - f(x, z')| \right) \mu(dx)
+ \sum_{\ell} \int_X |f(x, y_\ell) - \psi_\ell(x)| \mu(dx)
\leq \int_X m_\delta(x) \mu(dx) + L(\delta) \eta,
\]

where

\[
m_\delta(x) = \sup \left\{ |f(x, z) - f(x, z')|; d(z, z') \leq \delta \right\}.
\]

Obviously, \( m_\delta(x) \leq 2 \sup_z |f(x, z)|, \) so \( m_\delta \in L^1(\mu) \), for all \( \delta \). On the other hand, \( m_\delta(x) \) is nonincreasing as \( \delta \downarrow 0 \), and since each \( f(x, \cdot) \) is continuous, actually \( m_\delta \) decreases to 0 as \( \delta \downarrow 0 \). By monotone convergence,

\[
\int m_\delta(x) \, d\mu(x) \xrightarrow{\delta \to 0} 0.
\]
So if we choose $\delta$ small enough, then in turn $\eta$ small enough, we can make sure that the right-hand side of (29.51) is as small as desired. This concludes the proof. \hfill $\Box$

**Bibliographical notes**

Here are some (probably too lengthy) comments about the genesis of Definition 29.8. It comes after a series of particular cases and/or variants studied by Lott and myself [577, 578] on the one hand, Sturm [762, 763] on the other. To summarize: In a first step, Lott and I [577] treated $\text{CD}(K, \infty)$ and $\text{CD}(0, N)$, while Sturm [762] independently treated $\text{CD}(K, \infty)$. These cases can be handled with just displacement convexity. Then it took some time before Sturm [763] came up with the brilliant idea to use distorted displacement as the basis of the definition of $\text{CD}(K, N)$ for $N < \infty$ and $K \neq 0$.

There are slight variations in the definitions appearing in all these works; and they are not exactly the ones appearing in this course either. I shall describe the differences in some detail below.

In the case $K = 0$, for compact spaces, Definition 29.8 is exactly the definition that was used in [577]. In the case $N = \infty$, the definition in [577] was about the same as Definition 29.8, but it was based on inequality (29.2) (which is very simple in the case $K = \infty$) instead of (29.3). Sturm [762] also used a similar definition, but preferred to impose the weak displacement convexity inequality only for the Boltzmann $H$ functional, i.e. for $U(r) = r \log r$, not for the whole class $\mathcal{DC}_\infty$.

It is interesting to note that precisely for the $H$ functional and $N = \infty$, inequalities (29.2) and (29.3) are the same, while in general the former is a priori weaker. So the definition which I have adopted here is a priori stronger than both definitions in [577] and [762].

Now for the general $\text{CD}(K, N)$ criterion. Sturm’s original definition [763] is quite close to Definition 29.8, with three differences. First, he does not impose the basic inequality to hold true for all members of the class $\mathcal{DC}_N$, but only for functions of the form $-r^{1-1/N'}$ with $N' \geq N$. Secondly, he does not require the displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ and the coupling $\pi$ to be related via some dynamical optimal transference plan. Thirdly, he imposes $\mu_0, \mu_1$ to be absolutely continuous with respect to $\nu$, rather than just to have their support included in.
Spt ν. After becoming aware of Sturm’s work, Lott and I [578] modified his definition, imposing the inequality to hold true for all \( U \in \mathcal{DC}_N \), imposing a relation between \((\mu_t)\) and \(\pi\), and allowing in addition \(\mu_0\) and \(\mu_1\) to be singular. In the present course, I decided to extend the new definition to the case \( N = \infty \).

Sturm [763] proved the stability of his definition under a variant of measured Gromov–Hausdorff convergence, provided that one stays away from the limit Bonnet–Myers diameter. Then Lott and I [578] briefly sketched a proof of stability for our modified definition. Details appear here for the first time, in particular the painful\(^2\) proof of upper semicontinuity of \(U_{\pi,\nu}^2(\mu)\) under regularization (Theorem 29.20(iii)). It should be noted that Sturm manages to prove the stability of his definition without using this upper semicontinuity explicitly; but this might be due to the particular form of the functions \(U\) that he is considering, and the assumption of absolute continuity.

The treatment of noncompact spaces here is not exactly the same as in [577] or [763]. In the present set of notes I adopted a rather weak point of view in which every “noncompact” statement reduces to the compact case; in particular in Definition 29.8 I only consider compactly supported probability densities. This leads to simpler proofs, but the treatment in [577, Appendix E] is more precise in that it passes to the limit directly in the inequalities for probability measures that are not compactly supported.

Other tentative definitions have been rejected for various reasons. Let me mention four of them:

(i) Imposing the displacement convexity inequality along all displacement interpolations in Definition 29.8, rather than along some displacement interpolation. This concept is not stable under measured Gromov–Hausdorff convergence. (See the last remark in the concluding chapter.)

(ii) Replace the integrated displacement convexity inequalities by pointwise inequalities, in the style of those appearing in Chapter 14. For instance, with the same notation as in Definition 29.8, one may define

\[
\mathcal{J}_t(\gamma_0) := \frac{\rho_0(x)}{\mathbb{E} [\rho_t(\gamma_t)|\gamma_0]}.
\]

\(^2\) As a matter of fact, I was working on precisely this problem when my left lung collapsed, earning me a one-week holiday in hospital with unlimited amounts of pain-killers.
where $\gamma$ is a random geodesic with law $(\gamma_t) = \mu_t$, and $\rho_t$ is the absolutely continuous part of $\mu_t$ with respect to $\nu$. Then $J$ is a continuous function of $t$, and it makes sense to require that inequality (29.1) be satisfied $\nu(dx)$-almost everywhere (as a function of $t$, in the sense of distributions). This notion of a weak CD($K,N$) space makes perfect sense, and is a priori stronger than the notion discussed in this chapter. But there is no evidence that it should be stable under measured Gromov–Hausdorff convergence. Integrated convexity inequalities enjoy better stability properties. (One might hope that integrated inequalities lead to pointwise inequalities by a localization argument, as in Chapter 19; but this is not obvious at all, due to the a priori nonuniqueness of displacement interpolation in a nonsmooth context.)

(iii) Choose inequality (29.2) as the basis for the definition, instead of (29.3). In the case $K < 0$, this inequality is stable, due to the convexity of $-r^{1-1/N}$, and the a priori regularity of the speed field provided by Theorem 28.5. (This was actually my original motivation for Theorem 28.5.) In the case $K > 0$ there is no reason to expect that the inequality is stable, but then one can weaken even more the formulation of CD($K,N$) and replace it by

$$U_\nu(\mu_t) \leq (1 - t) U_\nu(\mu_0) + t U_\nu(\mu_1) - \frac{K_{N,U}}{2} \left[ \max \left( \sup \rho_0, \sup \rho_1 \right) \right]^{-1/N} W_2(\mu_0, \mu_1)^2,$$

which in turn is stable, and still equivalent to the usual CD($K,N$) when applied to smooth manifolds. For the purpose of the present chapter, this approach would have worked fine; as far as I know, Theorem 29.28 was first proved for general $K,N$ by this approach (in an unpublished letter of mine from September 2004). But basing the definition of the general CD($K,N$) criterion on (29.52) has a major drawback: It seems very difficult, if not impossible, to derive any sharp geometric theorem such as Bishop–Gromov or Bonnet–Myers from this inequality. We shall see in the next chapter that these sharp inequalities do follow from Definition 29.8.

(iv) Base the definition of CD($K,N$) on other inequalities, involving the volume growth. The main instance is the so-called measure contraction property (MCP). This property involves a conditional probability $P(t)(x,y; dz)$ on the set $[x,y]_t$ of $t$-barycenters of $x,y$ (think of $P(t)$ as a measurable rule to choose barycenters of $x$ and $y$). By definition, a metric-measure space $(\mathcal{X},d)$ satisfies MCP($K,N$) if for any
Borel set $A \subset \mathcal{X}$,
\[
\int \beta_t^{(K,N)}(x,y) P^t(x,y; A) \nu(dy) \leq \frac{\nu[A]}{t^N};
\]
and symmetrically
\[
\int \beta_{1-t}^{(K,N)}(x,y) P^t(x,y; A) \nu(dx) \leq \frac{\nu[A]}{(1-t)^N}.
\]
In the case $K = 0$, these inequalities basically reduce to $\nu[[x,B]_t] \geq t^N \nu[B]$. (Recall Theorem 19.6.) This approach has two drawbacks: First, it does not extend to the case $N = \infty$; secondly, if $M$ is a Riemannian manifold, then MCP$(K,N)$ does not imply CD$(K,N)$, unless $N$ coincides with the true dimension of the manifold. On the other hand, CD$(K,N)$ implies MCP$(K,N)$, at least in a nonbranching space. All this is discussed in independent works by Sturm [763, Section 6] and Ohta [654]; see also [573, Remark 4.9]. Unlike the weak CD$(K,N)$ property, the MCP property is known to be true for finite-dimensional Alexandrov spaces with curvature bounded below [654, Section 2]. An interesting field of application of the MCP property is the analysis on the Heisenberg group, which does not satisfy any CD$(K,N)$ bound but still satisfies MCP$(0,5)$ [496].

Bonciocat and Sturm [143] modified the definition of weak CD$(K,\infty)$ spaces to allow for a fixed “resolution error” in the measurement of distances (implying of course a modification of the transport cost). This approach defines spaces which are “$\delta$-approximately CD$(K,\infty)$”; it gives the possibility to study Ricci curvature bounds outside the scope of length spaces, including even discrete spaces in the analysis. For instance, any weak CD$(K,\infty)$ space is a limit of $\delta$-approximate CD$(K,\infty)$ discrete spaces, with $\delta \to 0$. The procedure is a bit similar in spirit to the construction of CAT$_\delta(K)$ spaces [439], modulo of course the introduction of the formalism of entropies and Wasserstein geodesics. (So this theory provides one answer to the very last question raised by Gromov in [439].) Bonciocat and Sturm apply it to classes of planar homogeneous graphs.

Cordero-Erausquin suggested the use of the Prékopa–Leindler inequality as a possible alternative basis for a synthetic CD$(K,N)$ criterion. This is motivated by the fact that the Prékopa–Leindler inequality has many geometric consequences, including Sobolev or Talagrand inequalities (see the bibliographical notes for Chapters 21 and 22). So
far nobody has undertaken this program seriously and it is not known
whether it includes some serious analytical difficulties.

Lott [576] noticed that (for a Riemannian manifold) at least $\text{CD}(0, N)$
bounds can be formulated in terms of displacement convexity of certain
functionals explicitly involving the time variable. For instance,
$\text{CD}(0, N)$ is equivalent to the convexity of $t \to t U_\nu (\mu_t) + N t \log t$
on $[0, 1]$, along displacement interpolation, for all $U \in \mathcal{D}_C$; rather
than convexity of $U_\nu (\mu_t)$ for all $U \in \mathcal{D}_N$. (Note carefully: in one
formulation the dimension is taken care of by the time-dependence
of the functional, while in the other one it is taken care of by the
class of nonlinearities.) More general curvature-dimension bounds can
probably be encoded by refined convexity estimates: for instance,
$\text{CD}(K, N)$ seems to be equivalent to the (displacement) convexity of
$t H_\nu (\mu_t) + N t \log t - K (t^3 / 6) W_2 (\mu_0, \mu_1)^2$.

It seems likely that this observation can be developed into a com-
plete theory. For geometric applications, this point of view is probably
less sharp than the one based on distortion coefficients, but it may be
technically simpler.

A completely different approach to Ricci bounds in metric-meas-
ure spaces has been under consideration in a work by Kontsevich and
Soibelman [528], in relation to Quantum Field Theory, mirror sym-
metry and heat kernels; see also [756]. Kontsevich pointed out to me
that the class of spaces covered by this approach is probably strictly
smaller than the class defined here, since it does not seem to include
the normed spaces considered in Example 29.16; he also suggested that
this point of view is related to the one of Ollivier, described below.

To close this list, I shall evoke the recent independent contributions
by Joulin [494, 495] and Ollivier [662] who suggested defining the infi-
mum of the Ricci curvature as the best constant $K$ in the contraction
inequality

$$W_1 (P_t \delta_x, P_t \delta_y) \leq e^{-Kt} d(x, y),$$

where $P_t$ is the heat semigroup (defined on probability measures); or
equivalently, as the best constant $K$ in the inequality

$$\|P_t^* f\|_{\text{Lip}} \leq e^{-Kt} \|f\|_{\text{Lip}},$$

where $P_t^*$ is the adjoint of $P_t$ (that is, the heat semigroup on func-
tions). Similar inequalities have been used before in concentration the-
ory [305, 595], and in the study of spectral gaps [231, 232] or large-time
In a Riemannian setting, this definition is justified by Sturm and von Renesse [764], who showed that one recovers in this way the usual Ricci curvature bound, the key observation being that the parallel transport is close to be optimal in some sense. (The distance $W_1$ may be replaced by any $W_r$, $1 \leq r < \infty$.) This point of view is natural when the problem includes a distinguished Markov kernel; in particular, it leads to the possibility of treating discrete spaces equipped with a random walk. Ollivier [662] has demonstrated the geometric interest of this notion on an impressive list of examples and applications, most of them in discrete spaces; and he also derived geometric consequences such as concentration of measure. The dimension can probably be taken into account by using refined estimates on the rates of convergence. On the other hand, the stability of this notion requires a stronger topology than just measured Gromov–Hausdorff convergence: also the Markov process should converge. (The topology explored in [97] might be useful.) To summarize:

- there are two main classes of synthetic definitions of $\text{CD}(K, N)$ bounds: those based on displacement convexity of integral functionals (as in Chapter 17) and those based on contraction properties of diffusion equations in Wasserstein distances (as in [764]), the Jordan–Kinderlehrer–Otto theorem [493] ensuring the formal equivalence of these points of view;
- the first definition was discretized by Bonciocat and Sturm [143], while the second one was discretized by Joulin [495] and Ollivier [662].

Remark 29.30 essentially means that manifolds with (strongly) negative Ricci curvature bounds are dense in Gromov–Hausdorff topology. Statements of this type are due in particular to Lohkamp; see Berger [99, Section 12.3.5] and the references there provided.

Next, here are some further comments about the ingredients in the proof of Theorem 29.24.

The definition and properties of the functional $U_\nu$ acting on singular measures (Definition 29.1, Proposition 29.19, Theorem 29.20(i)–(ii)) were worked out in detail in [577]. At least some of these properties belong to folklore, but it is not so easy to find precise references. For the particular case $U(r) = r \log r$, there is a detailed alternative proof of Theorem 29.20(i)–(ii) in [30, Lemmas 9.4.3 to 9.4.5, Corollary 9.4.6] when $\mathcal{X}$ is a separable Hilbert space, possibly infinite-dimensional; the proof of the contraction property in that reference does not rely on the
Legendre representation. There is also a proof of the lower semicontinuity and the contraction property, for general functions $U$, in [556, Chapter 1]; the arguments there do not rely on the Legendre representation either. I personally advocate the use of the Legendre representation, as an efficient and versatile tool.

In [577], we also discussed the extension of these properties to spaces that are not necessarily compact, but only locally compact, and reference measures that are not necessarily finite, but only locally finite. Integrability conditions at infinity should be imposed on $\mu$, as in Theorem 17.8. The discussion on the Legendre representation in this generalized setting is a bit subtle, for instance it is in general impossible to impose at the same time $\varphi \in C_c(\mathcal{X})$ and $U^*(\varphi) \in C_c(\mathcal{X})$. Here I preferred to limit the use of the Legendre representation (and the lower semicontinuity) to the compact case; but another approximation argument will be used in the next chapter to extend the displacement convexity inequalities to probability measures that are not compactly supported.

The density of $C(\mathcal{X})$ in $L^1(\mathcal{X}, \mu)$, where $\mathcal{X}$ is a locally compact space and $\nu$ is a finite Borel measure, is a classical result that can be found e.g. in [714, Theorem 3.14]. It is also true that nonnegative continuous functions are dense in $L^1_+(\mathcal{X}, \mu)$, or that continuous probability densities are dense in the space of probability densities, equipped with the $L^1$ norm. All these results can be derived from Lusin’s approximation theorem [714, Theorem 2.24].

The Tietze–Urysohn extension theorem states the following: If $(\mathcal{X}, d)$ is a metric space, $C$ is a closed subset of $\mathcal{X}$, and $f : C \to \mathbb{R}$ is uniformly continuous on $C$, then it is possible to extend $f$ into a continuous function on the whole of $\mathcal{X}$, with preservation of the supremum norm of $f$; see [318, Theorem 2.6.4].

The crucial approximation scheme based on regularization kernels was used by Lott and myself in [577]. In Appendix C of that reference, we worked out in detail the properties stated after Definition 29.34. We used this tool extensively, and also discussed regularization in noncompact spaces. Even in the framework of absolutely continuous measures, the approach based on the regularizing kernel has many advantages over Lusin’s approximation theorem (it is explicit, linear, preserves convexity inequalities, etc.).

The existence of continuous partitions of unity was used in the First Appendix to construct the regularizing kernels, and in the Second Ap-
pendix about the separability of $L^1(X; C(Y))$; the proof of this classical result can be found e.g. in [714, Theorem 2.13].

Apart from Theorem 29.28, other “external” consequences of the theory of weak CD($K, N$) spaces are discussed in [577, Section 7.2], in the cases $K = 0$ and $N = \infty$.

Lemma 29.7 is taken from a recent work of mine with Figalli [372]. It will be used later in the proof of Theorems 30.37 and 30.42.

I shall conclude with some remarks about the examples considered in this chapter.

The following generalization of Example 29.13 is proven in [30, Theorems 9.4.10 and 9.4.11]: If $\nu$ is a finite measure on $\mathbb{R}^n$ such that $H_\nu$ is displacement convex, then $\nu$ takes the form $e^{-V}H^k$, where $V$ is lower semicontinuous and $H^k$ is the $k$-dimensional Hausdorff measure, $k = \dim(\text{Spt}\, \nu)$. The same reference extends to infinite-dimensional separable Hilbert spaces the result according to which $H_\nu$ is displacement convex if and only if $\nu$ is log-concave.

Example 29.15 was treated in [577]: We show that the quotient of a CD($K, N$) Riemannian manifold by a compact Lie group action is still a weak CD($K, N$) space, if $K = 0$ or $N = \infty$. (The definition of CD($K, \infty$) space used in [577] is not exactly the same, but Theorem 30.32 in the next chapter shows that both definitions coincide in nonbranching spaces.) The same theorem is also certainly true for all values of $K$ and $N$, although this was never written down explicitly. More problematic is the extension to noncompact spaces $X$ or non-compact Lie groups $G$. The proof uses indeed an isomorphism between $P_2(X/G)$ and $P_2(X)^G$, the set of probability measures on $X$ which are invariant under the action of $G$; but this isomorphism might not exist in noncompact situations. Take for instance $X = \mathbb{R}$, $G = \mathbb{Z}$, then $P_2(X)^G$ is the set of probability measures invariant by integer translation, which is empty.

Elementary background on Lie group actions, and possibly singular spaces obtained by this procedure, can be found in Burago, Burago and Ivanov [174, Chapter 3]. This topic is also treated in dozens of books on Riemannian geometry.

Example 29.16 will be considered in more detail in the final chapter. It can be considered as the precursor of a large work by Ohta [657] investigating curvature-dimension conditions in Finsler spaces.

Example 29.31 was explained to me by Lott; it is studied in [574]. This example shows that a lower bound on the Ricci curvature is not
enough to ensure the continuity of the Hausdorff measure under measured Gromov–Hausdorff convergence. Such a phenomenon is necessarily linked with *collapsing* (loss of dimension), as shown by the results of continuity of the Hausdorff measure for $n$-dimensional Alexandrov spaces [751] or for limits of $n$-dimensional Riemannian manifolds with Ricci curvature bounded below [228, Theorem 5.9].

Example 29.17 was also suggested by Lott.
Weak Ricci curvature bounds II: Geometric and analytic properties

In the previous chapter I introduced the concept of weak curvature-dimension bound, which extends the classical notion of curvature-dimension bound from the world of smooth Riemannian manifolds to the world of metric-measure geodesic spaces; then I proved that such bounds are stable under measured Gromov–Hausdorff convergence.

Still, this notion would be of limited value if it could not be used to establish nontrivial conclusions. Fortunately, weak curvature-dimension bounds do have interesting geometric and analytic consequences. This might not be a surprise to the reader who has already browsed Part II of these notes, since there many geometric and analytic statements of Riemannian geometry were derived from optimal transport theory.

In this last chapter, I shall present the state of the art concerning properties of weak \( \text{CD}(K,N) \) spaces. This direction of research is growing relatively fast, so the present list might soon become outdated.

**Convention:** Throughout the sequel, a “weak \( \text{CD}(K,N) \) space” is a locally compact, complete separable geodesic space \((\mathcal{X},d)\) equipped with a locally finite Borel measure \(\nu\), satisfying a weak \( \text{CD}(K,N) \) condition as in Definition 29.8.

**Elementary properties**

The next proposition gathers some almost immediate consequences of the definition of weak \( \text{CD}(K,N) \) spaces. I shall say that a subset \( \mathcal{X}' \) of a geodesic space \((\mathcal{X},d)\) is *totally convex* if any geodesic whose endpoints belong to \( \mathcal{X}' \) is entirely contained in \( \mathcal{X}' \).
Proposition 30.1 (Elementary consequences of weak CD($K,N$) bounds). Let $(\mathcal{X}, d, \nu)$ be a weak CD($K,N$) space. Then:

(i) If $\mathcal{X}'$ is a totally convex closed subset of $\mathcal{X}$, then $\mathcal{X}'$ inherits from $(\mathcal{X}, d, \nu)$ a natural structure of metric-measure geodesic space, and $\mathcal{X}'$ is also a weak CD($K,N$) space;

(ii) For any $\alpha > 0$, $(\mathcal{X}, d, \alpha \nu)$ is a weak CD($K,N$) space;

(iii) For any $\lambda > 0$, $(\mathcal{X}, \lambda d, \nu)$ is a weak CD($\lambda^{-2}K,N$) space.

Proof of Proposition 30.1. Let $\mathcal{X}'$ be a totally convex subset of $\mathcal{X}$, equipped with the restriction of the distance $d$ and the measure $\nu$. Let $\mu_0, \mu_1$ be two probability measures in $P_2(\mathcal{X}')$. The notion of optimal coupling is the same whether one considers them as measures on $\mathcal{X}'$ or on $\mathcal{X}$. Also, since $\mathcal{X}'$ is totally convex, a path $[0, 1] \rightarrow \mathcal{X}$ with endpoints in $\mathcal{X}'$ is a geodesic in $\mathcal{X}'$ if and only if it is a geodesic in $\mathcal{X}$. So $\mathcal{X}'$ is a geodesic space, and the representation theorem for Wasserstein geodesics (Theorem 7.22) ensures that a path $(\mu_t)_{0 \leq t \leq 1}$ valued in $P_2(\mathcal{X}')$ is a geodesic in $P_2(\mathcal{X}')$ if and only if it is a geodesic in $P_2(\mathcal{X})$.

Property (i) follows immediately.

To prove (ii), note that the replacement of $\nu$ by $\alpha \nu$ induces a multiplication of the density $\rho$ by $\alpha^{-1}$; so

$$U_{\alpha \nu}(\mu) = (U_\alpha)_{\nu}(\mu), \quad U^\beta_{\pi, \alpha \nu}(\mu) = (U_\alpha)^\beta_{\pi, \nu}(\mu),$$

where $U_\alpha(r) = \alpha U(\alpha^{-1}r)$. But the transform $U \rightarrow U_\alpha$ leaves the class $\mathcal{DC}_N$ invariant. So the inequalities defining the CD($K,N$) condition will hold just the same in $(\mathcal{X}, d, \alpha \nu)$ or in $(\mathcal{X}, d, \nu)$.

As for (iii), recall the definition of $\beta^{(K,N)}$:

$$\beta^{(K,N)}(x,y) = \left( \frac{\sin \alpha(N,K,d(x,y))}{t \sin \alpha(N,K,d(x,y))} \right)^{N-1},$$

where

$$\alpha(N,K,d) = \sqrt{\frac{K}{N-1}} d(x,y).$$

Then $\alpha(N,K,d) = \alpha(N,\lambda^{-2}K,\lambda d)$, and Property (iii) follows.

The next theorem shows that the property of being a CD($K,N$) space does not involve the whole space $\mathcal{X}$, but only the support of $\nu$:

Theorem 30.2 (Restriction of the CD($K,N$) property to the support). A metric-measure space $(\mathcal{X}, d, \nu)$ is a weak CD($K,N$) space if and only if $(\text{Spt} \nu, d, \nu)$ is itself a weak CD($K,N$) space.
Remark 30.3. Theorem 30.2 allows us to systematically reduce to the case when $\text{Spt}\, \nu = \mathcal{X}$ in the study of properties of weak CD($K,N$) spaces. Then why not impose this in the definition of these spaces? The answer is that on some occasions it is useful to allow $\mathcal{X}$ to be larger than Spt$\, \nu$, in particular for convergence issues. Indeed, it may very well happen that a sequence of weak CD($K,N$) spaces $(X_k,d_k,\nu_k)_{k\in\mathbb{N}}$ with Spt$\, \nu_k = X_k$ converges in the measured Gromov–Hausdorff sense to a metric-measure space $(\mathcal{X},d,\nu)$ such that Spt$\, \nu$ is strictly smaller than $\mathcal{X}$. This phenomenon of “reduction of support” is impossible if $N < \infty$, as shown by Theorem 29.32, but can occur in the case $N = \infty$. As a simple example, consider $X_k = (\mathbb{R}^n,|\cdot|)$ (Euclidean space) equipped with the sharply peaked Gaussian probability measure $e^{-k|\cdot|^2}dx/Z_k$, $Z_k$ being a normalizing constant. As $k \to \infty$, $X_k$ converges in measured Gromov–Hausdorff sense to $X = (\mathbb{R}^n,|\cdot|,\delta_0)$. Each of the spaces $X_k$ is a weak CD(0,$\infty$) space and satisfies Spt$\, \nu_k = X_k$, however, the limit measure is supported in just a point. To summarize: For weak CD($K,N$) spaces $(\mathcal{X},d,\nu)$ with $N < \infty$, one probably does not lose anything by assuming Spt$\, \nu = \mathcal{X}$; but in the class of weak CD($K,\infty$) spaces, the stability theorem would not be true if one would not allow the support of $\nu$ to be strictly smaller than the whole space.

Proof of Theorem 30.2. First assume that $(\text{Spt}\, \nu,d,\nu)$ has the weak CD($K,N$) property. Replacing Spt$\, \nu$ by $\mathcal{X}$ does not enlarge the class of probability measures that can be chosen for $\mu_0$ and $\mu_1$ in Definition 29.8, and does not change the functionals $U_\nu$ or $U_{\pi,\nu}^{(K,N)}$ either. Because Spt$\, \nu$ is (by assumption) a length space, geodesics in Spt$\, \nu$ are also geodesics in $\mathcal{X}$. So geodesics in $P_2(\text{Spt}\, \nu)$ are also geodesics in $P_2(\mathcal{X})$ (it is the converse that might be false), and then the property of $\mathcal{X}'$ being a weak CD($K,N$) space implies that $\mathcal{X}$ is also a weak CD($K,N$) space.

The converse implication is more subtle. Assume that $(\mathcal{X},d,\nu)$ is a weak CD($K,N$) space. Let $\mu_0, \mu_1$ be two compactly supported probability measures on $\mathcal{X}$ with Spt$\, \mu_0 \subset \text{Spt}\, \nu$, Spt$\, \mu_1 \subset \text{Spt}\, \nu$. For any $t_0 \in \{0,1\}$, choose a sequence of probability measures $(\mu_k,t_0)_{k\in\mathbb{N}}$ converging to $\mu_{t_0}$, satisfying the conclusion of Theorem 29.20(iii), such that the supports of all measures $\mu_{k,t_0}$ are included in a common compact set. By definition of the weak CD($K,N$) property, for each $k \in \mathbb{N}$ there is a Wasserstein geodesic $(\mu_k,t)_{0 \leq t \leq 1}$ and an associated coupling $\pi_k \in \Pi(\mu_k,\nu_k)$ such that for all $t \in [0,1]$ and $U \in \mathcal{DC}_N$,
\[
U_{\nu}(\mu_{k,t}) \leq (1 - t) U_{\pi_{k,t}}^{\beta(K,N)}(\mu_{k,0}) + t U_{\pi_{k,t}}^{\beta(K,N)}(\mu_{k,1}). \tag{30.1}
\]

Choosing \(H(r) = r \log r\), and using the monotonicity of the \(CD(K,N)\) condition with respect to \(N\), we deduce

\[
H_{\nu}(\mu_{k,t}) \leq (1 - t) H_{\pi_{k,t}}^{\beta(K,\infty)}(\mu_{k,0}) + t H_{\pi_{k,t}}^{\beta(K,\infty)}(\mu_{k,1}). \tag{30.2}
\]

By an explicit calculation (as in the proof of (30.6) later in this chapter) the right-hand side is equal to

\[
(1 - t) H_{\nu}(\mu_{k,0}) + t H_{\nu}(\mu_{k,1}) - K \frac{t(1 - t)}{2} \int d(x_0, x_1)^2 \pi_k(dx_0 dx_1),
\]

and this quantity is finite since \(\mu_{k,0}, \mu_{k,1}\) are compactly supported.

Then by (30.2), \(H_{\nu}(\mu_{k,t}) < +\infty\) for all \(t \in [0,1]\) and for all \(k \in \mathbb{N}\).
Since \(H'(\infty) = \infty\), this implies that \(\mu_{k,t}\) is absolutely continuous with respect to \(\nu\), and in particular it is supported in \(\text{Spt} \, \nu\).

Next, by Ascoli's theorem, some subsequence of the family \((\mu_{k,t})\) converges uniformly in \(C([0,1], P_2(\mathcal{X}))\) to some Wasserstein geodesic \((\mu_t)_{0 \leq t \leq 1}\).
Since \(\text{Spt} \, \nu\) is closed, \(\mu_t\) is also supported in \(\text{Spt} \, \nu\), for each \(t \in [0,1]\).

Let \((\gamma_t)_{0 \leq t \leq 1}\) be a random geodesic such that \(\mu_t = \text{law} (\gamma_t)\).
By the preceding argument, \(\mathbb{P} [\gamma_t \notin \text{Spt} \, \nu] = 0\) for any \(t \in [0,1]\).
If \((t_j)_{j \in \mathbb{N}}\) is a dense sequence of times in \([0,1]\), then \(\mathbb{P} [\exists j; \gamma_{t_j} \notin \text{Spt} \, \nu] = 0\).
But since \(\gamma\) is continuous and \(\text{Spt} \, \nu\) closed, this can be reinforced into
\(\mathbb{P} [\exists t; \gamma_t \notin \text{Spt} \, \nu] = 0\).
So \(\gamma\) lies entirely in \(\text{Spt} \, \nu\), with probability 1.
The path \((\mu_t)_{0 \leq t \leq 1}\) is valued in \(P_2(\text{Spt} \, \nu)\), and it is a geodesic in the larger space \(P_2(\mathcal{X})\); so it is also a geodesic in \(P_2(\text{Spt} \, \nu)\).

Admit for the moment that \(\text{Spt} \, \nu\) is a geodesic space.
By Proposition 29.12, to show that \(\text{Spt} \, \nu\) is a weak \(CD(K,N)\) space it is sufficient to establish the displacement convexity property when \(U \in \mathcal{D}C_N\) is Lipschitz (for \(N < \infty\) or behaves like \(r \log r\) at infinity (for \(N = \infty\)).
For such a nonlinearity \(U\), we can pass to the limit in (30.1), invoking Theorem 29.20(i) and (iv):

\[
U_{\nu}(\mu_t) \leq \liminf_{k \to \infty} U_{\nu}(\mu_{k,t}) \leq \limsup_{k \to \infty} \left[ (1 - t) U_{\pi_{k,t}}^{\beta(K,N)}(\mu_{k,0}) + t U_{\pi_{k,t}}^{\beta(K,N)}(\mu_{k,1}) \right] \leq (1 - t) U_{\pi,t}^{\beta(K,N)}(\mu_0) + t U_{\pi,t}^{\beta(K,N)}(\mu_1), \tag{30.3}
\]
where $\mu_0 = \rho_0 \nu$, $\mu_1 = \rho_1 \nu$, and $\pi$ is an optimal coupling between $\mu_0$ and $\mu_1$.

It only remains to check that $\text{Spt} \nu$ is indeed geodesic; this is not a priori obvious since it needs not be totally convex. Let $x_0, x_1$ be any two points in $\text{Spt} \nu$; then for any $r > 0$, we have $\nu[B_r(x_0)] > 0$, $\nu[B_r(x_1)] > 0$; so it makes sense to define $\mu_0 = 1_{B_r(x_0)}/\nu[B_r(x_0)]$, and $\mu_1 = 1_{B_r(x_1)}/\nu[B_r(x_1)]$. The preceding reasoning shows that there is a random geodesic $\gamma^{(r)}$ which lies entirely in $\text{Spt} \nu$, and whose endpoints belong to $B_r(x_0)$ and $B_r(x_1)$. By Ascoli’s theorem, there is a subsequence $r_j \to 0$ such that $\gamma^{(r_j)}$ converges uniformly to some random geodesic $\gamma$, which necessarily satisfies $\gamma_0 = x_0$, $\gamma_1 = x_1$, and lies entirely in $\text{Spt} \nu$. So $\text{Spt} \nu$ satisfies the axioms of a geodesic space. 

**Displacement convexity**

The definition of weak $\text{CD}(K,N)$ spaces is based upon displacement convexity inequalities, but these inequalities are only required to hold under the assumption that $\mu_0$ and $\mu_1$ are compactly supported. To exploit the full strength of displacement convexity inequalities, it is important to get rid of this restriction.

The next theorem shows that the functionals appearing in Definition 29.1 can be extended to measures $\mu$ that are not compactly supported, provided that the nonlinearity $U$ belongs to some $\mathcal{DC}_N$ class, and the measure $\mu$ admits a moment of order $p$, where $N$ and $p$ are related through the behavior of $\nu$ at infinity. Recall Conventions 17.10 and 17.30 from Part II.

**Theorem 30.4 (Domain of definition of $U_\nu$ and $U_{\pi,\nu}^\beta$ on non-compact spaces).** Let $(\mathcal{X}, d)$ be a boundedly compact Polish space, equipped with a locally finite measure $\nu$, and let $z$ be any point in $\mathcal{X}$. Let $K \in \mathbb{R}$, $N \in [1, \infty]$, and $U \in \mathcal{DC}_N$. For any measure $\mu$ on $\mathcal{X}$, introduce its Lebesgue decomposition with respect to $\nu$:

$$\mu = \rho \nu + \mu_\#.$$

Let $\pi(dy|x)$ be a family of conditional probability measures on $\mathcal{X}$, indexed by $x \in \mathcal{X}$, and let $\pi(dx \, dy) = \mu(dx) \pi(dy|x)$ be the associated coupling with first marginal $\mu$. Assume that
\[
\int_{X \times X} d(x, y)^2 \pi(dx \, dy) < +\infty; \quad \int_X d(z, x)^p \mu(dx) < +\infty,
\]
where \( p \geq 2 \) is such that
\[
\begin{aligned}
&\int_X \frac{d\nu(x)}{[1 + d(z, x)]^{p(N-1)}} < +\infty \quad (N < \infty) \\
&\exists c > 0; \quad \int_X e^{-c d(z, x)^p} \nu(dx) < +\infty \quad (N = \infty).
\end{aligned}
\]

Then for any \( t \in [0, 1] \) the following expressions make sense in \( \mathbb{R} \cup \{ \pm \infty \} \) and can be taken as generalized definitions of the functionals appearing in Definition 29.1:

\[
U_{\nu}(\mu) := \int_X U(\rho(x)) \nu(dx) + U'(\infty) \mu_s[\mathcal{X}];
\]

\[
U^{(K,N)}_{\pi,\nu}(\mu) := \int_{X \times X} U \left( \frac{\rho(x)}{\beta_t^{(K,N)}(x, y)} \right) \beta_t^{(K,N)}(x, y) \pi(dy|x) \nu(dx) + U'(\infty) \mu_s[\mathcal{X}],
\]

where the right-hand side really should be understood as
\[
\lim_{N' \downarrow N} \int_{X \times X} U \left( \frac{\rho(x)}{\beta_t^{(K,N')}}(x, y) \right) \beta_t^{(K,N')} (x, y) \pi(dy|x) \nu(dx) + U'(\infty) \mu_s[\mathcal{X}].
\]

Even if there is no such \( p, U^{(K,N)}_{\pi,\nu}(\mu) \) still makes sense for any \( \mu \in P_c(\mathcal{X}) \).

**Proof of Theorem 30.4.** The proof is the same as for Theorem 17.28 and Application 17.29, with only two minor differences: (a) \( \rho \) is not necessarily a probability density, but still its integral is bounded above by 1; (b) there is an additional term \( U'(\infty) \mu_s[\mathcal{X}] \in \mathbb{R} \cup \{ +\infty \} \).

The next theorem is the final goal of this section: It extends the displacement convexity inequalities of Definition 29.8 to noncompact situations.

**Theorem 30.5 (Displacement convexity inequalities in weak CD\((K, N)\) spaces).** Let \( N \in [1, \infty] \), let \((X, d, \nu)\) be a weak CD\((K, N)\) space, and let \( p \in [2, +\infty) \cup \{ c \} \) satisfy condition (30.4). Let \( \mu_0 \) and
\(\mu_1\) be two probability measures in \(P_p(\mathcal{X})\), whose supports are included in \(\text{Spt} \nu\). Then there exists a Wasserstein geodesic \((\mu_t)_{0 \leq t \leq 1}\), and an associated optimal coupling \(\pi\) of \((\mu_0, \mu_1)\) such that, for all \(0 \leq t \leq 1\),

\[
U_\nu(\mu_t) \leq (1 - t) U_{\pi(1-t)}^{\beta(K,N)}(\mu_0) + t U_{\pi(t)}^{\beta(K,N)}(\mu_1).
\]

(30.5)

Furthermore, if \(N = \infty\), one also has

\[
U_\nu(\mu_t) \leq (1 - t) U_\nu(\mu_0) + t U_\nu(\mu_1) - \frac{\lambda(K,U) t(1-t)}{2} W_2(\mu_0, \mu_1)^2.
\]

(30.6)

where

\[
\lambda(K,U) = \inf_{r > 0} \frac{Kp(r)}{r} = \begin{cases} Kp'(0) & \text{if } K > 0 \\ 0 & \text{if } K = 0 \\ Kp'(\infty) & \text{if } K < 0. \end{cases}
\]

(30.7)

These inequalities are the starting point for all subsequent inequalities considered in the present chapter.

The proof of Theorem 30.5 will use two auxiliary results, which generalize Theorems 29.20(i) and (iii) to noncompact situations. These are definitely not the most general results of their kind, but they will be enough to derive displacement convexity inequalities with a lot of generality. As usual, I shall denote by \(M_+(\mathcal{X})\) the set of finite (non-negative) Borel measures on \(\mathcal{X}\), and by \(L^1_+(\mathcal{X})\) the set of nonnegative \(\nu\)-integrable measurable functions on \(\mathcal{X}\). Recall from Definition 6.8 the notion of (weak) convergence in \(P_2(\mathcal{X})\).

**Theorem 30.6 (Lower semicontinuity of \(U_\nu\) again).** Let \((\mathcal{X}, d)\) be a boundedly compact Polish space, equipped with a locally finite measure \(\nu\) such that \(\text{Spt} \nu = \mathcal{X}\). Let \(U : \mathbb{R}_+ \to \mathbb{R}\) be a continuous convex function, with \(U(0) = 0\), \(U(r) \geq -cr\) for some \(c \in \mathbb{R}\). Then

(i) For any \(\mu \in M_+(\mathcal{X})\) and any sequence \((\mu_k)_{k \in \mathbb{N}}\) converging weakly to \(\mu\) in \(M_+(\mathcal{X})\),

\[U_\nu(\mu) \leq \liminf_{k \to \infty} U_\nu(\mu_k).\]

(ii) Assume further that \(\mu \in P_2(\mathcal{X})\), and let \(\beta(x,y)\) be a positive measurable function on \(\mathcal{X} \times \mathcal{X}\), with \(|\log \beta(x,y)| = O(d(x,y)^2)\). Then there is a sequence \((\mu_k)_{k \in \mathbb{N}}\) of compactly supported probability measures on \(\mathcal{X}\) such that
\[
\mu_k \xrightarrow[k \to \infty]{} \mu \quad \text{in } P_2(\mathcal{X}),
\]
and for any sequence of probability measures \((\pi_k)_{k \in \mathbb{N}}\) such that the first marginal of \(\pi_k\) is \(\mu_k\), and the second one is \(\mu_{k,1}\), the limits
\[
\begin{aligned}
\pi_k & \xrightarrow[k \to \infty]{} \pi \\
\int d(x,y)^2 \pi_k(dx\,dy) & \xrightarrow[k \to \infty]{} \int d(x,y)^2 \pi(dx\,dy) \\
\mu_{k,1} & \xrightarrow[k \to \infty]{} \mu_1 \quad \text{in } P_2(\mathcal{X})
\end{aligned}
\]
imply
\[
\lim_{k \to \infty} U_\beta^{\pi_k,\nu}(\mu_k) = U_\beta^\pi(\mu).
\]

**Proof of Theorem 30.6.** First of all, we may reduce to the case when \(U\) is valued in \(\mathbb{R}_+\), just replacing \(U\) by \(r \to U(r) + c r\). So in the sequel \(U\) will be nonnegative.

Let us start with (i). Let \(z\) be an arbitrary base point, and let \((\chi_R)_{R > 0}\) be a \(z\)-cutoff as in the Appendix (that is, a family of cutoff continuous functions that are identically equal to 1 on a ball \(B_R(z)\) and identically equal to 0 outside \(B_{R+1}(z)\)). For any \(R > 0\), write
\[
U_\nu(\chi_R \mu) = \int U(\chi_R \rho) d\nu + U'(\infty) \int \chi_R d\mu.
\]
Since \(U\) is convex nonnegative with \(U(0) = 0\), it is nondecreasing; by the monotone convergence theorem,
\[
U_\nu(\chi_R \mu) \xrightarrow[R \to \infty]{} U_\nu(\mu).
\]
In particular,
\[
U_\nu(\mu) = \sup_{R > 0} U_\nu(\chi_R \mu). \tag{30.8}
\]

On the other hand, for each fixed \(R\), we have
\[
U_\nu(\chi_R \mu) = U_{\chi_R,1,\nu}(\chi_R \mu),
\]
and then we can apply Proposition 29.19(i) with the compact space \((B_{R+1}(z), \nu)\), to get
\[
U_\nu(\chi_R \mu) = \sup \left\{ \int_X \varphi \chi_R d\mu - \int_X U^*(\varphi) \chi_{R+1} d\nu ; \quad \varphi \in C_b(B_{R+1}(z)), \varphi \leq U'(\infty) \right\}.
\]
The function $\varphi \chi_R$, extended by 0 outside of $B_{R+1}$, defines a bounded continuous function on the whole of $\mathcal{X}$, so $\mu \mapsto \int \varphi \chi_R \, d\mu$ is continuous with respect to the weak topology of convergence against bounded continuous functions. Thus $U_\nu(\chi_R \mu)$ is a lower semicontinuous function of $\mu$. This combined with (30.8) shows that $U_\nu$ is a lower semicontinuous function of $\mu$, which establishes (i).

Let us now turn to the proof of (ii), which is more tricky. As before I shall assume that $U$ is nonnegative. Let $B_R = B_R(z)$. Again, let $(\chi_R)_{R>0}$ be a $z$-cutoff as in the Appendix. For $k$ large enough, $\int \chi_R \, d\mu \geq 1/2$. Define

$$\mu_k = \frac{\chi_k \mu}{\int \chi_k \, d\mu}.$$ 

We’ll see that $\mu_k$ does the job. The proof will use truncation and regularization into continuous functions.

So let $(\pi_k)$ be as in the theorem. Define

$$\mu^{(R)} = \frac{\chi_R \mu}{\int \chi_R \, d\mu}; \quad Z^{(R)} = \int \chi_R \, d\mu.$$

Let $\rho^{(R)}$ be the density of the absolutely continuous part of $\mu^{(R)}$, and $\mu^{(R)}_s$ be the singular part. It is obvious that $\rho^{(R)}$ converges to $\rho$ in $L^1(\nu)$ and $\mu^{(R)}_s[\mathcal{X}] \to \mu_s[\mathcal{X}]$ as $R \to \infty$.

Next, define

$$\left\{ \begin{array}{l}
\pi^{(R)}(dy|x) = \chi_R(y) \pi(dy|x) + \left( \int [1 - \chi_R(y')] \pi(dy'|x) \right) \delta_z; \\
\pi^{(R)}(dx \, dy) = \mu^{(R)}(dx) \pi^{(R)}(dy|x).
\end{array} \right.$$

Note that $\pi^{(R)}$ is a probability measure supported in $B_R \times B_R$.

Further, define $\mu^{(R)}_k$, $Z^{(R)}_k$, $\rho^{(R)}_k$, $\mu^{(R)}_{k,s}$, $\pi^{(R)}_k(dy|x)$, $\pi^{(R)}_k(dx \, dy)$ in a similar way, just replacing $\mu$ by $\mu_k$. The explicit formula

$$\int \Psi \, d\pi^{(R)}_k = \int \Psi(x, y) \chi_R(y) \pi_k(dx \, dy) + \int \Psi(x, z) \left[ 1 - \chi_R(y) \right] \pi_k(dx \, dy)$$

shows that $\pi^{(R)}_k$ converges to $\pi^{(R)}$ as $k \to \infty$, for any fixed $R$.

The plan is to first replace the original expressions by the expressions with the superscript $(R)$, and then to pass to the limit as $k \to \infty$ for fixed $R$. For that I will distinguish two cases.
In the last expression, the second term inside brackets is bounded by

\[ \left| U^{\beta}_{\pi,\nu}(\mu) - U^{\beta}_{\pi,\nu}(\mu) \right| \]

\[
\leq \left| \int \left( \frac{\rho(R)(x)}{\beta(x, y)} \right) \beta(x, y) \pi^{(R)}(dy|x) \nu(dx) \right|
\]

\[
+ \left( \frac{\rho(x)}{\beta(x, y)} \right) \beta(x, y) \left[ 1 - \chi_R(y) \right] \pi(dx|y) \nu(dx)
\]

\[
+ \left. \int \beta(x, y) \left( \int [1 - \chi_R(y')] \pi(dx|y) \delta_{y=y'} \right) \right| \delta_{y=y} \nu(dx)
\]

\[
+ \left| \int \left( \frac{\rho(x)}{\beta(x, y)} \right) \beta(x, y) \left[ 1 - \chi_R(y) \right] \pi(dx|y) \nu(dx) \right|
\]

\[
\leq \left| \int \left( \frac{\rho(R)(x)}{\beta(x, y)} \right) \beta(x, y) \left[ 1 - \chi_R(y) \right] \pi(dx|y) \nu(dx) \right|
\]

\[
+ \left( \frac{\rho(x)}{\beta(x, y)} \right) \beta(x, y) \left[ 1 - \chi_R(y) \right] \pi(dx|y) \nu(dx)
\]

\[
+ \left( \frac{\rho(x)}{\beta(x, y)} \right) \beta(x, y) \left[ 1 - \chi_R(y') \right] \pi(dx|y) \nu(dx)
\]

\[
+ \left| \mu_{\pi}^{(R)}[\mathcal{X}] - \mu_{\pi}[\mathcal{X}] \right|
\]

\[
\leq \left| \int \left( \frac{\rho(R)(x)}{\beta(x, y)} \right) \beta(x, y) \left[ 1 - \chi_R(y) \right] \pi(dx|y) \nu(dx) \right|
\]

\[
+ \left( \frac{\rho(x)}{\beta(x, y)} \right) \beta(x, y) \left[ 1 - \chi_R(y) \right] \pi(dx|y) \nu(dx)
\]

\[
+ \left( \frac{\rho(x)}{\beta(x, y)} \right) \beta(x, y) \left[ 1 - \chi_R(y') \right] \pi(dx|y) \nu(dx)
\]

\[
+ \left| \mu_{\pi}^{(R)}[\mathcal{X}] - \mu_{\pi}[\mathcal{X}] \right|
\]

In the last expression, the second term inside brackets is bounded by

\[
2 \int_{d(z,y) \geq R} \pi(dx, dy) = 2 \int_{d(z,y) \geq R} \mu_1(dy) \leq \frac{2}{R^2} \int d(z,y)^2 \mu_1(dy).
\]

**Conclusion:** There is a constant $C$ such that

\[
\left| U^{\beta}_{\pi,\nu}(\mu) - U^{\beta}_{\pi,\nu}(\mu) \right| \leq C \left( \|\rho^{(R)} - \rho\|_{L^1(\nu)} + \left| \mu_{\pi}^{(R)}[\mathcal{X}] - \mu_{\pi}[\mathcal{X}] \right| \right.
\]

\[
+ \left. \frac{1}{R^2} \int d(z,y)^2 \mu_1(dy) \right).
\]

(30.9)
Similarly,\(^1\)
\[
\left| U_\beta^{\pi_k,\nu}(\mu_k) - U_\beta^{\pi_k,\nu}(\mu_k) \right| \leq C\left( \| \rho_k^{(R)} - \rho_k \|_{L^1(\nu)} + \left| \mu_k^{(R)} - \mu_{k,s} \right| \right)
+ \frac{1}{R^2} \int d(z,y)^2 \mu_{k,1}(d\gamma).
\]
(30.10)

Note that for \( k \geq R \), \( \rho_k^{(R)} = \rho^{(R)} \), and \( \mu_k^{(R)} = \mu^{(R)} \). Then in view of the definition of \( \mu_k \) and the fact that \( \int d(z,y)^2 \mu_{k,1}(d\gamma) \) is bounded, we easily deduce from (30.9) and (30.10) that
\[
\lim_{R \to \infty} \left| U_\beta^{\pi_k,\nu}(\mu_k) - U_\beta^{\pi_k,\nu}(\mu_k) \right| = 0;
\]
\[
\lim_{R \to \infty} \limsup_{k \to \infty} \left| U_\beta^{\pi_k,\nu}(\mu_k) - U_\beta^{\pi_k,\nu}(\mu_k) \right| = 0.
\]

So to prove the result, it is sufficient to establish that for fixed \( R \),
\[
\lim_{k \to \infty} U_\beta^{\pi_k,\nu}(\mu_k) = U_\beta^{\pi_k,\nu}(\mu_k).
\]
(30.11)

The interest of this reduction is that all probability measures \( \mu_k^{(R)} \) (resp. \( \pi_k^{(R)} \)) are now supported in a common compact set, namely the closed ball \( B_{2R} \) (resp. \( B_{2R} \times B_{2R} \)). Note that \( \mu_k^{(R)} \) converges to \( \mu^{(R)} \).

If \( k \) is large enough, \( \mu_k^{(R)} = \mu^{(R)} \), so (30.11) becomes
\[
U_\beta^{\pi_k,\nu}(\mu_k) \to U_\beta^{\pi_k,\nu}(\mu_k).
\]

In the sequel, I shall drop the superscript \( (R) \), so the goal will be
\[
U_\beta^{\pi_k,\nu}(\mu) \to U_\beta^{\pi_k,\nu}(\mu).
\]

The argument now is similar to the one used in the proof of Theorem 29.20(iii). Define
\[
g(x,y) = U \left( \frac{\rho(x)}{\beta(x,y)} \right) \frac{\beta(x,y)}{\rho(x)},
\]
with the convention that \( g(x,y) = U'(\infty) \) when \( x \in \text{Spt} \mu_s \), and \( g(x,y) = U'(0) \) when \( \rho(x) = 0 \) and \( x \notin \text{Spt} \mu_s \). Then

\(^1\) Here again the notation might be confusing: \( \mu_{k,s} \) stands for the singular part of \( \mu_k \), while \( \mu_{k,1} \) is the second marginal of \( \pi_k \).
\[ U^\beta_{\pi, w_\mu} (\mu) = \int g(x, y) \mu(dx) \pi_k(dy|x) = \int g(x, y) \pi_k(dx dy); \]

\[ U_{\pi, w_\mu} (\mu) = \int g(x, y) \pi(dx dy). \]

Since \( g \in L^1((B_{2R}, \mu); C(B_{2R})) \), by Lemma 29.36 there is a sequence \((\psi_j)_{j \in \mathbb{N}} \) in \( C(B_{2R} \times B_{2R}) \) such that \[ \| \psi_j - g \|_{L^1((B_{2R}, \mu); C(B_{2R}))} \to 0. \]

Then
\[
\sup_{k \in \mathbb{N}} \left| U^\beta_{\pi, w_\mu} (\mu) - \int \psi_j d\pi_k \right| \leq \int \left| g(x, y) - \psi_j(x, y) \right| \pi_k(dx dy) \leq \int \sup_y \left| g(x, y) - \psi_j(x, y) \right| \mu(dx) \xrightarrow{j \to \infty} 0; \tag{30.12}
\]

and for each fixed \( k \),
\[
\int \psi_j d\pi_k \to \int \psi_j d\pi. \tag{30.13}
\]

The combination of (30.12), (30.13) and (30.14) closes the case.

**Case 2: \( U \) is not Lipschitz.** If \( U^\beta_{\pi, w_\mu} (\mu) < +\infty \) then necessarily \( \mu_s[\mathcal{X}] = 0 \). Moreover, there exist positive constants \( a, c \) such that \( U(r) \leq a r \log(2 + r) \) and \( \|U'(r)\| \leq c \log(2 + r) \); in particular, there is \( C > 0 \) such that
\[
\forall x, y \geq 0, \quad |U(x) - U(y)| \leq C |x - y| (\log(2 + x) + \log(2 + y)).
\]

Possibly increasing the value of \( C \), we deduce that
\[
\left| U^\beta_{\pi, w_\mu} (\mu^{(R)}) - U^\beta_{\pi, w_\mu} (\mu) \right| \leq C \int \left| \frac{\rho^{(R)}(x)}{\rho(x)} - \frac{\rho(x)}{\beta(x, y)} \right| \left( \log(2 + \rho(x)) + \log\left(2 + \frac{1}{\beta(x, y)}\right) \right.
\[
\left. + \log(2 + \rho^{(R)}(x)) \right) \beta(x, y) \pi^{(R)}(dy|x) \nu(dx) + C \int \frac{\rho(x)}{\beta(x, y)} \left[ \log(2 + \rho(x)) + \log\left(2 + \frac{1}{\beta(x, y)}\right) \right] \beta(x, y) \left[ 1 - \chi_R(y) \right] \pi(dy|x) \nu(dx) + C \int \frac{\rho(x)}{\beta(x, y)} \left[ \log(2 + \rho(x)) + \log\left(2 + \frac{1}{\beta(x, y)}\right) \right] \beta(x, y) \left( \int \left[ 1 - \chi_R(y') \right] \pi(dy'|x) \right) \delta_{y = z} \nu(dx).}
Using $\rho^{(R)} \leq 2\rho$, $\log(1/\beta) \leq C d(x,y)^2$ and reasoning as in the first case, we can bound the above expression by

$$C \int |\rho^{(R)}(x) - \rho(x)| \log(2 + \rho(x)) \nu(dx)$$

$$+ C \int \rho^{(R)}(x) - \rho(x)| \log(2 + \rho(x)) \nu(dx)$$

$$+ C \int \rho(x) \log(2 + \rho(x)) [1 - \chi_R(y)] \pi(dy|x) \nu(dx)$$

$$+ C \int \rho(x) (1 + d(x,y)^2) [1 - \chi_R(y)] \pi(dy|x) \nu(dx)$$

$$\leq C \int |\rho^{(R)}(x) - \rho(x)| \log(2 + \rho(x)) \nu(dx)$$

$$+ C (1 + D^2) \int |\rho^{(R)}(x) - \rho(x)| \nu(dx)$$

$$+ C \int_{d(x,y) \geq D} |\rho^{(R)}(x) - \rho(x)| (1 + d(x,y)^2) \pi(dy|x) \nu(dx)$$

$$+ C \log(2 + M) \int \rho(x) \log(2 + \rho(x)) \pi(dy|x) \nu(dx)$$

$$+ C \int_{\rho(x) \geq M} \rho(x) \log(2 + \rho(x)) \pi(dy|x) \nu(dx)$$

$$+ C (1 + D^2) \int \rho(x) [1 - \chi_R(y)] \pi(dy|x) \nu(dx)$$

$$+ C \int_{d(x,z) \geq D} \rho(x) (1 + d(x,z)^2) \pi(dy|x) \nu(dx)$$

$$\leq C (1 + D^2) \int |\rho^{(R)}(x) - \rho(x)| \log(2 + \rho(x)) \nu(dx)$$

$$+ C \int_{d(x,y) \geq D} [1 + d(x,y)^2] \pi(dx dy)$$

$$+ C \int_{d(x,z) \geq D} [1 + d(x,z)^2] \pi(dx dy)$$

$$+ C (\log(2 + M) + (1 + D^2)) \int [1 - \chi_R(y)] \pi(dx dy)$$

$$+ C \int_{\rho \geq M} \rho \log(2 + \rho) d\nu.$$
Since \( d(x, y)^2 1_{d(x, y) \geq D} \leq d(x, z)^2 1_{d(x, z) \geq D/2} + d(y, z)^2 1_{d(y, z) \geq D/2} \), the above expression can in turn be bounded by

\[
C (1 + D^2) \int |\rho^{(R)} - \rho| \log(2 + \rho) \, d\nu + C \int_{d(z,x) \geq D/2} [1 + d(x, z)^2] \mu(dx)
+ C \int_{d(z,y) \geq D/2} [1 + d(y, z)^2] \mu_1(dy) + C \int_{\rho \geq M} \rho \log(2 + \rho) \, d\nu
+ C \frac{(\log(2 + M) + D^2)}{R^2} \int_{d(z,y) \geq D/2} d(z, y)^2 \mu_1(dy).
\]

Of course this bound converges to 0 if \( R \to \infty \), then \( M, D \to \infty \).

Similarly, \( |U^{\beta}_{\pi_k^{(R)}}(\mu_k^{(R)}) - U^{\beta}_{\pi_k^{(R)}}(\mu_k)| \) is bounded by

\[
C (1 + D^2) \int |\rho^{(R)} - \rho| \log(2 + \rho) \, d\nu + C \int_{d(z,x) \geq D/2} [1 + d(x, z)^2] \mu(dx)
+ C \int_{d(z,y) \geq D/2} [1 + d(y, z)^2] \mu_{k,1}(dy) + C \int_{\rho \geq M} \rho \log(2 + \rho) \, d\nu
+ C \frac{(\log(2 + M) + D^2)}{R^2} \int_{d(z,y) \geq D/2} d(z, y)^2 \mu_{k,1}(dy).
\]

By letting \( k \to \infty \), then \( R \to \infty \), then \( M, D \to \infty \) and using the definition of convergence in \( P_2(\mathcal{X}) \), we conclude that

\[
\limsup_{k \to \infty} |U^{\beta}_{\pi_k^{(R)}}(\mu_k^{(R)}) - U^{\beta}_{\pi_k^{(R)}}(\mu_k)| \xrightarrow{R \to \infty} 0.
\]

From that point on, the proof is similar to the one in the first case. (To prove that \( g \in L^1(B_{2R}; C(B_{2R})) \) one can use the fact that \( \beta \) is bounded from above and below by positive constants on \( B_{2R} \times B_{2R} \), and apply the same estimates as in the proof of Theorem 29.20(ii).) \( \square \)

Proof of Theorem 30.5. By an approximation theorem as in the proof of Proposition 29.12, we may restrict to the case when \( U \) is nonnegative; we may also assume that \( U \) is Lipschitz (in case \( N < \infty \)) or that it behaves at infinity like \( ar \log r + br \) (in case \( N = \infty \)). By approximating \( N \) by \( N' > N \), we may also assume that the distortion coefficients \( \beta^{(K,N)}_t(x,y) \) are locally bounded and \( |\log \beta^{(K,N)}_t(x,y)| = O(d(x,y)^2) \).

Let \( (\mu_{k,0})_{k \in \mathbb{N}} \) (resp. \( (\mu_{k,1})_{k \in \mathbb{N}} \)) be a sequence converging to \( \mu_0 \) (resp. to \( \mu_1 \)) and satisfying the conclusions of Theorem 30.6(ii). For each \( k \) there is a Wasserstein geodesic \( (\mu_{k,t})_{0 \leq t \leq 1} \) and an associated coupling \( \pi_k \) of \( (\mu_{k,0}, \mu_{k,1}) \) such that
Further, let $\Pi_k$ be a dynamical optimal transference plan such that $(e_t)\#\Pi_k = \mu_{k,t}$ and $(e_0, e_1)\#\Pi_k = \pi_k$. Since the sequence $\mu_{k,0}$ converges weakly to $\mu_0$, its elements belong to a compact subset of $P(\mathcal{X})$; the same is true of the measures $\mu_{k,1}$. By Theorem 7.21 the families $(\mu_{k,t})_{0 \leq t \leq 1}$ belong to a compact subset of $C([0,1]; P(\mathcal{X}))$; and also the dynamical optimal transference plans $\Pi_k$ belong to a compact subset of $P(C([0,1]; \mathcal{X}))$. So up to extraction of a subsequence we may assume that $\Pi_k$ converges to some $\Pi$, $(\mu_{k,t})_{0 \leq t \leq 1}$ converges to some path $(\mu_t)_{0 \leq t \leq 1}$ (uniformly in $t$), and $\pi_k$ converges to some $\pi$. Since the evaluation map is continuous, it is immediate that $\pi = (e_0, e_1)\#\Pi$ and $\mu_t = (e_t)\#\Pi$.

By Theorem 30.6(i), $U_\nu(\mu_t) \leq \liminf_{k \to \infty} U_\nu(\mu_{k,t})$. Then, by construction (and Theorem 30.6(ii)),

$$\left\{ \begin{array}{l}
\limsup_{k \to \infty} U^{\beta_{K,N}}_{\pi,\nu}(\mu_{k,0}) \leq U^{\beta_{K,N}}_{\pi,\nu}(\mu_0) \\
\limsup_{k \to \infty} U^{\beta_{K,N}}_{\pi,\nu}(\mu_{k,1}) \leq U^{\beta_{K,N}}_{\pi,\nu}(\mu_1).
\end{array} \right.$$ 

The desired inequality (30.5) follows by plugging the above into (30.15).

To deduce (30.6) from (30.5), I shall use a reasoning similar to the one in the proof of Theorem 20.10. Since $N = \infty$, Proposition 17.7(ii) implies $U'(\infty) = +\infty$ (save for the trivial case where $U$ is linear), so we may assume that $\mu_0$ and $\mu_1$ are absolutely continuous with respect to $\nu$, with respective densities $\rho_0$ and $\rho_1$. The convexity of $u : \delta \mapsto U(e^{-\delta})e^\delta$ implies

$$U\left(\frac{\rho_1(x_1)}{\beta_1^{(K,\infty)}(x_0, x_1)}\right) \frac{\beta_1^{(K,\infty)}(x_0, x_1)}{\rho_1(x_1)} \leq U(\rho_1(x_1)) - \frac{1}{\rho_1(x_1)}$$

$$+ \frac{\beta_1^{(K,\infty)}(x_0, x_1)}{\rho_1(x_1)} p\left(\frac{\rho_1(x_1)}{\beta_1^{(K,\infty)}(x_0, x_1)}\right) \left(\log \frac{1}{\rho_1(x_1)} - \log \frac{\beta_1^{(K,\infty)}(x_0, x_1)}{\rho_1(x_1)}\right)$$

$$= U(\rho_1(x_1)) - \frac{\beta_1^{(K,\infty)}(x_0, x_1)}{\rho_1(x_1)} p\left(\frac{\rho_1(x_1)}{\beta_1^{(K,\infty)}(x_0, x_1)}\right) \frac{K}{6} (1 - t^2) d(x_0, x_1)^2$$

$$\leq U(\rho_1(x_1)) - \lambda(K, U) \left(1 - \frac{t^2}{6}\right) d(x_0, x_1)^2.$$
so
\[ U^{\beta_{(K,\infty)}}_{\pi,\nu}(\mu_1) \leq U_\nu(\mu_1) - \lambda(K,U) \left( \frac{1 - t^2}{6} \right) W_2(\mu_0, \mu_1)^2. \] (30.16)

Similarly,
\[ U^{\beta_{(K,\infty)}}_{\pi,\nu}(\mu_0) \leq U_\nu(\mu_0) - \lambda(K,U) \left( \frac{1 - (1-t)^2}{6} \right) W_2(\mu_0, \mu_1)^2. \] (30.17)

Then (30.6) follows from (30.5), (30.16), (30.17) and the identity
\[ t \left( \frac{1 - t^2}{6} \right) + (1-t) \left( \frac{1 - (1-t)^2}{6} \right) = \frac{t(1-t)}{2}. \]
\[ \square \]

**Brunn–Minkowski inequality**

The next theorem can be taken as the first step to control volumes in weak CD$(K,N)$ spaces:

**Theorem 30.7 (Brunn–Minkowski inequality in weak CD$(K,N)$ spaces).** Let $K \in \mathbb{R}$ and $N \in [1, \infty]$. Let $(X, d, \nu)$ be a weak CD$(K,N)$ space, let $A_0, A_1$ be two compact subsets of $\text{Spt}\, \nu$, and let $t \in (0,1)$. Then:

- If $N < \infty$,
  \[ \nu[[A_0, A_1]_t]^\frac{1}{N} \geq (1-t) \left[ \inf_{(x_0, x_1) \in A_0 \times A_1} \beta_{1-t}^{(K,N)}(x_0, x_1) \right] \nu[A_0]^\frac{1}{N} \right. \\
  \left. + t \left[ \inf_{(x_0, x_1) \in A_0 \times A_1} \beta_{1-t}^{(K,N)}(x_0, x_1) \right] \nu[A_1]^\frac{1}{N}. \] (30.18)

- In particular, if $N < \infty$ and $K \geq 0$, then
  \[ \nu[[A_0, A_1]_t]^\frac{1}{N} \geq (1-t) \nu[A_0]^\frac{1}{N} + t \nu[A_1]^\frac{1}{N}. \] (30.19)
• If $N = \infty$, then

$$
\log \frac{1}{\nu([A_0, A_1]_t)} \leq (1 - t) \log \frac{1}{\nu[A_0]} + t \log \frac{1}{\nu[A_1]}
- \frac{Kt(1-t)}{2} \sup_{x_0 \in A_0, x_1 \in A_1} d(x_0, x_1)^2.
$$

(30.20)

Proof of Theorem 30.7. The proof is the same, mutatis mutandis, as the proof of Theorem 18.5: Use the regularity of $\nu$ to reduce to the case when $\nu[A_0], \nu[A_1] > 0$; then define $\mu_0 = (1_{A_0}/\nu[A_0])\nu$, $\mu_1 = (1_{A_1}/\nu[A_1])\nu$, and apply the displacement convexity inequality from Theorem 30.5 with the nonlinearity $U(r) = -r^{1-1/N}$ if $N < \infty$, $U(r) = r \log r$ if $N = \infty$.

Remark 30.8. The result fails if $A_0, A_1$ are not assumed to lie in the support of $\nu$. (Take $\nu = \delta_{x_0}$, $x_1 \neq x_0$, and $A_0 = \{x_0\}$, $A_1 = \{x_1\}$.)

Here are two interesting corollaries:

Corollary 30.9 (Nonatomicity of the support). Let $K \in \mathbb{R}$ and $N \in [1, \infty]$. If $(\mathcal{X}, d, \nu)$ is a weak $\text{CD}(K, N)$ space, then either $\nu$ is a Dirac mass, or $\nu$ has no atom.

Corollary 30.10 (Exhaustion by intermediate points). Let $K \in \mathbb{R}$ and $N \in [1, \infty)$. Let $(\mathcal{X}, d, \nu)$ be a weak $\text{CD}(K, N)$ space, let $A$ be a compact subset of $\text{Spt} \nu$, and let $x \in A$. Then

$$
\nu[[x, A]_t] \xrightarrow{t \to 1} \nu[A].
$$

Proof of Corollary 30.9. This corollary will be derived as a consequence of (30.20). By Theorem 30.2, we may assume without loss of generality that $\text{Spt} \nu = \mathcal{X}$. Suppose that $\nu$ has an atom, i.e. some $x_0 \in \mathcal{X}$ with $\nu[[x_0]] > 0$; and yet $\nu \neq \delta_{x_0}$, so that $\nu[\mathcal{X} \setminus \{x_0\}] > 0$. Define $A_0 = \{x_0\}$ and let $A_1$ be some compact subset of $\mathcal{X} \setminus \{x_0\}$ such that $\nu[A_1] > 0$. For $t > 0$, $[A_0, A_1]_t$ does not contain $x_0$, but it is included in a ball that shrinks around $x_0$; it follows that $\nu[[A_0, A_1]_t]$ converges to 0 as $t \to 0$. So $\log(1/\nu[[A_0, A_1]_t]) \to +\infty$ as $t \to 0$; but this contradicts (30.20).

Proof of Corollary 30.10. Define $R = \max\{d(x, a); a \in A\}$. Then $[x, A]_t \subset A^{(1-t)R} = \{y; d(y, A) \leq (1-t)R\}$; so $\nu[[x, A]_t] \leq \nu[A^{(1-t)R}]$. The limit $t \to 1$ yields
\[
\limsup_{t \to 1} \nu([x, A])^t \leq \nu[A]. \quad (30.21)
\]

This was the easy part, which does not need the CD(K, N) condition.

To prove the lower bound, apply (30.18) with \( A_0 = \{x\}, A_1 = A \):

This results in

\[
\nu([x, A])^t \geq t \inf_{a \in A} \beta^{(K,N)}_t(x, a) \nu[A]^t. 
\]

As \( t \to 1 \), \( \inf \beta^{(K,N)}_t(x, a) \) converges to 1, so we may pass to the \( \liminf \) and recover

\[
\liminf_{t \to 1} \nu([x, A]) \geq \nu[A].
\]

This combined with (30.21) proves the claim. \( \Box \)

**Bishop–Gromov inequalities**

Once we know that \( \nu \) has no atom, we can get much more precise information and control on the growth of the volume of balls, and in particular prove sharp Bishop–Gromov inequalities for weak CD(K, N) spaces with \( N < \infty \):

**Theorem 30.11 (Bishop–Gromov inequality in metric-measure spaces).** Let \((X, d, \nu)\) be a weak CD(K, N) space and let \( x_0 \in \text{Spt} \nu \). Then, for any \( r > 0 \), \( \nu[B(x_0, r)] = \nu[B(x_0, r)] \). Moreover,

- If \( N < \infty \), then
  \[
  \frac{\nu[B_r(x_0)]}{\int_0^r s^{(K,N)}(t) \, dt} \text{ is a nonincreasing function of } r, \quad (30.22)
  \]
  where \( s^{(K,N)} \) is defined as in Theorem 18.8.
- If \( N = \infty \), then for any \( \delta > 0 \) there exists a constant \( C = C(K_-, \delta, \nu[B_\delta(x_0)], \nu[B_{2\delta}(x_0)]) \), such that for all \( r \geq \delta \),
  \[
  \nu[B_r(x_0)] \leq e^{Cr} e^{(K_-)^2 r^2}, \quad (30.23)
  \]
  \[
  \nu[B_{r+\delta}(x_0) \setminus B_r(x_0)] \leq e^{Cr} e^{-K_+ \frac{\delta^2}{r}} \quad \text{if } K > 0. \quad (30.24)
  \]
In particular, if $K' < K$ then
\[
\int e^{\frac{K'}{2}d(x_0,x)^2} \nu(dx) < +\infty. \tag{30.25}
\]

Before providing the proof of this theorem, I shall state three immediate but important corollaries, all of them in finite dimension.

**Corollary 30.12 (Measure of small balls in weak CD($K,N$) spaces).** Let $(X,d,\nu)$ be a weak CD($K,N$) space and let $z \in \text{Spt} \nu$. Then for any $R > 0$ there is a constant $c = c(K,N,R)$ such that if $B(x_0,r) \subset B(z,R)$ then
\[
\nu[B(x_0,r)] \geq (c \nu[B(z,R)]) r^N.
\]

**Corollary 30.13 (Dimension of weak CD($K,N$) spaces).** If $X$ is a weak CD($K,N$) space with $K \in \mathbb{R}$ and $N \in [1, \infty)$, then the Hausdorff dimension of $\text{Spt} \nu$ is at most $N$.

**Corollary 30.14 (Weak CD($K,N$) spaces are locally doubling).** If $X$ is a weak CD($K,N$) space with $K \in \mathbb{R}$, $N < \infty$, $\text{Spt} \nu = X$, then $(X,d,\nu)$ is $C$-doubling on each ball $B(z,R)$, with a constant $C$ depending only on $K$, $N$ and $R$. In particular if $\text{diam}(X) \leq D$ then $(X,d,\nu)$ is $C$-doubling with a constant $C = C(K,N,D)$.

**Remark 30.15.** Corollary 30.14, combined with the general theory of Gromov–Hausdorff convergence (as exposed in Chapter 27), implies the compactness Theorem 29.32.

**Remark 30.16.** It is natural to ask whether the equality $N = \text{dim}(X)$ in Corollary 30.13 forces $\nu$ to be proportional to the $N$-dimensional Hausdorff measure.

**Proofs of Corollaries 30.12 to 30.14.** If $B(x_0,r) \subset B(z,R)$, then obviously $B(z,R) \subset B(x_0,2R)$, so by (30.22),
\[
\nu[B(x_0,r)] \geq \left( \frac{\int_0^r s^{(K,N)}(t) \, dt}{\int_0^{2R} s^{(K,N)}(t) \, dt} \right) \nu[B(z,R)].
\]

Then Corollary 30.12 follows from the elementary observation that $(\int_0^r s^{(K,N)}(t) \, dt)/r^N$ is bounded below by a positive constant $K(R)$ if $r \leq R$. 

Next, Corollary 30.12 and the definition of Hausdorff measure imply $\mathcal{H}^d[B(z, R)] = 0$ for any $d > N$, where $\mathcal{H}^d$ stands for the $d$-dimensional Hausdorff measure. This gives Corollary 30.13 at once.

Finally, Corollary 30.14 is a consequence of the elementary estimate

$$r \leq R \implies \frac{\int_0^{2r} s(K,N)}{\int_0^r s(K,N)} \leq C(R).$$

\[\square\]

**Proof of Theorem 30.11.** The open ball (resp. closed ball) of center $x_0$ and radius $r$ in the space $(\text{Spt } \nu, d)$ coincides with $B(x_0, r) \cap \text{Spt } \nu$ (resp. $B[x_0, r] \cap \text{Spt } \nu$). So we may use Theorem 30.2 to reduce to the case $X = \text{Spt } \nu$.

Next, we may dismiss the case where $\nu$ is a Dirac mass as trivial; then by Corollary 30.9, we may assume that $\nu$ has no atom.

Let $x_0 \in X$ and $r > 0$. The open ball $B_r(x_0)$ contains $[x_0, B_r(x_0)]$, for all $t \in (0, 1)$. By Corollary 30.10,

$$\nu[B_r(x_0)] \geq \lim_{t \to 1} \nu[x_0, B_r(x_0)] = \nu[B_r(x_0)],$$

so $\nu[B_r(x_0)] = \nu[B_r(x_0)]$.

To prove (30.22), apply the displacement convexity inequality (30.5) in the case when $U(r) = -r^{1-1/N}$, $\mu_0 = \delta_{x_0}$, $\mu_1 = \rho_1 d\nu$, where $\rho_1$ is the normalized indicator function of the set $A_1 = B_{r+\varepsilon}(x) \setminus B_r(x)$; and $U(r) = -r^{1-1/N}$. Note that $U_\nu(\mu_0) = 0$, and apply the same reasoning as in the proof of Theorem 18.8.

To prove (30.23), use inequality (30.20) and a reasoning similar to the proof of Theorem 18.12. \[\square\]

**Uniqueness of geodesics**

It is an important result in Riemannian geometry that for almost any pair of points $(x, y)$ in a complete Riemannian manifold, $x$ and $y$ are linked by a unique geodesic. This statement does not extend to general weak CD$(K,N)$ spaces, as will be discussed in the concluding chapter; however, it becomes true if the weak CD$(K,N)$ criterion is supplemented with a nonbranching condition. Recall that a geodesic space $(X, d)$ is said to be nonbranching if two distinct constant-speed geodesics cannot coincide on a nontrivial interval.
Theorem 30.17 (Unique geodesics in nonbranching CD\((K,N)\) spaces). Let \((X,d,\nu)\) be a nonbranching weak CD\((K,N)\) space with \(K \in \mathbb{R}\) and \(N \in [1,\infty)\). Then for \(\nu \otimes \nu\)-almost any \((x,y) \in X \times X\), there is a unique geodesic joining \(x\) to \(y\). More precisely, for any \(x \in \text{Spt} \nu\), the set of points \(y \in \text{Spt} \nu\) which can be joined to \(x\) by several geodesics has zero measure.

Remark 30.18. The restriction \(N < \infty\) seems natural, but I don’t have a counterexample for \(N = \infty\).

Proof of Theorem 30.17. By Theorem 30.2 we may assume \(\text{Spt} \nu = X\). Let \(x \in X\), \(r > 0\), \(A = B_r(x)\) and \(A_t = [x,B_r(x)]_t \subset B_{tr}(x)\). For any \(z \in A_t\), there is a geodesic \(\gamma\) joining \(x\) to some \(y \in Z\), with \(\gamma(t) = z\). Assume that there is another distinct geodesic \(\tilde{\gamma}\) joining \(x\) to \(z\); up to a rescaling of time, one may assume that also \(\tilde{\gamma}\) is defined on \([0,t]\), so that \(\gamma(0) = x\), \(\tilde{\gamma}(t) = z\). \(\tilde{\gamma}\) might not be defined after time \(t\). Then the curve obtained by concatenation of \(\tilde{\gamma}\) on \([0,t]\) and \(\gamma\) on \([t,1]\) is also a geodesic, and it is distinct from \(\gamma\), which is impossible since it coincides with \(\gamma\) on the nontrivial interval \([t,1]\). The conclusion is that there is one and only one geodesic joining \(x\) to \(z\); it is obtained by reparametrizing the restriction of \(\gamma\) to the interval \([0,t]\).

Let \(Z := \cup_{0 < t < 1} A_t \subset A\). The preceding reasoning shows that for any \(z \in Z\) there is only one geodesic path joining \(x\) to \(z\). The sets \(A_t\) are nondecreasing in \(t\), so

\[
\nu\left[ \bigcup_{0 < t < 1} A_t \right] = \lim_{t \to 1^-} \nu\left[ [x,A]_t \right] = \nu[A],
\]

where the first equality follows from the monotone convergence theorem and the second from Corollary 30.10.

So for any \(k \in \mathbb{N}\), the set \(Z_k\) of points in \(B_k(x)\) which can be joined to \(x\) by several geodesics is of zero measure. The set of points in \(X\) which can be joined to \(x\) by several geodesics is contained in the union of all \(Z_k\), and is therefore of zero measure too. \(\square\)

Regularity of the interpolant

If \(M\) is a smooth Riemannian manifold, then the displacement interpolant \(\mu_t\) between \(\mu_0\) and \(\mu_1\) is absolutely continuous with respect to
the volume measure, as soon as either \( \mu_0 \) or \( \mu_1 \) is absolutely continuous (Theorem 8.5(ii)). It is not known whether this property is still true in weak CD\((K,N)\) spaces; but a weakened version is still available. Moreover, some regularity properties are known to be inherited by the displacement interpolant if they are satisfied by both \( \mu_0 \) and \( \mu_1 \). This is the content of the next theorem. Just as Theorem 30.17, it uses an assumption of finite dimension.

**Theorem 30.19 (Regularity of interpolants in weak CD\((K,N)\) spaces).** Let \((\mathcal{X}, d, \nu)\) be a weak CD\((K,N)\) space with \( K \in \mathbb{R} \) and \( N \in [1, \infty) \). Further, let \( \mu_0, \mu_1 \) be two probability measures in \( P^2(\mathcal{X}) \) with \( \text{Spt} \mu_0 \subset \text{Spt} \nu, \text{Spt} \mu_1 \subset \text{Spt} \nu \). Then:

(i) Assume that both \( \mu_0 \) and \( \mu_1 \) are absolutely continuous with respect to \( \nu \); if \( K < 0 \), further assume that they are compactly supported. Let \((\mu_t)_{0 \leq t \leq 1}\) be a Wasserstein geodesic satisfying the displacement convexity inequalities of Theorem 30.5. Then also \( \mu_t \) is absolutely continuous, for all \( t \in [0, 1] \).

(ii) If either \( \mu_0 \) or \( \mu_1 \) is absolutely continuous, and \( t_0 \in (0, 1) \) is given, then one can find a Wasserstein geodesic joining \( \mu_0 \) to \( \mu_1 \), such that \( \mu_{t_0} \) is also absolutely continuous.

(iii) If either \( \mu_0 \) or \( \mu_1 \) is not purely singular, then one can find a Wasserstein geodesic joining \( \mu_0 \) to \( \mu_1 \), such that for any \( t \in [0, 1] \), \( \mu_t \) is not purely singular.

**Theorem 30.20 (Uniform bound on the interpolant in nonnegative curvature).** Let \((\mathcal{X}, d, \nu)\) be a weak CD\((0, \infty)\) space and let \( \mu_0, \mu_1 \in P^{ac}(\mathcal{X}) \), with bounded respective densities \( \rho_0, \rho_1 \). Let \((\mu_t)_{0 \leq t \leq 1}\) be a Wasserstein geodesic satisfying the displacement convexity inequalities of Theorem 30.5. Then the density \( \rho_t \) of \( \mu_t \) is bounded by \( \max(\sup \rho_0, \sup \rho_1) \).

**Proof of Theorem 30.19.** First assume that \( K \geq 0 \), or, what amounts to the same, \( K = 0 \). Since \( \mu_0 \) and \( \mu_1 \) are absolutely continuous, by the Dunford–Pettis theorem there exists \( \Psi : \mathbb{R}_+ \to \mathbb{R}_+ \) such that

\[
\lim_{r \to -\infty} \frac{\Psi(r)}{r} = +\infty, \quad \int \Psi(\rho_0) \, d\nu < +\infty, \quad \int \Psi(\rho_1) \, d\nu < +\infty.
\]

Thanks to Proposition 17.7(i), one may assume that \( \Psi \) belongs to \( DC_N \). Then the convexity inequality
\[ \Psi_{\nu}(\mu_t) \leq (1 - t) \Psi_{\nu}(\mu_0) + t \Psi_{\nu}(\mu_1) < +\infty \]

shows that \( \mu_t \) is absolutely continuous. This proves (i).

Now consider the case when \( K < 0 \). It is not hard to prove that in the Dunford–Pettis theorem, one may impose \( \Psi \) to have polynomial growth, in the sense that \( 0 \leq U(ar) \leq C(a)[U(r) + 1] \) for any \( a > 1 \). Since \( \mu_0 \) and \( \mu_1 \) are compactly supported, the distortion coefficients \( \beta(x_0, x_1) \) appearing in the right-hand side of the inequalities in Theorem 30.5 are bounded from above and below; then the integrability of \( \Psi(\rho) \) also implies the finiteness of \( \int \beta(x_0, x_1) \Psi(\rho(x_0)/\beta(x_0, x_1)) \pi(dx_1|x_0) \nu(dx_0) \), and the same reasoning as before applies.

To prove (ii), let \( U(r) = -Nr^{1-1/N} \); \( U \in \mathcal{DC}_N \) and \( U'(\infty) = 0 \). Moreover, \( U_\nu(\mu) < 0 \) as soon as \( \mu \) is absolutely continuous. Among all dynamical optimal transport plans \( \Pi \) with \( (e_0)_# \Pi = \mu_0 \), \( (e_1)_# \Pi = \mu_1 \) which satisfy the CD\((K, N)\) displacement convexity inequality, choose one with minimal \( U_\nu(\mu_{t_0}) \). There exists one such dynamical optimal transport plan by compactness of the set of admissible transference plans (Lemma 4.4) and lower semicontinuity of \( U_\nu \) (Theorem 30.6(i)).\(^2\)

Assume that \( \mu_{t_0} \) is not absolutely continuous, i.e. there exists a Borel set \( Z \subset \mathcal{X} \) with \( \nu[Z] = 0 \) and \( \mu_{t_0}[Z] > 0 \). Let \( \Pi'_t \) be the restricted transport obtained by conditioning \( \Pi \) by the event \( \gamma(t_0) \in Z \). The measures \( (e_t)_# \Pi'_t = \mu'_t \) satisfy the following properties: (a) \( \mu'_t \leq \mu_t/\mu_{t_0}[Z] \), and in particular \( \mu'_t \) is absolutely continuous; (b) \( \mu'_t \) is concentrated on \( Z \). So \( U_\nu(\mu'_{t_0}) = 0 \), but \( U_{\pi'_t, t_0'}(\mu'_{t_0}) < 0 \), and

\[ U_\nu(\mu'_{t_0}) \leq (1 - t_0) U_{\pi'_t, t_0'}(\mu'_{t_0}) + t_0 U_{\pi'_t, t_0'}(\mu'_1) \quad (30.26) \]

cannot hold.

On the other hand, there has to be some dynamical optimal transport plan \( \Pi''_t \) such that \( (e_0)_# \Pi''_t = \mu'_0 \), \( (e_1)_# \Pi''_t = \mu'_1 \), and inequality (30.26) holds true with \( \mu'_{t_0} \) replaced by \( \mu''_{t_0} = (e_{t_0})_# \Pi''_t \). In particular, \( U_\nu(\mu''_{t_0}) < U_\nu(\mu'_{t_0}) = 0 \), which implies that \( \mu''_{t_0} \) is not purely singular.

\(^2\) Here I am cheating a bit because Theorem 30.6, in the version which I have stated, assumes \( U(r) \geq -c r \). To deal with this issue, one could prove a more general version of Theorem 30.6; but a simpler remedy is to introduce \( \varepsilon > 0 \) and choose \( U(r) = -Nr^r(t + \varepsilon)^{-1/N} \) instead of \( -Nr^{1-1/N} \). If \( \mu_0 \) and \( \mu_1 \) are compactly supported, one may keep the proof as it is and use Theorem 29.2(i) instead of Theorem 30.6(i).
Now consider the plan $\tilde{\Pi}$ defined by
\[\tilde{\Pi} = \mathbb{P} [\gamma_{t_0} \in Z] \Pi'' + 1_{\gamma_{t_0} \notin Z} \Pi.\] (30.27)
This is still a dynamical optimal transport plan, because
\[
\int d(\gamma_0, \gamma_1)^2 \tilde{\Pi}(d\gamma)
\]
\[= \mathbb{P} [\gamma_{t_0} \in Z] \int d(\gamma_0, \gamma_1)^2 \Pi''(d\gamma) + \int 1_{\gamma_{t_0} \notin Z} d(\gamma_0, \gamma_1)^2 \Pi(d\gamma)
\]
\[= \mathbb{P} [\gamma_{t_0} \in Z] \int d(\gamma_0, \gamma_1)^2 \Pi'(d\gamma) + \int 1_{\gamma_{t_0} \notin Z} d(\gamma_0, \gamma_1)^2 \Pi(d\gamma)
\]
\[= \int d(\gamma_0, \gamma_1)^2 \Pi(d\gamma).
\]
(To pass from the first to the second line I used the fact that $\Pi'$ and $\Pi''$ are displacement optimal transference plans between the same two measures.)

It follows from (30.27) and the $\nu$-negligibility of $Z$ that
\[\hat{\rho}_{t_0} = a \rho''_{t_0} + 1_{\gamma_{t_0} \notin Z} \rho_{t_0} = a \rho''_{t_0} + \rho_{t_0} \quad (\nu\text{-almost surely}),\]
where $\hat{\rho}_{t_0}$, $\rho''_{t_0}$ and $\rho_{t_0}$ respectively stand for the density of the absolutely continuous parts of $\hat{\mu}_{t_0}$, $\mu''_{t_0}$ and $\mu_{t_0}$, and $a = \mathbb{P} [\gamma_{t_0} \in Z] > 0$. Then from the minimality property of $\mu_{t_0}$,
\[
\int U(\rho_{t_0}(x)) \, d\nu(x) = U_\nu(\mu_{t_0}) \leq U_\nu(\hat{\mu}_{t_0}) = \int U(\rho_{t_0}(x)+a \rho''_{t_0}(x)) \, d\nu(x).
\]
Since $a$ is positive and $U$ is strictly decreasing, this inequality is possible only if $\rho''_{t_0} = 0$ almost everywhere, but this would contradict the fact that $\mu''_{t_0}$ is not purely singular. The only possibility left out is that $\mu_{t_0}$ is absolutely continuous. This proves (ii).

Statement (iii) is based on the same principle as (ii), but now this is much simpler: Choose $U(r) = -Nr^{1-1/N}$, and choose a displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ satisfying the convexity inequality
\[U_\nu(\mu_t) \leq (1 - t) U_{\pi_1,\nu}^{d(K,N)} (\mu_0) + t U_{\pi_1,\nu}^{d(K,N)} (\mu_1).
\]
If, say, $\mu_0$ is not purely singular, then the first term on the right-hand side is negative, while the second one is nonpositive. It follows that $U_\nu(\mu_t) < 0$, and therefore $\mu_t$ is not purely singular. \qed
Proof of Theorem 30.20. Let \( \rho_t \) be the density of \( \mu_t \), and let \( U(r) = r^p \), where \( p \geq 1 \). Since \( U \in \mathcal{DC}_\infty \), (30.5) implies

\[
\|\rho_t\|_{L^p(\nu)}^p \leq U(\mu_t) \leq (1 - t) \|\rho_0\|_{L^p(\nu)}^p + t \|\rho_1\|_{L^p(\nu)}^p \leq \max(\|\rho_0\|_{L^p(\nu)}, \|\rho_1\|_{L^p(\nu)})^p.
\]

(30.28)

Since \( \rho_0 \) and \( \rho_1 \) belong to \( L^1(\nu) \) and \( L^\infty(\nu) \), by elementary interpolation they belong to all \( L^p \) spaces, so the right-hand side in (30.28) is also finite, and \( \rho_t \) belongs to \( L^p \). Then take powers \( 1/p \) in both sides of (30.28) and pass to the limit as \( p \to \infty \), to recover

\[
\|\rho_t\|_{L^\infty(\nu)} \leq \max(\|\rho_0\|_{L^\infty(\nu)}, \|\rho_1\|_{L^\infty(\nu)}).
\]

\[\square\]

Remark 30.21. The above argument exploited the fact that in the definition of weak \( \text{CD}(K,N) \) spaces the displacement convexity inequality (29.11) is required to hold for all members of \( \mathcal{DC}_N \) and along a common Wasserstein geodesic.

HWI and logarithmic Sobolev inequalities

There is a generalized notion of Fisher information in a metric-measure space \((X,d,\nu)\):

\[
I_\nu(\mu) = \int \frac{|\nabla \rho|^2}{\rho} \, d\nu, \quad \mu = \rho \nu,
\]

where \( |\nabla \rho| \) is defined by (20.2) (one may also use \( |\nabla \rho| \) in place of \( |\nabla \rho| \)). With this notion, one has the following estimates:

Theorem 30.22 (HWI and log Sobolev inequalities in weak CD\((K,\infty)\) spaces). Let \( K \in \mathbb{R} \) and let \((X,d,\nu)\) be a weak CD\((K,\infty)\) space. Further, let \( \mu_0 \) and \( \mu_1 \) be two probability measures in \( P_2(X) \), such that \( \mu_0 = \rho_0 \nu \) with \( \rho_0 \) Lipschitz. Then

\[
H_\nu(\mu_0) \leq H_\nu(\mu_1) + W_2(\mu_0,\mu_1)\sqrt{I_\nu(\mu_0)} - \frac{KW_2(\mu_0,\mu_1)^2}{2}. \quad (30.29)
\]
In particular, if $\nu \in P_2(X)$, then, for any $\mu \in P_2(X)$ with Lipschitz-continuous density,

$$H_\nu(\mu) \leq W_2(\mu, \nu) \sqrt{I_\nu(\mu)} - \frac{K W_2(\mu, \nu)^2}{2}. \quad (30.30)$$

Consequently, if $K > 0$, $\nu$ satisfies a logarithmic Sobolev inequality with constant $K$:

$$H_\nu \leq \frac{I_\nu}{2K}.$$

Proof of Theorem 30.22. By an easy approximation argument, it suffices to establish (30.29) when $H_\nu(\mu_0) < +\infty$, $H_\nu(\mu_1) < +\infty$. Let $(\mu_t)_{0 \leq t \leq 1}$ be a displacement interpolation satisfying the inequalities of Theorem 30.5. By Theorem 30.19(i), or more directly by the inequality $H_\nu(\mu_t) \leq (1-t) H_\nu(\mu_0) + t H_\nu(\mu_1) - K t (1-t) W_2(\mu_0, \mu_1)^2 / 2$, each $\mu_t$ is absolutely continuous. Then we can repeat the proof of Theorems 20.1, 20.10 and 21.15.

**Sobolev inequalities**

Theorem 30.22 provides a Sobolev inequality of infinite-dimensional nature; but in weak CD($K, N$) spaces with $N < \infty$, one also has access to finite-dimensional Sobolev inequalities. An example is the following statement.

**Theorem 30.23 (Sobolev inequality in weak CD($K, N$) spaces).**

Let $(X, d, \nu)$ be a weak CD($K, N$) space, where $K < 0$ and $N \in [1, \infty)$. Then, for any $R > 0$ there exist constants $A = A(K, N, R)$ and $B = B(K, N, R)$ such that for any Lipschitz function $u$ supported in a ball $B(z, R)$,

$$\|u\|_{L^{\frac{N}{N-1}}(\nu)} \leq A \|\nabla^- u\|_{L^1(\nu)} + B \|u\|_{L^1(\nu)}. \quad (30.31)$$

Proof of Theorem 30.23. Since $\|\nabla^- u\| \leq \|\nabla^- |u|\|$, it is sufficient to treat the case when $u$ is nonnegative (and nonzero). Let $\rho = u^{N/(N-1)}/Z$, where $Z = \int u^{N/(N-1)} d\nu$, so that $\rho$ is a probability density. Let $\mu_0 = \rho \nu$, and $\mu_1 = (1_{B(z, R)})/\nu |B(z, R)|$. Let $(\mu_t)_{0 \leq t \leq 1}$ be a displacement interpolation satisfying the displacement convexity inequalities of Theorem 30.5. By Theorem 30.19(i), each $\mu_t$ is absolutely continuous. Then we can repeat the proof of Theorems 20.1, 20.10 and 21.15. \qed
Remark 30.24. It is not known whether weak CD$(K, N)$ spaces with $K > 0$ and $N < \infty$ satisfy sharp Sobolev inequalities such as (21.8).

Diameter control

Recall from Proposition 29.11 that a weak CD$(K, N)$ space with $K > 0$ and $N < \infty$ satisfies the Bonnet–Myers diameter bound

$$\text{diam} (\text{Spt} \nu) \leq \pi \sqrt{\frac{N - 1}{K}}.$$  

Slightly weaker conclusions can also be obtained under a priori weaker assumptions: For instance, if $\mathcal{X}$ is at the same time a weak CD$(0, N)$ space and a weak CD$(K, \infty)$ space, then there is a universal constant $C$ such that

$$\text{diam} (\text{Spt} \nu) \leq C \sqrt{\frac{N - 1}{K}}. \quad (30.32)$$

See the bibliographical notes for more details.

Poincaré inequalities

As I already mentioned in Chapter 19, there are many kinds of Poincaré inequalities, which can be roughly divided into global and local inequalities. In a nonsmooth context, global Poincaré inequalities can be seen as a replacement for spectral gap estimates in a context where a Laplace operator is not necessarily defined.

If one does not care about dimension, there is a general principle (independent of optimal transport) according to which a logarithmic Sobolev inequality with constant $K$ implies a global Poincaré inequality with the same constant; and then from Theorem 30.22 we know that a weak CD$(K, \infty)$ condition does imply such a logarithmic Sobolev inequality. If one does care about the dimension, it is possible to adapt the proof of Theorem 21.20 and establish the following Poincaré inequality with the optimal constant $KN/(N - 1)$. 

Theorem 30.25 (Global Poincaré inequalities in weak CD(K, N) spaces). Let \((\mathcal{X}, d, \nu)\) be a weak CD(K, N) space with \(K > 0\) and \(N \in (1, \infty]\). Then, for any Lipschitz function \(f : \text{Spt} \nu \to \mathbb{R}\),

\[
\int f \, d\nu = 0 \implies \int f^2 \, d\nu \leq \left( \frac{N - 1}{NK} \right) \int |\nabla f|^2 \, d\nu,
\]

with the convention that \((N - 1)/N = 1\) if \(N = \infty\).

I omit the proof of Theorem 30.25 since it is almost a copy–paste of the proof of Theorem 21.20.

Local Poincaré inequalities play a key role in the modern geometry of metric spaces, and it is natural to ask whether weak CD(K, N) spaces with \(N < \infty\) satisfy them. (The restriction to finite \(N\) is natural because these inequalities are morally finite-dimensional, contrary to global Poincaré inequalities.) For the moment, this is only known to be true under a nonbranching assumption.

Theorem 30.26 (Local Poincaré inequalities in nonbranching CD(K, N) spaces). Let \(K \in \mathbb{R}, \ N \in [1, \infty)\), and let \((\mathcal{X}, d, \nu)\) be a nonbranching weak CD(K, N) space. Let \(u : \text{Spt} \nu \to \mathbb{R}\) be a Lipschitz function, and let \(x_0 \in \text{Spt} \nu\). For any \(R > 0\), if \(r \leq R\) then

\[
\int_{B_r(x_0)} |u(x) - \langle u \rangle_{B_r(x_0)}| \, d\nu(x) \leq P(K, N, R) r \int_{B_{2r}(x_0)} |\nabla u|(x) \, d\nu(x),
\]

(30.33)

where \(\int_B = (\nu|B|)^{-1} \int_B\) stands for the averaged integral over \(B\); \(\langle u \rangle_B = \int_B u \, d\nu\) stands for the average of the function \(u\) on \(B\); \(P(K, N, R) = 2^{2N+1} C(K, N, R) D(K, N, R); C(K, N, R), D(K, N, R)\) are defined by (19.11) and (18.10) respectively.

In particular, if \(K \geq 0\) then \(P(K, N, R) = 2^{2N+1}\) is admissible; so \(\nu\) satisfies a uniform local Poincaré inequality. Moreover, (30.33) still holds true if the local \"norm of the gradient\" \(|\nabla u|\) is replaced by any upper gradient of \(u\), that is a function \(g\) such that for any Lipschitz path \(\gamma : [0, 1] \to \mathcal{X}\),

\[
|g(\gamma(1)) - g(\gamma(0))| \leq \int_0^1 g(\gamma(t)) |\dot{\gamma}(t)| \, dt.
\]

Remark 30.27. It would be desirable to eliminate the nonbranching condition, since it is not always satisfied by weak CD(K, N) spaces, and rather unnatural in the theory of local Poincaré inequalities.
Proof of Theorem 30.26. Modulo changes of notation, the proof is the same as the proof of Theorem 19.13, once Theorem 30.17 guarantees the almost sure uniqueness of geodesics. □

Talagrand inequalities

With logarithmic Sobolev inequalities come a rich functional apparatus for treating concentration of measure. One may also get concentration from curvature bounds $CD(K, \infty)$ via Talagrand inequalities. As for the links between logarithmic Sobolev and Talagrand inequalities, they also remain true, at least under mild stringent regularity assumptions on $X$:

Theorem 30.28 (Talagrand inequalities and weak curvature bounds). (i) Let $(X, d, \nu)$ be a weak $CD(K, \infty)$ space with $K > 0$. Then $\nu$ lies in $P_2(X)$ and satisfies the Talagrand inequality $T_2(K)$.

(ii) Let $(X, d, \nu)$ be a locally compact Polish geodesic space equipped with a locally doubling measure $\nu$, satisfying a local Poincaré inequality. If $\nu$ satisfies a logarithmic Sobolev inequality for some constant $K > 0$, then $\nu$ lies in $P_2(X)$ and satisfies the Talagrand inequality $T_2(K)$.

(iii) Let $(X, d, \nu)$ be a locally compact Polish geodesic space. If $\nu$ satisfies a Talagrand inequality $T_2(K)$ for some $K > 0$, then it also satisfies a global Poincaré inequality with constant $K$.

(iv) Let $(X, d, \nu)$ be a locally compact Polish geodesic space equipped with a locally doubling measure $\nu$, satisfying a local Poincaré inequality. If $\nu$ satisfies a global Poincaré inequality, then it also satisfies a modified logarithmic Sobolev inequality and a quadratic-linear transportation inequality as in Theorem 22.25.

Remark 30.29. In view of Corollary 30.14 and Theorem 30.26, the regularity assumptions required in (ii) are satisfied if $(X, d, \nu)$ is a non-branching weak $CD(K', N')$ space for some $K' \in \mathbb{R}$, $N' < \infty$; note that the values of $K'$ and $N'$ do not play any role in the conclusion.

Proof of Theorem 30.28. Part (i) is an immediate consequence of (30.25) and (30.29) with $\mu_0 = \nu$. 

Proof of Theorem 30.28. Part (i) is an immediate consequence of (30.25) and (30.29) with $\mu_0 = \nu$. 

The proof of (ii) and (iii) is the same as the proof of Theorem 22.17, once one has an analog of Proposition 22.16. It turns out that properties (i)–(vi) of Proposition 22.16 and Theorem 22.46 are still satisfied when the Riemannian manifold $M$ is replaced by any metric space $\mathcal{X}$, but property (vii) might fail in general. It is still true that this property holds true for $\nu$-almost all $x$, under the assumption that $\nu$ is locally doubling and satisfies a local Poincaré inequality. See Theorem 30.30 below for a precise statement (and the bibliographical notes for references). This is enough for the proof of Theorem 22.17 to go through. □

The next theorem was used in the proof of Theorem 30.28:

**Theorem 30.30 (Hamilton–Jacobi semigroup in metric spaces).**

Let $L: \mathbb{R}_+ \to \mathbb{R}_+$ be a strictly increasing, locally semiconcave, convex continuous function such that $L(0) = 0$. Let $(\mathcal{X}, d)$ be a locally compact geodesic Polish space equipped with a reference measure $\nu$, locally doubling and satisfying a local Poincaré inequality. For any $f \in C_b(\mathcal{X})$, define the evolution $(H_t f)_{t \geq 0}$ by

\[
\begin{align*}
H_0 f &= f \\
(H_t f)(x) &= \inf_{y \in \mathcal{X}} \left[ f(y) + t L \left( \frac{d(x, y)}{t} \right) \right] \quad (t > 0, \; x \in \mathcal{X}).
\end{align*}
\]

(30.34)

Then Properties (i)–(vi) of Theorem 22.46 remain true, up to the replacement of $M$ by $\mathcal{X}$. Moreover, the following weakened version of (vii) holds true:

(vii') For $\nu$-almost any $x \in \mathcal{X}$ and any $t > 0$,

\[
\lim_{s \downarrow 0} \frac{(H_{t+s} f)(x) - (H_t f)(x)}{s} = -L^* (|\nabla H_t f|);
\]

this conclusion extends to $t = 0$ if $\|f\|_{\text{Lip}} \leq L'(\infty)$ and $f$ is locally Lipschitz.

**Remark 30.31.** There are also dimensional versions of Talagrand inequalities available, for instance the analog of Theorem 22.37 holds true in weak CD($K, N$) spaces with $K > 0$ and $N < \infty$. 
Equivalence of definitions in nonbranching spaces

In the definition of weak $\text{CD}(K,N)$ spaces we chose to impose the displacement convexity inequality for all $U \in \mathcal{DC}_N$, but only along some displacement interpolation. We could have chosen otherwise, for instance impose the inequality for just some particular functions $U$, or along all displacement interpolations. In the end our choice was dictated partly by the will to get a stable definition, partly by convenience. It turns out that in nonbranching metric-measure spaces, the choice really does not matter. It is equivalent:

- to require the displacement convexity inequality to hold true for any $U \in \mathcal{DC}_N$; or just for $U = U_N$, where as usual $U_N(r) = -Nr^{1-1/N}$ if $1 < N < \infty$, and $U_\infty(r) = r \log r$;
- to require the inequality to hold true for compactly supported, absolutely continuous probability measures $\mu_0, \mu_1$; or for any two probability measures with suitable moment conditions;
- to require the inequality to hold true along some displacement interpolation, or along any displacement interpolation.

The next statement makes this claim precise. Note that I leave aside the case $N = 1$, which is special (for instance $U_1$ is not defined). I shall write $(U_N)_{\nu} = H_{N,\nu}$, and $(U_N)_{\pi,\nu}^\beta = H_{N,\pi,\nu}^\beta$. Recall Convention 17.10.

**Theorem 30.32 (Equivalent definitions of $\text{CD}(K,N)$ in nonbranching spaces).** Let $(\mathcal{X},d,\nu)$ be a nonbranching locally compact Polish geodesic space equipped with a locally finite measure $\nu$. Let $K \in \mathbb{R}$, $N \in (1,\infty]$, and let $p \in [2, +\infty) \cup \{c\}$ satisfy the assumptions of Theorem 30.4. Then the following three properties are equivalent:

(i) $(\mathcal{X},d,\nu)$ is a weak $\text{CD}(K,N)$ space, in the sense of Definition 29.8;

(ii) For any two compactly supported continuous probability densities $\rho_0$ and $\rho_1$, there is a displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ joining $\mu_0 = \rho_0 \nu$ to $\mu_1 = \rho_1 \nu$, and an associated optimal plan $\pi$, such that for all $t \in [0,1]$,

$$H_{N,\nu}(\mu_t) \leq (1 - t) H_{N,\pi,\nu}^{\beta(K,N)}(\mu_0) + t H_{N,\pi,\nu}^{\beta(K,N)}(\mu_1). \quad (30.35)$$

(iii) For any displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ with $\mu_0, \mu_1 \in P_p(\mathcal{X})$, for any associated transport plan $\pi$, for any $U \in \mathcal{DC}_N$ and for any $t \in [0,1]$,
\[ U_\nu(\mu_t) \leq (1-t) U^{\beta_{(K,N)}_{\pi,\nu}}_{\pi,\nu}(\mu_0) + t U^{\beta_{(K,N)}_{\pi,\nu}}_{\pi,\nu}(\mu_1). \]  

(30.36)

**Remark 30.33.** In the case \( N = 1 \), (30.35) does not make any sense, but the equivalence (i) \( \Rightarrow \) (iii) still holds. This can be seen by working in dimension \( N' > 1 \) and letting \( N' \downarrow 1 \), as in the proof of Theorem 17.41.

Theorem 30.32 is interesting even for smooth Riemannian manifolds, since it covers singular measures, for which there is a priori no uniqueness of displacement interpolant. Its proof is based on the idea, already used in Theorem 19.4, that we may condition the optimal transport to lie in a very small ball at time \( t \), and, by passing to the limit, retrieve a pointwise control of the density \( \rho_t \). This will work because the nonbranching property implies the uniqueness of the displacement interpolation between intermediate times, and forbids the crossing of geodesics used in the optimal transport, as in Theorem 7.30. Apart from this simple idea, the proof is quite technical and can be skipped at first reading.

**Proof of Theorem 30.32.** Let us first consider the case \( N < \infty \).

Clearly, (iii) \( \Rightarrow \) (i) \( \Rightarrow \) (ii). So it is sufficient to show (ii) \( \Rightarrow \) (iii). In the sequel, I shall assume that Property (ii) is satisfied. By the same arguments as in the proof of Proposition 29.12, it is sufficient to establish (30.36) when \( U \) is nonnegative and Lipschitz continuous, and \( u(r) := U(r)/r \) (extended at 0 by \( u(0) = U'(0) \)) is a continuous function of \( r \). I shall fix \( t \in (0,1) \) and establish Property (iii) for that \( t \).

For simplicity I shall abbreviate \( \beta_{(K,N)}(t) \) into just \( \beta_t \).

First of all, let us establish that Property (ii) also applies if \( \mu_0 \) and \( \mu_1 \) are not absolutely continuous. The scheme of reasoning is the same as we already used several times. Let \( \mu_0 \) and \( \mu_1 \) be any two compactly supported measures. As in the proof of Theorem 29.24 we can construct probability measures \( \mu_{k,0} \) and \( \mu_{k,1} \), absolutely continuous with continuous densities, supported in a common compact set, such that \( \mu_{k,0} \) converges to \( \mu_0 \), \( \mu_{k,1} \) converges to \( \mu_1 \), in such a way that

\[
\limsup_{k \to \infty} U_{\pi_{k,0},\nu}^{\beta_{(K,N)}_{k,t}}(\mu_{k,0}) \leq U_{\pi,\nu}^{\beta_{(K,N)}_{t}}(\mu_0); \quad \limsup_{k \to \infty} U_{\pi_{k,0},\nu}^{\beta_{(K,N)}_{k,t}}(\mu_{k,1}) \leq U_{\pi,\nu}^{\beta_{(K,N)}_{t}}(\mu_1),
\]

(30.37)

where \( \pi_k \) is any optimal transference plan between \( \mu_{k,0} \) and \( \mu_{k,1} \) such that \( \pi_k \to \pi \). Since \( \mu_{k,0} \) and \( \mu_{k,1} \) are absolutely continuous with continuous densities, for each \( k \) we may choose an optimal transference plan \( \pi_k \) and an associated displacement interpolation \((\mu_{k,t})_{0 \leq t \leq 1}\) such that
\[ H_{N,\nu}(\mu_{k,t}) \leq (1-t) H_{N,\pi,k,\nu}(\mu_{k,0}) + t H_{N,\pi,k,\nu}(\mu_{k,1}). \]  

(30.38)

Since all the measures \( \mu_{k,0} \) and \( \mu_{k,1} \) are supported in a uniform compact set, Corollary 7.22 guarantees that the sequence \((\Pi_k)_{k \in \mathbb{N}}\) converges, up to extraction, to some dynamical optimal transference plan \( \Pi \) with \((e_0)_{\#} \Pi = \mu_0 \) and \((e_1)_{\#} \Pi = \mu_1 \). Then \( \mu_{k,t} \) converges weakly to \( \mu_t = (e_t)_{\#} \Pi \), and \( \pi_k := (e_0,e_1)_{\#} \Pi_k \) converges weakly to \( \pi = (e_0,e_1)_{\#} \Pi \). It remains to pass to the limit as \( k \to \infty \) in the inequality (30.38); this is easy in view of (30.37) and Theorem 29.20(i), which imply

\[ H_{N,\nu}(\mu_t) \leq \liminf_{k \to \infty} H_{N,\nu}(\mu_{k,t}). \]  

(30.39)

Next, the proofs of Theorem 30.11 and Corollary 30.14 go through, since they only use the convex function \( U = U_N \); in particular the measure \( \nu \) is locally doubling on its support.

Also the proof of Theorem 30.19(ii)-(iii) can be easily adapted in the present setting, as soon as \( \mu_0 \) and \( \mu_1 \) are compactly supported.

Now we can start the core of the argument. It will be decomposed into four steps.

**Step 1:** Assume that \( \mu_0 \) and \( \mu_1 \) are compactly supported, \( \mu_t \) is absolutely continuous and there exists a dynamical optimal transference plan \( \Pi \) joining \( \mu_0 \) to \( \mu_1 \), such that for any subplan \( \Pi' = \Pi/\Pi[\Gamma] \), \( 0 \leq \Pi' \leq \Pi \), it happens that \( \Pi' \) is the unique dynamical optimal transference plan between \( \mu_0' = (e_0)_{\#} \Pi' \) and \( \mu_1' = (e_1)_{\#} \Pi' \).

In particular, \( \Pi \) is the unique dynamical optimal transference plan between \( \mu_0 \) and \( \mu_1 \), and, by Corollary 7.23, \( \mu_t = (e_t)_{\#} \Pi \) defines the unique displacement interpolation between \( \mu_0 \) and \( \mu_1 \). In the sequel, I shall denote by \( \rho_t \) the density of \( \mu_t \), and by \( \rho_0, \rho_1 \) the densities of the absolutely continuous parts of \( \mu_0, \mu_1 \) respectively. I shall also fix Borel sets \( S_0, S_1 \) such that \( \nu[S_0] = \nu[S_1] = 0 \), \( \mu_{0,s} \) is concentrated on \( S_0 \) and \( \mu_{1,s} \) is concentrated on \( S_1 \). By convention \( \rho_0 \) is defined to be \( +\infty \) on \( S_0 \); similarly \( \rho_1 \) is defined to be \( +\infty \) on \( S_1 \).

Then let \( y \in \text{Spt} \mu_t \), and let \( \delta > 0 \). Define

\[ Z = \left\{ \gamma \in \Gamma; \; \gamma_t \in B_\delta(y) \right\}, \]

and let \( \Pi' = (1_Z \Pi)/\Pi[Z] \). (If \( \gamma \) is a random variable distributed according to \( \Pi \), then \( \Pi' \) is the law of \( \gamma \) conditioned by the event
unique dynamical optimal transference plan between $\mu_\ell = (\ell_t) \# \Pi'$, let $\rho_\ell$ be the density of the absolutely continuous part of $\mu_\ell'$, and let $\pi' := (e_0, e_1) \# \Pi'$. Since $\Pi'$ is the unique dynamical optimal transference plan between $\mu_0'$ and $\mu_1'$, we can write the displacement convexity inequality

$$H_{N,\nu}(\mu_\ell) \leq (1 - t) H_{N,\nu}'(\mu_0') + t H_{N,\nu}'(\mu_1').$$

In other words,

$$\int_{X'} (\rho_\ell')^{1 - \frac{1}{\lambda}} \, d\nu \geq (1 - t) \int_{X \times X'} (\rho_0'(x_0))^{1 - \frac{1}{\lambda}} \beta_{1 - t}(x_0, x_1) \frac{1}{\lambda^N} \pi'(dx_0 \, dx_1) + t \int_{X \times X'} (\rho_1'(x_1))^{1 - \frac{1}{\lambda}} \beta_t(x_0, x_1) \frac{1}{\lambda^N} \pi'(dx_0 \, dx_1), \quad (30.40)$$

with the understanding that $\rho_0'(x_0) = +\infty$ when $x_0 \in S_0$, and similarly $\rho_1'(x_1) = +\infty$ when $x_1 \in S_1$.

By reasoning as in the proof of Theorem 19.4, we obtain

$$\frac{\nu[B_\delta(y)]}{\mu_t[B_\delta(y)]} \geq \mathbb{E}_{\Pi} \left[ (1 - t) \left( \frac{\beta_{1 - t}(\gamma_0, \gamma_1)}{\rho_0(\gamma_0)} \right)^{\frac{1}{\lambda}} + t \left( \frac{\beta_t(\gamma_0, \gamma_1)}{\rho_1(\gamma_1)} \right)^{\frac{1}{\lambda}} \right]_{\gamma_t \in B_\delta(y)}. \quad (30.41)$$

If we define

$$f(\gamma) := (1 - t) \left( \frac{\beta_{1 - t}(\gamma_0, \gamma_1)}{\rho_0(\gamma_0)} \right)^{\frac{1}{\lambda}} + t \left( \frac{\beta_t(\gamma_0, \gamma_1)}{\rho_1(\gamma_1)} \right)^{\frac{1}{\lambda}},$$

then the conclusion can be rewritten

$$\frac{\nu[B_\delta(y)]^{\frac{1}{\lambda}}}{\mu_t[B_\delta(y)]^{\frac{1}{\lambda}}} \geq \mathbb{E}_{\Pi} \left[ f(\gamma)|\gamma_t \in B_\delta(y) \right] = \frac{\mathbb{E} f(\gamma) 1_{[\gamma_t \in B_\delta(y)]}}{\mu_t[B_\delta(y)]}. \quad (30.42)$$

In view of the nonbranching property, $\Pi$ only sees geodesics which do not cross each other; recall Theorem 7.30(iv)-(v). Let $F_t$ be the map appearing in that theorem, defined by $F_t(\gamma_t) = \gamma$. Then (30.41) becomes

$$\frac{\nu[B_\delta(y)]^{\frac{1}{\lambda}}}{\mu_t[B_\delta(y)]^{\frac{1}{\lambda}}} \geq \mathbb{E} \left[ f(F_t(\gamma_t)) 1_{[\gamma_t \in B_\delta(y)]} \right] \mu_t[B_\delta(y)] = \int_{B_\delta(y)} f(F_t(x)) \, d\mu_t(x) \mu_t[B_\delta(y)]. \quad (30.42)$$
Since the measure \( \nu \) is locally doubling, we can apply Lebesgue’s density theorem: There is a set \( Z \) of zero \( \nu \)-measure such that if \( y \notin Z \), then
\[
\frac{\nu(B_\delta(y))}{\mu_t[B_\delta(y)]} \xrightarrow{\delta \to 0} \frac{1}{\rho_t(y)}.\]
Similarly, outside of a set of zero measure,
\[
\int_{B_\delta(y)} f(F_t(x)) \, d\mu_t(x) \frac{\nu[B_\delta(y)]}{\mu_t[B_\delta(y)]} \xrightarrow{\delta \to 0} \frac{f(F_t(y)) \rho_t(y)}{\rho_t(y)},
\]
and this coincides with \( f(F_t(y)) \) if \( \rho_t(y) \neq 0 \). All in all, \( \mu_t(dy) \)-almost surely,
\[
\frac{1}{\rho_t(y)} \geq f(F_t(y)).
\]
Equivalently, \( \Pi(d\gamma) \)-almost surely,
\[
\frac{1}{\rho_t(\gamma_t)} \geq f(F_t(\gamma_t)) = f(\gamma).
\]
Let us recapitulate: We have shown that \( \Pi(d\gamma) \)-almost surely,
\[
\frac{1}{\rho_t(\gamma_t)} \geq (1-t) \left( \frac{\beta_{1-t}(\gamma_0, \gamma_1)}{\rho_0(\gamma_0)} \right)^{\frac{1}{N}} + t \left( \frac{\beta_t(\gamma_0, \gamma_1)}{\rho_1(\gamma_1)} \right)^{\frac{1}{N}}. \tag{30.43}
\]

**Step 2:** Now we shall prove inequality (30.36) when \( \mu_0 \) and \( \mu_1 \) are compactly supported, and \( \mu_t \) is absolutely continuous. So let \( (\mu_s)_{0 \leq s \leq 1} \) be a displacement interpolation joining \( \mu_0 \) to \( \mu_1 \), and let \( \Pi \) be a dynamical optimal transport plan with \( \mu_s = (e_s)_\# \Pi \). Let \( \varepsilon \in (0, 1-t) \) be given. By the nonbranching property and Theorem 7.30(iii), the restricted plan \( \Pi^0_{1-\varepsilon} \) obtained as the push-forward of \( \Pi \) by the restriction map from \( C([0, 1]; \mathcal{X}) \) to \( C([0, 1-\varepsilon]; \mathcal{X}) \) is the only dynamical optimal transport plan between \( \mu_0 \) and \( \mu_{1-\varepsilon} \); and more generally, if \( 0 \leq \Pi' \leq \Pi^0_{1-\varepsilon} \) with \( \Pi'[\Gamma] > 0 \), then \( \Pi' := \Pi / \Pi'[\Gamma] \) is the only dynamical optimal transport plan between its endpoints measures. In other words, \( \bar{\mu}_0 = \mu_0 \) and \( \bar{\mu}_1 = \mu_{1-\varepsilon} \) satisfy the assumptions used in Step 1. The only displacement interpolation between \( \bar{\mu}_0 \) and \( \bar{\mu}_1 \) is
\( \tilde{\mu}_t = \mu_{(1-\varepsilon)t} \), so we can apply formula (30.43) to that path, after time-reparametrization. Writing

\[
t = \left( \frac{1-t-\varepsilon}{1-\varepsilon} \right) \times 0 + \left( \frac{t}{1-\varepsilon} \right) \times (1-\varepsilon),
\]

we see that, \( \Pi(d\gamma) \)-almost surely,

\[
\frac{1}{\rho_t(\gamma_t)^{\frac{1}{N}}} \geq \left( \frac{1-t-\varepsilon}{1-\varepsilon} \right) \left( \frac{\beta_{\frac{1-t-\varepsilon}{1-\varepsilon}}(\gamma_0, \gamma_{1-\varepsilon})}{\rho_0(\gamma_0)} \right)^{\frac{1}{N}} + \left( \frac{t}{1-\varepsilon} \right) \left( \frac{\beta_{\frac{t}{1-\varepsilon}}(\gamma_0, \gamma_{1-\varepsilon})}{\rho_1(\gamma_{1-\varepsilon})} \right)^{\frac{1}{N}}. \tag{30.44}
\]

Next, let us apply the same reasoning on the time-interval \([t, 1]\) rather than \([0, 1-\varepsilon]\). Write \(1-\varepsilon\) as an intermediate point between \(t\) and 1:

\[
1-\varepsilon = \left( \frac{\varepsilon}{1-t} \right) \times t + \left( \frac{1-t-\varepsilon}{1-t} \right) \times 1.
\]

Since \(\mu_t\) is absolutely continuous and \(\mu_{1-\varepsilon}\) belongs to the unique displacement interpolation between \(\mu_t\) and \(\mu_1\), it follows from Theorem 30.19(ii) that \(\mu_{1-\varepsilon}\) is absolutely continuous too. Then (30.43) becomes, after time-reparametrization,

\[
\frac{1}{\rho_{1-\varepsilon}(\gamma_{1-\varepsilon})^{\frac{1}{N}}} \geq \left( \frac{\varepsilon}{1-t} \right) \left( \frac{\beta_{\frac{t}{1-\varepsilon}}(\gamma_t, \gamma_1)}{\rho_t(\gamma_t)} \right)^{\frac{1}{N}} + \left( \frac{1-t-\varepsilon}{1-t} \right) \left( \frac{\beta_{\frac{t}{1-\varepsilon}}(\gamma_t, \gamma_1)}{\rho_1(\gamma_1)} \right)^{\frac{1}{N}}. \tag{30.45}
\]

The combination of (30.44) and (30.45) yields

\[
\left( 1 - \left( \frac{t}{1-\varepsilon} \right) \left( \frac{\varepsilon}{1-t} \right) \beta_{\frac{t}{1-\varepsilon}}(\gamma_0, \gamma_{1-\varepsilon})^{\frac{1}{N}} \beta_{\frac{t}{1-\varepsilon}}(\gamma_t, \gamma_1) \right) \frac{1}{\rho_t(\gamma_t)^{\frac{1}{N}}} \geq \left( \frac{1-t-\varepsilon}{1-\varepsilon} \right) \left( \frac{\beta_{\frac{t}{1-\varepsilon}}(\gamma_0, \gamma_{1-\varepsilon})}{\rho_0(\gamma_0)} \right)^{\frac{1}{N}} + \left( \frac{1-t-\varepsilon}{1-t} \right) \left( \frac{t}{1-\varepsilon} \right) \left( \frac{\beta_{\frac{t}{1-\varepsilon}}(\gamma_t, \gamma_1)}{\rho_1(\gamma_1)} \right)^{\frac{1}{N}}.
\]
Then we can pass to the limit as \( \varepsilon \to 0 \) thanks to the continuity of \( \gamma \) and \( \beta \); since \( \beta_1(x, y) = 1 \) for all \( x, y \), we conclude that inequality (30.43) holds true almost surely.

Now let \( w(\delta) = u(\delta^{-N}) = \delta^N U(\delta^{-N}) \), with the convention \( w(0) = U'(\infty) \). By assumption \( w \) is a convex nonincreasing function of \( \delta \). So (30.43) implies

\[
\mathbb{E} u(\rho_t(\gamma_t)) = \mathbb{E} w\left(\frac{1}{\rho_t(\gamma_t)^{\frac{1}{N}}}\right) \leq (1 - t) \mathbb{E} w\left(\left(\frac{\beta_{1-t}(\gamma_0, \gamma_1)}{\rho_0(\gamma_0)}\right)^{\frac{1}{N}}\right) + t \mathbb{E} w\left(\left(\frac{\beta_t(\gamma_0, \gamma_1)}{\rho_1(\gamma_1)}\right)^{\frac{1}{N}}\right). \tag{30.46}
\]

The left-hand side is just \( \int U(\rho_t(x))/\rho_t(x) \, d\mu_t(x) = \int U(\rho_t(x)) \, d\nu(x) = U_\nu(\mu_t) \). The first term in the right-hand side is \( (1 - t) U^{\beta_{1-t}}_{\pi, \nu}(\mu_0) \), since we chose to define \( \rho_0(x_0) = +\infty \) when \( x_0 \) belongs to the singular set \( S_0 \). Similarly, the second term is \( t U^{\beta_t}_{\pi, \nu}(\mu_1) \). So (30.46) reads

\[
U_\nu(\mu_t) \leq (1 - t) U^{\beta_{1-t}}_{\pi, \nu}(\mu_0) + t U^{\beta_t}_{\pi, \nu}(\mu_1),
\]

as desired.

**Step 3:** Now we wish to establish inequality (30.36) in the case when \( \mu_t \) is absolutely continuous, that is, we just want to drop the assumption of compact support.

It follows from Step 2 that \((\mathcal{X}, d, \nu)\) is a weak \( CD(K, N) \) space, so we now have access to Theorem 30.19 even if \( \mu_0 \) and \( \mu_1 \) are not compactly supported; and also we can appeal to Theorem 30.5 to guarantee that Property (ii) is verified for probability measures that are not necessarily compactly supported. Then we can repeat Steps 1 and 2 without the assumption of compact support, and in the end establish inequality (30.36) for measures that are not compactly supported.

**Step 4:** Now we shall consider the case when \( \mu_t \) is not absolutely continuous. (This is the part of the proof which has interest even in a smooth setting.) Let \( (\mu_t)_s \) stand for the singular part of \( \mu_t \), and \( m := (\mu_t)_s[\mathcal{X}] > 0 \).

Let \( E^{(a)} \) and \( E^{(s)} \) be two disjoint Borel sets in \( \mathcal{X} \) such that the absolutely continuous part of \( \mu_t \) is concentrated on \( E^{(a)} \), and the singular part of \( \mu_t \) is concentrated on \( E^{(s)} \). Obviously, \( \Pi[\gamma_t \in E^{(a)}] = (\mu_t)_s[\mathcal{X}] = m \), and \( \Pi[\gamma_t \in E^{(a)}] = 1 - m \). Let us decompose \( \Pi \) into \( \Pi = (1 - m) \Pi^{(a)} + m \Pi^{(s)} \), where
The combination of (30.47), (30.48), (30.49) and (30.50) implies

This concludes the proof in the case \( N < \infty \).

Similarly, formula (30.43) should be replaced by

\[ U_\nu(\mu_t) \leq (1 - t) U_\pi^{\beta_1 - t}(\mu^{(a)}_0) + t U_\pi^{\beta_1}(\mu^{(a)}_1) \]

Actually, we shall not apply this inequality with the nonlinearity \( U \), but rather with \( U_m(r) = U((1 - m)r) \), which lies in \( DC_N \) if \( U \) does. So

\[ (U_m)_\nu(\mu^{(a)}_t) \leq (1 - t) (U_m)_\nu^{\beta_1 - t}(\mu^{(a)}_0) + t (U_m)_\nu^{\beta_1}(\mu^{(a)}_1) \]  \( (30.47) \)

Since \( \mu^{(s)}_t \) is purely singular and \( \mu_t = (1 - m) \mu^{(a)}_t + m \mu^{(s)}_t \), the definition of \( U_\nu \) implies

\[ U_\nu(\mu_t) = (U_m)_\nu(\mu^{(a)}_t) + m U'(\infty) \]  \( (30.48) \)

By Theorem 30.19(iii), \( \mu^{(s)}_0 \) is purely singular. In view of the identity \( \mu_0 = (1 - m) \mu^{(a)}_0 + m \mu^{(s)}_0 \),

\[ U_\pi^{\beta_1 - t}(\mu_0) = (U_m)_\pi^{\beta_1 - t}(\mu^{(a)}_0) + m U'(\infty) \]  \( (30.49) \)

Similarly,

\[ U_\pi^{\beta_1}(\mu_1) = (U_m)_\pi^{\beta_1}(\mu^{(a)}_1) + m U'(\infty) \]  \( (30.50) \)

The combination of (30.47), (30.48), (30.49) and (30.50) implies

\[ U_\nu(\mu_t) \leq (1 - t) U_\pi^{\beta_1 - t}(\mu_0) + t U_\pi^{\beta_1}(\mu_1) \]

This concludes the proof in the case \( N < \infty \).

When \( N = \infty \), at first sight things look pretty much the same; formula (30.43) should be replaced by
\[
\log \frac{1}{\rho_t(\gamma)} \geq (1-t) \log \frac{1}{\rho_0(\gamma)} + t \log \frac{1}{\rho_1(\gamma)} + \frac{K t (1-t)}{2} d(\gamma_0, \gamma_1)^2.
\]

(30.51)

At a technical level, there is a small simplification since it is not necessary to treat singular measures (if \( \mu \) is singular and \( U \) is not linear, then according to Proposition 17.7(ii) \( U'(\infty) = +\infty \), so \( U_\nu(\mu) = +\infty \)). On the other hand, there is a serious complication: The proof of Step 1 breaks down since the measure \( \nu \) is not a priori locally doubling, and Lebesgue’s density theorem does not apply!

It seems a bit of a miracle that the method of proof can still be saved, as I shall now explain. First assume that \( \rho_0 \) and \( \rho_1 \) satisfy the same assumptions as in Step 1 above, but that in addition they are upper semicontinuous. As in Step 1, define

\[
f(\gamma) = (1-t) \log \left( \frac{\beta_{1-t}(\gamma_0, \gamma_1)}{\rho_0(\gamma_0)} \right) + t \log \left( \frac{\beta_t(\gamma_0, \gamma_1)}{\rho_1(\gamma_1)} \right)
= (1-t) \log \frac{1}{\rho_0(\gamma_0)} + t \log \frac{1}{\rho_1(\gamma_1)} + \frac{K t (1-t)}{2} d(\gamma_0, \gamma_1)^2.
\]

The argument of Step 1 shows that

\[
\log \left( \frac{\nu[B_\delta(y)]}{\mu_t[B_\delta(y)]} \right) \geq \frac{\int_{B_\delta(y)} f(F_t(x)) \mu_t(dx)}{\mu_t[B_\delta(y)]};
\]

in particular \( \mu_t[B_\delta(y)] \leq \exp \left( - \inf_{x \in B_\delta(y)} f(F_t(x)) \right) \nu[B_\delta(y)] \). Similarly, for any \( z \in B_{\delta/2}(y) \) and \( r \leq \delta/2 \),

\[
\mu_t[B_r(z)] \leq \exp \left( - \inf_{x \in B_\delta(y)} f(F_t(x)) \right) \nu[B_r(z)].
\]

(30.52)

The family of balls \( \{B_r(z); z \in B_{\delta/2}(y); r \leq \delta/2\} \) generates the Borel \( \sigma \)-algebra of \( B_{\delta/2}(y) \), so (30.52) holds true for any measurable set \( S \subset B_{\delta/2}(y) \) instead of \( B_r(z) \). Then we can pass to densities:

\[
\rho_t(z) \leq \exp \left( - \inf_{x \in B_\delta(y)} f(F_t(x)) \right) \quad \text{almost surely in } B_{\delta/2}(y).
\]

In particular, for almost any \( z \),

\[
\rho_t(z) \leq \sup_{x \in B_{2\delta}(z)} e^{-f(F_t(x))}.
\]

(30.53)
Let \( \rho \) approximate \( \Pi \) \( \leq g \) which converges to \( \ell \) semicontinuous functions). For any still upper semicontinuous (the maximum is over a finite set of upper semicontinuous. Then choose \( h \) to that \( \nu \) sets. For each \( B \) nondecreasing sequence of compact sets (\( K \)) so we may pass to the limit as \( \delta \) \( \rightarrow \infty \) as \( g \) upper semicontinuous; so \( e^{-f(F_t)} \) is upper semicontinuous, and

\[
\lim_{\delta \rightarrow 0} \sup_{x \in B_\delta(z)} e^{-f(F_t(x))} \leq e^{-f(F_t)}.
\]

So we may pass to the limit as \( \delta \rightarrow 0 \) in (30.53) and recover \( \rho_t \leq e^{-f\circ F_t} \), or in other words

\[
\log \frac{1}{\rho_t(\gamma_t)} \geq (1 - t) \log \left( \frac{\beta_{1-t}(\gamma_0, \gamma_1)}{\rho_0(\gamma_0)} \right) + t \log \left( \frac{\beta_t(\gamma_0, \gamma_1)}{\rho_1(\gamma_1)} \right),
\]

(30.54)

This is the desired estimate, but under the additional assumption of upper semicontinuity of \( \rho_0 \) and \( \rho_1 \). In the general case, we still have

\[
\log \frac{1}{\rho_t(\gamma_t)} \geq (1 - t) \log \left( \frac{\beta_{1-t}(\gamma_0, \gamma_1)}{\rho_0(\gamma_0)} \right) + t \log \left( \frac{\beta_t(\gamma_0, \gamma_1)}{\rho_1(\gamma_1)} \right),
\]

(30.55)

where \( \rho_0 \) and \( \rho_1 \) are upper semicontinuous and \( \rho_0 \leq \rho_0, \rho_1 \leq \rho_1 \).

Next recall that if \( g \) is any nonnegative measurable function, there is a sequence \( (g_k)_{k \in \mathbb{N}} \) of nonnegative upper semicontinuous functions such that \( 0 \leq g_k \leq g \) out of a set of zero measure, and \( g_k \uparrow g \) almost surely as \( k \rightarrow \infty \). Indeed, one can write \( g \) as a nondecreasing limit of simple functions \( h_j = \sum_{\ell} 1_{B_\ell^j} \), where \( (B_\ell^j)_{1 \leq \ell \leq L_j} \) is a finite family of Borel sets. For each \( B_\ell^j \), the regularity of the measure allows one to find a nondecreasing sequence of compact sets \( (K_{j,m}^\ell)_{m \in \mathbb{N}} \) included in \( B_\ell^j \), such that \( \nu[K_{j,m}^\ell] \rightarrow \nu[B_\ell^j] \). So \( h_{j,m} = \sum_\ell 1_{K_{j,m}^\ell} \) converges monotonically to \( h_j \) as \( m \rightarrow \infty \), up to a set of zero \( \nu \)-measure. Each \( h_{j,m} \) is obviously upper semicontinuous. Then choose \( g_k = \max\{h_{j,i}; \ j \leq k\} \): this is still upper semicontinuous (the maximum is over a finite set of upper semicontinuous functions). For any \( \ell \) and any \( k \geq \ell \) we have \( g_k = h_{\ell,k} \), which converges to \( g_\ell \) as \( k \rightarrow \infty \); so \( \lim \inf g_k \geq g_\ell \) almost surely.

Coming back to the proof of Theorem 30.32, I shall now proceed to approximate \( \Pi \). Let \( (g_k)_{k \in \mathbb{N}} \) be a sequence of upper semicontinuous functions such that \( 0 \leq g_k \leq \rho_0 \) and \( g_k \uparrow \rho_0 \) up to a \( \nu \)-negligible set. Let
Next disintegrate $\Pi$ with respect to its marginal $(e_0)_#\Pi$:  
$$\Pi(d\gamma) = \rho(\gamma_0) \nu(d\gamma_0) \Pi(d\gamma|\gamma_0),$$
and define  
$$\Pi_k'(d\gamma) = g_k(\gamma_0) \nu(d\gamma_0) \Pi(d\gamma|\gamma_0); \quad \Pi_k = \frac{\Pi_k'}{Z_k}.$$
Then $\Pi_k$ is a probability measure on geodesics, and since it has been obtained from $\Pi$ by restriction, it is actually the unique dynamical optimal transference plan between the two probability measures $\mu_{k,0} = (e_0)_#\Pi_k$ and $\mu_{k,1} = (e_1)_#\Pi_k$. From the construction of $\Pi_k$,  
$$\mu_{k,0} = \rho_{k,0} \nu; \quad \mu_{k,1} = \rho_{k,1} \nu; \quad \rho_{k,1} \leq \frac{\rho_1}{Z_k}.$$
Next we repeat the process at the other end: Let $(h_{k,\ell})_{\ell \in \mathbb{N}}$ be a nonincreasing sequence of upper semicontinuous functions such that $0 \leq h_{k,\ell} \leq \rho_{k,1}$ and $h_{k,\ell} \uparrow \rho_{k,1}$ (up to a set of zero measure). Define  
$$Z_{k,\ell} = \int h_{k,\ell} \, d\nu, \quad \rho_{k,\ell,1} = \frac{h_{k,\ell}}{Z_{k,\ell}}; \quad \Pi_{k,\ell}'(d\gamma) = \Pi_k(d\gamma|\gamma_1) \, h_{k,\ell}(\gamma_1) \nu(d\gamma_1); \quad \Pi_{k,\ell}(d\gamma) = \frac{\Pi_{k,\ell}'(d\gamma)}{Z_{k,\ell}}.$$
Then again $\Pi_{k,\ell}$ is the unique dynamical optimal transference plan between its marginals $\mu_{k,\ell,0} = (e_0)_#\Pi_{k,\ell}$ and $\mu_{k,\ell,1} = \rho_{k,\ell,1} \nu$.

If $t$ is any time in $[0,1]$ and $\rho_{k,t}$ (resp. $\rho_{k,\ell,t}$) stands for the density of $(e_t)_#\Pi_k$ (resp. $(e_t)_#\Pi_{k,\ell}$) with respect to $\nu$, then  
$$Z_k \rho_{k,t} \uparrow \rho_t \quad \text{as} \ k \to \infty;$$
$$Z_{k,\ell} \rho_{k,\ell,t} \uparrow \rho_{k,t} \quad \text{as} \ \ell \to \infty.$$
Moreover, $\rho_{k,0}$ and $\rho_{k,1}$ are upper semicontinuous; in particular $\rho_{k,\ell,0} \leq \rho_{k,0}/Z_{k,\ell}$, which is upper semicontinuous. Then we can apply (30.55) with the dynamical plan $\Pi_{k,\ell}$ and get  
$$\log \frac{1}{\rho_{k,\ell,1}(\gamma_1)} \geq (1-t) \log \left( \frac{Z_{k,\ell} \beta_{1-t}(\gamma_0,\gamma_1)}{\rho_{0,k}(\gamma_0)} \right) + t \log \left( \frac{\beta_t(\gamma_0,\gamma_1)}{\rho_{k,1}(\gamma_1)} \right).$$
By letting $\ell \to \infty$ and then $k \to \infty$, we conclude that (30.54) is true, but this time without any upper semicontinuity assumption.

This concludes the proof of Step 1 in the case $N = \infty$. Then Steps 2 and 3 are done as before. \qed
Locality

Locality is one of the most fundamental properties that one may expect from any notion of curvature. In the setting of weak CD($K,N$) spaces, the locality problem may be loosely formulated as follows: If $(\mathcal{X},d,\nu)$ is weakly CD($K,N$) in the neighborhood of any of its points, then $(\mathcal{X},d,\nu)$ should be a weakly CD($K,N$) space.

So far it is not known whether this “local-to-global” property holds in general. However, it is true at least in a nonbranching space, if $K = 0$ and $N < \infty$. The validity of a more general statement may depend on the following:

Conjecture 30.34 (Local-to-global CD($K,N$) property along a path). Let $\theta \in (0,1)$ and $\alpha \in [0,\pi]$. Let $f : [0,1] \to \mathbb{R}_+$ be a measurable function such that for all $\lambda \in [0,1]$, $t,t' \in [0,1]$, the inequality

$$f((1-\lambda)t + \lambda t') \geq (1-\lambda) \left( \frac{\sin((1-\lambda)\alpha|t-t'|)}{(1-\lambda) \sin(\alpha|t-t'|)} \right)^\theta f(t)$$

$$+ \lambda \left( \frac{\sin(\lambda \alpha|t-t'|)}{\lambda \sin(\alpha|t-t'|)} \right)^\theta f(t')$$

holds true as soon as $|t-t'|$ is small enough. Then (30.56) automatically holds true for all $t,t' \in [0,1]$.

The same if $\sin$ is replaced by $\sinh$ and $\alpha$ is allowed to vary in $\mathbb{R}_+$.

I really don’t have much to support this conjecture, except that it would imply a really nice (to my taste) result. It might be trivially false or trivially true, but I was unable to prove or disprove it. (If it would hold true only under additional regularity assumptions such as local integrability or continuity of $f$, this might be fine.)

To understand the relation of (30.56) to optimal transport, take $\theta = 1 - 1/N$, $\alpha = \sqrt{|K|/(N-1)}d(\gamma_0,\gamma_1)$, $f(t) = \rho_t(\gamma_t)^{-1/N}$, and write $I_t(\gamma_0,\gamma_1)$ for the inequality appearing in (30.43). Then Conjecture 30.34, if true, means that this inequality is local, in the sense that if $I_t(\gamma_0,\gamma_1)$ holds true for $|t_0-t_1|$ small enough, then it holds true for all $t_0,t_1$, and in particular $t_0 = 0, t_1 = 1$.

There are at least two limit cases in which Conjecture 30.34 becomes true. The first one is for $\alpha = 0$ and $\theta$ fixed (this corresponds to CD($0,N$), $N = 1/(1-\theta)$); the second one is the limit when $\theta \to 1$,
$\alpha \to 0$ in such a way that $\alpha^2/(1 - \theta)$ converges to a finite limit (this corresponds to $\text{CD}(K, \infty)$, and the limit of $\alpha^2/(1 - \theta)$ would be $K \, d(\gamma_0, \gamma_1)^2$). In the first case, Conjecture 30.56 reduces to the locality of the property of concavity:

$$f((1 - \lambda) \, t + \lambda \, t') \geq (1 - \lambda) \, f(t) + \lambda \, f(t');$$

while in the second case, it reduces to the locality of the more general property of $\kappa$-concavity ($\kappa \in \mathbb{R}$):

$$f((1 - \lambda) \, t + \lambda \, t') \geq (1 - \lambda) \, f(t) + \lambda \, f(t') + \frac{\kappa \, \lambda (1 - \lambda)}{2} \, |t - t'|^2. \quad (30.57)$$

These properties do satisfy a local-to-global principle, for instance because they are equivalent to the differential inequality $f'' \leq 0$, or $f'' \leq -\kappa$, to be understood in the distributional sense.

To summarize: If $K = 0$ (resp. $N = \infty$), inequality (30.43) (resp. (30.51)) satisfies a local-to-global principle; in the other cases I don’t know.

Next, I shall give a precise definition of what it means to satisfy $\text{CD}(K, N)$ locally:

**Definition 30.35 (Local $\text{CD}(K, N)$ space).** Let $K \in \mathbb{R}$ and $N \in [1, \infty]$. A locally compact Polish geodesic space $(X, d)$ equipped with a locally finite measure $\nu$ is said to be a local weak $\text{CD}(K, N)$ space if for any $x_0 \in X$ there is $r > 0$ such that whenever $\mu_0, \mu_1$ are two probability measures supported in $B_r(x_0) \cap \text{Spt} \, \nu$, there is a displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ joining $\mu_0$ to $\mu_1$, and an associated optimal coupling $\pi$, such that for all $t \in [0, 1]$ and for all $U \in DC_N$,

$$U_\nu(\mu_t) \leq (1 - t) \, U_\nu^{(K, N)}(\mu_0) + t \, U_\nu^{(K, N)}(\mu_1). \quad (30.58)$$

**Remark 30.36.** In the previous definition, one could also have imposed that the whole path $(\mu_t)_{0 \leq t \leq 1}$ is supported in $B_r(x_0)$. Both formulations are equivalent: Indeed, if $\mu_0$ and $\mu_1$ are supported in $B_{r/3}(x_0)$ then all measures $\mu_t$ are supported in $B_{r}(x_0)$.

Now comes the main result in this section:

**Theorem 30.37 (From local to global $\text{CD}(K, N)$).** Let $K \in \mathbb{R}$, $N \in [1, \infty)$, and let $(X, d, \nu)$ be a nonbranching local weak $\text{CD}(K, N)$ space with $\text{Spt} \, \nu = X$. If $K = 0$, then $X$ is also a weak $\text{CD}(K, N)$ space. The same is true for all values of $K$ if Conjecture 30.34 has an affirmative answer.
Remark 30.38. If the assumption $\text{Spt} \nu = X$ is dropped then the result becomes trivially false. As a counterexample, take $X = \mathbb{R}^3$, equipped with the Euclidean distance, and let $\nu$ be the 2-dimensional Lebesgue measure on each horizontal plane of integer altitude. (So the measure is concentrated on well-separated parallel planes.) This is a local weak CD(0, 2) space but not a weak CD(0, 2) space.

Remark 30.39. I don’t know if the nonbranching condition can be removed in Theorem 30.37.

As in the proof of Theorem 30.32, one of the main ideas in the proof of Theorem 30.37 consists in using the nonbranching condition to translate integral conditions into pointwise density bounds along geodesic paths. Another idea consists in “cutting” dynamical optimal transference plans into small pieces, each of which is “small enough” that the local displacement convexity can be applied. The fact that we work along geodesic paths parametrized by $[0, 1]$ explains that the whole locality problem is reduced to the one-dimensional “local-to-global” problem exposed in Conjecture 30.34.

**Proof of Theorem 30.37.** If we can treat the case $N > 1$, then the case $N = 1$ will follow by letting $N$ go to 1 (as in the proof of Theorem 29.24). So let us assume $1 < N < \infty$. In the sequel, I shall use the shorthand $\beta_t = \beta_t^{(K,N)}$.

Let $(X, d, \nu)$ be a nonbranching local weak CD($K, N$) space. By repeating the proof of Theorem 30.32, we can show that for any $x_0 \in X$ there is $r = r(x_0) > 0$ such that (30.58) holds true along any displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ which is supported in $B(x_0, r)$. Moreover, if $\Pi$ is a dynamical optimal transference plan such that $(e_t) \# \Pi = \mu_t$, and each measure $\mu_t$ is absolutely continuous with density $\rho_t$, then $\Pi(\text{d}r)$-almost all geodesics will satisfy inequality (30.43), which I recast below:

$$
\frac{1}{\rho_t(\gamma_t)^{\frac{1}{N}}} \geq (1 - t) \left( \frac{\beta_{1-t}(\gamma_0, \gamma_1)}{\rho_0(\gamma_0)} \right)^{\frac{1}{N}} + t \left( \frac{\beta_t(\gamma_0, \gamma_1)}{\rho_1(\gamma_1)} \right)^{\frac{1}{N}}. \tag{30.59}
$$

Let $\mu_0, \mu_1$ be any two compactly supported probability measures on $X$, and let $B = B(z, R)$ be a large ball such that any geodesic going from $\text{Spt} \mu_0$ to $\text{Spt} \mu_1$ lies within $B$. Let $\Pi$ be a dynamical optimal transference plan between $\mu_0$ and $\mu_1$. The goal is to prove that for all $U \in DC_N$, 

---

*Note: The text continues with further details and proofs related to the main theorem and its implications. The document is a continuation of the proof and discussion on weak Ricci curvature bounds and their geometric and analytic properties.*
\[ U_t(\mu_t) \leq (1-t) U_{x_\gamma^{-1}}(\mu_0) + t U_{x_\gamma}(\mu_1). \] (30.60)

The plan is to cut \( \Pi \) into very small pieces, each of which will be included in a sufficiently small ball that the local weak CD(1,\( N \)) criterion can be used. I shall first proceed to construct these small pieces.

Cover the closed ball \( B[z, R] \) by a finite number of balls \( B(x_j, r_j/3) \) with \( r_j = r(x_j) \), and let \( \gamma := \inf(r_j/3) \). For any \( y \in B[z, R] \), the ball \( B(y, \gamma) \) lies inside some \( B(x_j, r_j) \); so if \( (\Pi_t)_{0 \leq t \leq 1} \) is any displacement interpolation supported in some ball \( B(y, \gamma) \), \( \Pi \) is an associated dynamical optimal transference plan, and \( \mu_0, \mu_1 \) are absolutely continuous, then the density \( \rho_{t} \) of \( \mu_{t} \) will satisfy the inequality

\[
\frac{1}{\rho_{t}(\gamma_{t})^{N}} \geq (1-t) \left( \frac{\beta_{1-t}(\gamma_{0}, \gamma_{1})}{\rho_{0}(\gamma_{0})} \right)^{\frac{1}{N}} + t \left( \frac{\beta_{t}(\gamma_{0}, \gamma_{1})}{\rho_{1}(\gamma_{1})} \right)^{\frac{1}{N}}, \quad (30.61)
\]

\( \Pi(d\gamma) \)-almost surely. The problem now is to cut \( \Pi \) into many small subplans \( \Pi \) and to apply (30.61) to all these subplans.

Let \( \delta \in 1/N \) be small enough that \( 4R \delta \leq \gamma/3 \), and let \( B(y_{\ell}, \delta)_{1 \leq \ell \leq L} \) be a finite covering of \( B[z, R] \) by balls of radius \( \delta \). Define \( A_1 = B(y_1, \delta) \), \( A_2 = B(y_2, \delta) \setminus A_1 \), \( A_3 = B(y_3, \delta) \setminus (A_1 \cup A_2) \), etc. This provides a covering of \( B(z, R) \) by disjoint sets \( (A_\ell)_{1 \leq \ell \leq L} \), each of which is included in a ball of radius \( \delta \). (Without loss of generality, we can assume that they are all nonempty.)

Let \( m = 1/\delta \in \mathbb{N} \). We divide the set \( \Gamma \) of all geodesics going from \( \text{Spt} \mu_0 \) to \( \text{Spt} \mu_1 \) into pieces, as follows. For any finite sequence \( \ell = (\ell_0, \ell_1, \ldots, \ell_m) \), let

\[
\Gamma_{\ell} = \left\{ \gamma \in \Gamma; \; \gamma_0 \in A_{\ell_0}, \; \gamma_{\ell} \in A_{\ell}, \; \gamma_{2\ell} \in A_{\ell_2}, \ldots, \; \gamma_{m\ell} = \gamma_1 \in A_{\ell_m} \right\}.
\]

The sets \( \Gamma_{\ell} \) are disjoint. We discard the sequences \( \ell \) such that \( \Pi[\Gamma_{\ell}] = 0 \). Then let \( \tilde{\Gamma}_{\ell} = \Pi[\Gamma_{\ell}] \), and let

\[
\Pi_{\ell} = \frac{1_{\tilde{\Gamma}_{\ell}} \Pi_{\ell}}{\tilde{Z}_{\ell}}
\]

be the law of \( \gamma \) conditioned by the event \( \{ \gamma \in \Gamma_{\ell} \} \). Further, let \( \mu_{\ell,t} = (e_t)_{#} \Pi_{\ell} \) and \( \pi_{\ell} = (e_0, e_1)_{\#} \Pi_{\ell} \).

For each \( \ell \) and \( k \in \{0, \ldots, m-2\} \), we define \( \Pi_{k}^{\ell} \) to be the image of \( \Pi_{\ell} \) by the restriction map \([0,1] \to [k\delta, (k+2)\delta] \). Up to affine reparametrization of time, \( \Pi_{k}^{\ell} \) is a dynamical optimal transference plan between the measures \( \mu_{\ell,k\delta} \) and \( \mu_{\ell,(k+2)\delta} \) (Theorem 7.30(i)-(ii)).
Let \( \gamma \) be a random geodesic distributed according to the law \( \Pi^k_\ell \). Almost surely, \( \gamma(k\delta) \) belongs to \( A_{\ell_k} \), which has a diameter at most \( \pi/3 \). Moreover, the speed of \( \gamma \) is bounded above by \( \text{diam}(B[z, R]) \leq 2R \), so on the time-interval \([k\delta, (k + 2)\delta]\), \( \gamma \) moves at most by a distance \((2\delta)(2R) \leq \pi/3 \). Thus \( \gamma \) is entirely contained in a set of diameter \( 2\pi/3 \). In particular, \((\mu^k_{\ell, t})_{k\delta \leq t \leq (k + 2)\delta} \) is entirely supported in a set of diameter \( \pi \), and satisfies the displacement convexity inequalities which are typical of the curvature-dimension bound \( \text{CD}(K, N) \).

By Theorem 7.30(iii), \( \mu^k_{\ell, t} \) is (up to time-reparametrization) the unique optimal dynamical transference plan between \( \mu^k_{\ell, k\delta} \) and \( \mu^k_{\ell, (k + 2)\delta} \). So by Theorem 30.19(ii), the absolute continuity of \( \mu^k_{\ell, k\delta} \) implies the absolute continuity of \( \mu^k_{\ell, t} \) for all \( t \in [k\delta, (k + 2)\delta] \). Since \( \mu^k_{\ell, 0} \) is absolutely continuous, an immediate induction shows that \( \mu^k_{\ell, t} \) is absolutely continuous for all times. Then we can apply (30.61) to each path \((\mu^k_{\ell, t})_{k\delta \leq t \leq (k + 2)\delta} \); after time reparametrization, this becomes:

\[
\forall k \in \{0, \ldots, m - 2\}, \quad \Pi^k_\ell(d\gamma)\text{-almost surely, } \forall t \in [0, 1], \forall (t_0, t_1) \in [k\delta, (k + 2)\delta], \quad \frac{1}{\rho^k_{\ell}(1-t)t_0+t_1(\gamma(1-t)t_0+t_1)} \geq (1-t)\left(\frac{\beta_1-t(\gamma_{t_0}, \gamma_{t_1})}{\rho^k_{\ell, t_0}(\gamma_{t_0})}\right)^{\frac{1}{K}} + t\left(\frac{\beta_t(\gamma_{t_0}, \gamma_{t_1})}{\rho^k_{\ell, t_1}(\gamma_{t_1})}\right)^{\frac{1}{K}}.
\]

(30.62)

So inequality (30.62) is satisfied whenever \(|t_0 - t_1| \leq \delta\). Then our assumptions, and the discussion following Conjecture 30.34, imply that the same inequality is satisfied for all values of \( t_0 \) and \( t_1 \) in \([0, 1]\). In particular, \( \Pi^k_\ell \) almost surely,

\[
\frac{1}{\rho^k_{\ell}(\gamma_t)} \geq (1-t)\left(\frac{\beta_1-t(\gamma_{t_0}, \gamma_{t_1})}{\rho^k_{\ell, t_0}(\gamma_{t_0})}\right)^{\frac{1}{K}} + t\left(\frac{\beta_t(\gamma_{t_0}, \gamma_{t_1})}{\rho^k_{\ell, t_1}(\gamma_{t_1})}\right)^{\frac{1}{K}}.
\]

(30.63)

By reasoning as in the proof of Theorem 30.32 (end of Step 2), we deduce the inequality

\[
U_\nu(\mu_{\ell, t}) \leq (1-t)U^\beta_{\ell_0} \nu((\mu_{\ell, 0}) + tU^\beta_{\ell_1} \nu((\mu_{\ell, 1})).
\]

(30.64)

Recall that \( \mu_t = \sum Z_{\ell} \mu_{\ell, t} \); so the issue is now to add up the various contributions coming from different values of \( \ell \).

For each \( \ell \), we apply (30.64) with \( \bar{U} \) replaced by \( \bar{U}_\ell = U(Z_{\ell} \cdot)/Z_{\ell} \). Then, with the shorthand \( U_{\ell, \nu} = (U_\nu)_{\ell} \) and \( U^\beta_{\ell, \nu} = (U^\beta_{\ell})_{\nu} \), we obtain
For any $t \in (0, 1)$, the map $\gamma_t \to \gamma$ is injective, as a consequence of Theorem 7.30(iv)–(v), and in particular the measures $\mu_{\ell,t}$ are mutually singular as $\ell$ varies. Then it follows from Lemma 29.7 that

$$U_\nu(\mu_t) = \sum_\ell Z_\ell U_{\nu,\ell}(\mu_{\ell,t}).$$  \hfill (30.66)

Since $\pi = \sum_\ell Z_\ell \pi_\ell$, Lemma 29.7 also implies

$$\sum_\ell Z_\ell U_{\nu,\ell}(\mu_{\ell,t}) \leq U_{\beta_{\ell,t}}(\mu_0);$$

$$\sum_\ell Z_\ell U_{\nu,\ell}(\mu_{\ell,1}) \leq U_{\beta_{\ell}}(\mu_1).$$ \hfill (30.67)

The combination of (30.65), (30.66) and (30.67) implies the desired conclusion (30.60). \hfill \square

In the case $N = \infty$, Conjecture 30.34 is satisfied; however, I don’t know if Theorem 30.37 can be extended to that case without additional assumptions; the problem is that $H_\nu(\mu)$ might be $+\infty$. More precisely, if either $H_\nu(\mu_k\delta)$ or $H_\nu(\mu_{(k+2)\delta})$ is $+\infty$, then we cannot derive (30.51) between times $k\delta$ and $(k+2)\delta$, so the proof breaks down.

To get around this problem, I shall impose further assumptions ensuring that the space is “almost everywhere” finite-dimensional. Let us agree that a point $x$ in a metric-measure space $(X',d,\nu)$ is finite-dimensional if there is a small ball $B_r(x)$ in which the criterion for CD($K',N'$) is satisfied, where $K' \in \mathbb{R}$ and $N' < \infty$. More explicitly, it is required that for any two probability measures $\mu_0, \mu_1$ supported in $B_r(x) \cap \text{Spt} \nu$, there is a displacement interpolation $(\mu_t)_{0 \leq t \leq 1}$ and an associated coupling $\pi$ such that for all $U \in DC_N$,

$$U_\nu(\mu_t) \leq (1 - t) U_{\beta_{K,N}(\pi)}(\mu_0) + t U_{\beta_{K,N}(\pi)}(\mu_1).$$

A point will be called infinite-dimensional if it is not finite-dimensional.

**Example 30.40.** Let $\varphi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$ be a convex function with domain $(a,b)$, where $a,b$ are two real numbers. (So $\varphi$ takes the value $+\infty$ outside of $(a,b)$.) Equip $\mathbb{R}$ with the usual distance and the measure $\nu(dx) = e^{-\varphi(x)} dx$; this gives a weak CD($0,\infty$) space. Then the support $[a,b]$ of $\nu$ consists in finite-dimensional points, which fill up the open interval $(a,b)$; and the two infinite-dimensional points $a$ and $b$. 
Example 30.41. The space $\mathcal{X}$ in Example 29.17 is “genuinely infinite-dimensional” in the sense that none of its points is finite-dimensional (such a point would have a neighborhood of finite Hausdorff dimension by Corollary 30.13).

Theorem 30.42 (From local to global $\text{CD}(K, \infty)$). Let $K \in \mathbb{R}$ and let $(\mathcal{X}, d, \nu)$ be a local weak $\text{CD}(K, \infty)$ space with $\text{Spt} \nu = \mathcal{X}$. Assume that $\mathcal{X}$ is nonbranching and that there is a totally convex measurable subset $\mathcal{Y}$ of $\mathcal{X}$ such that all points in $\mathcal{Y}$ are finite-dimensional and $\nu[\mathcal{X} \setminus \mathcal{Y}] = 0$. Then $(\mathcal{X}, d, \nu)$ is a weak $\text{CD}(K, \infty)$ space.

Remark 30.43. I don’t know if the assumption of the existence of $\mathcal{Y}$ can be removed from the above theorem.

Proof of Theorem 30.42. Let $\Gamma$ be the set of all geodesics in $\mathcal{X}$. Let $K$ be a compact subset of $\mathcal{Y}$, and let $\mu_0, \mu_1$ be two probability measures supported in $K$. Let $(\mu_t)_{0 \leq t \leq 1}$ be a displacement interpolation. The set $\Gamma_K$ of geodesics $(\gamma_t)_{0 \leq t \leq 1}$ such that $\gamma_0, \gamma_1 \in K$ is a compact subset of $\Gamma(\mathcal{X})$ (the set of all geodesics in $\mathcal{X}$). So

$$\mathcal{X}_K := \{ \gamma_t; 0 \leq t \leq 1; \gamma_0 \in K, \gamma_1 \in K \}$$

is a compact set too, as the image of $\Gamma_K \times [0, 1]$ by the continuous map $(\gamma, t) \mapsto \gamma_t$.

For each $x \in \mathcal{X}_K$, we may find a small ball $B_r(x)$ such that the displacement convexity inequality defining $\text{CD}(K, \infty)$ is satisfied for all displacement interpolations supported in $B_r(x)$; but also the displacement convexity inequality defining $\text{CD}(K', N')$, for some $K' \in \mathbb{R}$, $N' < \infty$. (Both $K'$ and $N'$ will depend on $x$.) In particular, if $(\mu'_t)_{t_1 \leq t \leq t_2}$ is a displacement interpolation supported in $B_r(x)$, with $\mu'_t$ absolutely continuous, then also $\mu'_t$ is absolutely continuous for all $t \in (t_1, t_2)$ (the proof is the same as for Theorem 30.19(ii)). By reasoning as in the proof of Theorem 30.37, one deduces that $\mu_t$ is absolutely continuous for all $t \in [0, 1]$ if $\mu_0$ and $\mu_1$ are absolutely continuous.

Of course this is not yet sufficient to imply the finiteness of $H_\nu(\mu_t)$, but now we shall be able to reduce to this case by approximation. More precisely, we shall construct a sequence $(\Pi^{(k)})_{k \in \mathbb{N}}$ of dynamical optimal transference plans, such that

$$\Pi^{(k)} = \frac{\widehat{\Pi}^{(k)}}{Z^{(k)}}, \quad 0 \leq \widehat{\Pi}^{(k)} \leq \Pi; \quad Z^{(k)} \uparrow 1; \quad Z^{(k)} \Pi^{(k)} \uparrow \Pi,$$

(30.68)
∀k ∈ ℤ, ∀j ∈ ℤ (j ≤ 1/δ), \( \sup \rho_{j\delta}^{(k)} < +\infty, \) (30.69)

where the supremum really is an essential supremum, and \( \rho_{t}^{(k)} \) is the density of \( \mu_{t}^{(k)} \) with respect to \( \nu \).

If we can do this, then by repeating the proof of Theorem 30.37 we shall obtain

\[
H_{\nu}(\mu_{t}) \leq (1 - t) H_{\pi_{t}^{1 - t}}^{\beta(K,\infty)}(\mu_{0}) + t H_{\pi_{t}^{1 - t} \nu}^{\beta(K,\infty)}(\mu_{1}).
\] (30.70)

Here \( \mu_{0} \) and \( \mu_{1} \) are assumed to be supported in a compact subset \( K \) of \( \mathcal{Y} \). But then, by regularity of \( \nu \), we may introduce an increasing sequence of compact sets \( (K_{m})_{m \in \mathbb{N}} \) such that \( \bigcup K_{m} = \mathcal{Y} \), up to a \( \nu \)-negligible set. Observe that \( \overline{\mathcal{Y}} = \mathcal{X} \) (otherwise \( \text{Spt} \ \nu \) would be included in \( \overline{\mathcal{Y}} \) and strictly smaller than \( \mathcal{X} \)); that \( \mathcal{X} \setminus \mathcal{Y} \) has zero measure; that any \( \mu \) such that \( H_{\nu}(\mu) < +\infty \) satisfies \( \mu_{0} = 0 \), so \( H_{\nu}(\mu) = \int_{\mathcal{X}} \rho \log \rho \, d\nu = \int_{\mathcal{Y}} \rho \log \rho \, d\nu \). This makes it possible to run again a classical scheme to approximate any \( \mu \in \mathcal{P}_{c}(\mathcal{X}) \) with \( H_{\nu}(\mu) < +\infty \) by a sequence \( (\mu_{m})_{m \in \mathbb{N}} \), such that \( \mu_{m} \) is supported in \( K_{m} \), \( \mu_{m} \) converges weakly to \( \mu \) and \( H_{\pi_{m}^{1 - t} \nu}^{\beta(K,\infty)} \) converges to \( H_{\pi_{\nu}^{1 - t}}^{\beta(K,\infty)} \) if \( \pi_{m} \rightarrow \pi \). (Choose for instance \( \mu_{m} = \chi_{m} \mu / (\int \chi_{m} \, d\mu) \), where \( \chi_{m} \) is a cutoff function satisfying \( 0 \leq \chi_{m} \leq 1 \), \( \chi_{m} = 0 \) outside \( K_{m+1} \), \( \chi_{m} = 1 \) on \( K_{m} \), and argue as in the proof of Theorem 30.5.) A limit argument will then establish (30.70) for any two compactly supported probability measures \( \mu_{0}, \mu_{1} \).

So it all boils down to providing an approximation sequence \( \Pi^{(k)} \) satisfying (30.68), (30.69). This is done in \( m \) (simple) steps as follows.

First approximate \( \rho_{\delta} \) by a nondecreasing sequence of bounded densities: \( 0 \leq \rho_{\delta}^{k_{1}} \leq \rho_{\delta} \), \( k_{1} \in \mathbb{N} \), where each \( h_{\delta}^{k_{1}} \) is bounded and \( h_{\delta}^{k_{1}} \uparrow \rho_{\delta} \) as \( k_{1} \rightarrow \infty \). Define

\[
\tilde{\Pi}^{k_{1}}(d\gamma) = (h_{\delta}^{k_{1}} \nu)(d\gamma \delta) \Pi(d\gamma|\gamma_{\delta}),
\]

where \( \Pi(d\gamma|\gamma_{t}) \) stands for the conditional probability of \( \gamma \), distributed according to \( \Pi \) and conditioned by its value at time \( t \). Then let
\[ Z^{k_1} = \hat{\Pi}^{k_1}[\Gamma]; \quad \Pi^{k_1} = \frac{\hat{\Pi}^{k_1}}{Z^{k_1}}. \]

As \( k_1 \) goes to infinity, it is clear that \( Z^{k_1} \uparrow 1 \) (in particular, we may assume without loss of generality that \( Z^{k_1} > 0 \)) and \( Z^{k_1} \Pi^{k_1} \uparrow \Pi \). Moreover, if \( \rho_t^{k_1} \) stands for the density of \( (e_t)\#\Pi^{k_1} \), then \( \rho_t^{k_1} = (Z^{k_1})^{-1}h^{k_1}_\delta \) is bounded.

Now comes the second step: For each \( k_1 \), let \( (h^{k_1,k_2}_{2\delta})_{k_2 \in \mathbb{N}} \) be a nondecreasing sequence of bounded functions converging almost surely to \( \rho^{k_1}_{2\delta} \) as \( k_2 \to \infty \). Let

\[ \hat{\Pi}^{k_1,k_2}(d\gamma) = (h^{k_1,k_2}_{2\delta} \nu)(d\gamma_{2\delta}) \Pi^{k_1}(d\gamma|\gamma_{2\delta}), \]

\[ Z^{k_1,k_2} = \hat{\Pi}^{k_1,k_2}[\Gamma], \quad \Pi^{k_1,k_2} = \frac{\hat{\Pi}^{k_1,k_2}}{Z^{k_1,k_2}}, \]

and let \( \rho_t^{k_1,k_2} \) stand for the density of \( (e_t)\#\Pi^{k_1,k_2} \). Then \( \rho_t^{k_1,k_2} \leq (Z^{k_1,k_2})^{-1}\rho_t^{k_1} = (Z^{k_1,k_2}Z^{k_1})^{-1}h^{k_1}_\delta \) and \( \rho^{k_1,k_2}_{2\delta} = (Z^{k_1,k_2})^{-1}h^{k_1}_{2\delta} \) are both bounded.

Then repeat the process: If \( \Pi^{k_1,\ldots,k_j} \) has been constructed for any \( k_1, \ldots, k_j \) in \( \mathbb{N} \), introduce a nonincreasing sequence \( (h^{k_1,\ldots,k_{j+1}}_{(j+1)\delta})_{k_{j+1} \in \mathbb{N}} \) converging almost surely to \( \rho^{k_1,\ldots,k_{j+1}}_{(j+1)\delta} \) as \( k_{j+1} \to \infty \); define

\[ \hat{\Pi}^{k_1,\ldots,k_{j+1}}(d\gamma) = (h^{k_1,\ldots,k_{j+1}}_{(j+1)\delta} \nu)(d\gamma_{(j+1)\delta}) \Pi^{k_1,\ldots,k_{j+1}}(d\gamma|\gamma_{(j+1)\delta}), \]

\[ Z^{k_1,\ldots,k_{j+1}} = \hat{\Pi}^{k_1,\ldots,k_{j+1}}[\Gamma], \quad \Pi^{k_1,\ldots,k_{j+1}} = \frac{\hat{\Pi}^{k_1,\ldots,k_{j+1}}}{Z^{k_1,\ldots,k_{j+1}}}, \]

\[ (e_t)\#\Pi^{k_1,\ldots,k_{j+1}} = \mu_t^{k_1,\ldots,k_{j+1}}. \]

Then for any \( t \in \{\delta, 2\delta, \ldots, (j+1)\delta\} \), the density \( \rho_t^{k_1,\ldots,k_{j+1}} \) of \( \mu_t^{k_1,\ldots,k_{j+1}} \) is bounded.

After \( m \) operations this process has constructed \( \Pi^{k_1,\ldots,k_m} \) such that all densities \( \rho^{k_1,\ldots,k_m}_{\delta} \) are bounded. The proof is completed by choosing \( \Pi^{(k)} = \Pi^{k,\ldots,k} \), \( Z^{(k)} = Z^k \cdot Z^{k,k} \cdot \ldots \cdot Z^{k,\ldots,k} \). \( \square \)
Appendix: Localization in measure spaces

In this Appendix I recall some basic facts about the use of cutoff functions to reduce to compact sets. Again, the natural setting is that of boundedly compact metric spaces, i.e. metric spaces where closed balls are compact.

**Definition 30.44 (Cutoff functions).** Let \((X, d)\) be a boundedly compact metric space, and let \(\star\) be an arbitrary base point. For any \(R > 0\), let \(B_R\) be the closed ball \(B[\star, R]\). A \(\star\)-cutoff is a family of non-negative continuous functions \((\chi_R)_{R > 0}\) such that \(1_{B_R} \leq \chi_R \leq 1_{B_R + 1}\) for all \(R\).

More explicitly: \(\chi_R\) is valued in \([0, 1]\), and \(\chi_R\) is identically equal to 1 on \(B_R\), identically equal to 0 on \(B_R + 1\).

The existence of a \(\star\)-cutoff follows from Urysohn’s lemma.

If \(\mu\) is any finite measure on \(X\), then \(\chi_R \mu\) converges to \(\mu\) in total variation norm; moreover, for any \(R > 0\), the truncation operator \(T_R: \mu \mapsto \chi_R \mu\) is a (nonstrict) contraction. As a particular case, if \(\nu\) is any measure on \(X\), and \(f \in L^1(X, \nu)\), then \(\chi_R f\) converges to \(f\) in \(L^1(\nu)\).

A consequence is the density of \(C_c(X)\) in \(L^1(X, \nu)\), as soon as \(\nu\) is locally finite. Indeed, if \(f\) is given in \(L^1(X, \nu)\), first choose \(R\) such that \(\|f\|_{L^1(X \setminus B_R, \nu)} \leq \delta\); then pick up some \(g \in C(B_{R+1})\) such that \(\|f - g\|_{L^1(B_{R+1}, \nu)} \leq \delta\). (Since \(B_{R+1}\) is compact, this can be done with Lusin’s theorem.) Finally define \(\tilde{g} := g \chi_R\), extended by 0 outside of \(B_R\); then \(\tilde{g}\) is a continuous function with compact support, and it is easy to check that \(\|f - \tilde{g}\|_{L^1(X, \nu)} \leq 2\delta\).

Bibliographical notes

Most of the material in this chapter comes from papers by Lott and myself [577, 578, 579] and by Sturm [762, 763]. Some of the results are new. Prior to these references, there had been an important series of papers by Cheeger and Colding [227, 228, 229, 230], with a follow-up by Ding [303], about the structure of measured Gromov–Hausdorff limits of sequences of Riemannian manifolds satisfying a uniform \(\text{CD}(K, N)\) bound. Some of the results by Cheeger and Colding can be re-interpreted in the present framework, but for many other
Theorems this remains open: Examples are the generalized splitting theorem [227, Theorem 6.64], the theorem of mutual absolute continuity of admissible reference measures [230, Theorem 4.17], or the theorem of continuity of the volume in absence of collapsing [228, Theorem 5.9]. (A positive answer to the problem raised in Remark 30.16 would solve the latter issue.)

Theorem 30.2 is taken from work by Lott and myself [577] as well as Corollary 30.9, Theorems 30.22 and 30.23, and the first part of Theorem 30.28. Theorem 30.7, Corollary 30.10, Theorems 30.11 and 30.17 are due to Sturm [762, 763]. Part (i) of Theorem 30.19 was proven by Lott and myself in the case $K = 0$. Part (ii) follows a scheme of proof communicated to me by Sturm. In a Euclidean context, Theorem 30.20 is well-known to specialists and used in several recent works about optimal transport; I don’t know who first made this observation.

The Poincaré inequalities appearing in Theorems 30.25 and 30.26 (in the case $K = 0$) are due to Lott and myself [578]. The concept of upper gradient was put forward by Heinonen and Koskela [470] and other authors; it played a key role in Cheeger’s construction [226] of a differentiable structure on metric spaces satisfying a doubling condition and a local Poincaré inequality. Independently of [578], there were several simultaneous treatments of local Poincaré inequalities under weak CD($K, N$) conditions, by Sturm [763] on the one hand, and von Renesse [825] on the other. The proofs in all of these works have many common points, and also common features with the proof by Cheeger and Colding [230]. But the argument by Cheeger and Colding uses another inequality called the “segment inequality” [227, Theorem 2.11], which as far as I know has not been adapted to the context of metric-measure spaces. In [578] on the other hand we used the concept of “democratic condition”, as in Theorem 19.13.

All these notions (possibly coupled with a doubling condition) are stable under the Gromov–Hausdorff limit: this was checked in [226, 510, 529] for the Poincaré inequality, in [230] for the segment inequality, and in [578] for the democratic condition.

Theorem 30.28(ii) is due to Lott and myself [579]; it uses Proposition 30.30 with $L(d) = d^2/2$. In this particular case (and under a nonessential compactness assumption), a complete proof of Proposition 30.30 can be found in [579]. It is also shown there that the conclusions of Proposition 22.16 all remain true if $(X, d)$ is a finite-dimensional Alexandrov space with curvature bounded below; this is a pointwise
property, as opposed to the “almost everywhere” statement appearing in Proposition 30.30(vii). As for the proof of this almost everywhere result, it is based on Cheeger’s generalized Rademacher theorem [226, Theorem 10.2]. (The argument is written down in [579] only for the case \( L(d) = d^2/2 \) but this is no big deal.)

An even more general proof of Theorem 30.28(ii) was given by Gozlan [429].

As a consequence of the doubling and local Poincaré inequalities, a weak \( \text{CD}(K, N) \) space with \( N < \infty \) automatically has some regularity (a differentiable structure defined almost everywhere); see again [226]. For Alexandrov spaces, such “automatic regularity” results have been obtained in [665, 677]; see [174, Chapter 10] for a survey.

Inequality (30.32) was proven by Lott and myself in [577], at a time when we did not have the general definition of weak \( \text{CD}(K, N) \) spaces. The argument is inspired by previous works of Otto and myself [671, Theorem 4], and Ledoux [544]. It might still have some interest, since there is no reason why \( \text{CD}(0, N) \) and \( \text{CD}(K, \infty) \) together should imply \( \text{CD}(K, N) \).

As discussed in [654, 656, 763], several of the inequalities established in the present chapter (and elsewhere) from the \( \text{CD}(K, N) \) property also follow from the measure-contraction property \( \text{MCP}(K, N) \), which, at least in nonbranching spaces, is weaker than \( \text{CD}(K, N) \). (But \( \text{MCP}(K, N) \) cannot be directly related to Ricci curvature bounds, as explained in the bibliographical notes of Chapter 29.) Building on previous works such as [226, 538, 539, 459, 760], Sturm [763, Section 7] discussed other consequences of \( \text{MCP}(K, N) \), under the additional assumption that \( \lim_{r \to 0} \nu[B_r(x)]/r^N \) is bounded. These consequences include results on Dirichlet forms, Sobolev spaces, Harnack inequalities, Hölder continuity of harmonic functions, Gaussian estimates for heat kernels.

I proved Theorem 30.32 specifically for these notes, but a very close statement was also obtained shortly after and independently by Sturm [763, Proposition IV.2], at least for absolutely continuous measures. Sturm’s proof is different from mine, although many common ingredients can be recognized.

The treatment of singular measures in Theorem 30.32 (Step 4 of the proof) grew out of a joint work of mine with Figalli [372]; there we proved Theorem 30.32 (more precisely, the parts which were not proven in [577]) in smooth Riemannian manifolds. The proof in [372] is
slightly different from the one which I gave here; it uses Lemma 29.7. An alternative “Eulerian” approach to displacement convexity for singular measures was implemented by Daneri and Savaré [271].

In Alexandrov spaces, the locality of the notion “curvature is bounded below by $\kappa$” is called Toponogov’s theorem; in full generality it is due to Perelman [175]. A proof can be found in [174, Theorem 10.3.1], along with bibliographical comments.

The conditional locality of $\text{CD}(K, \infty)$ in nonbranching spaces (Theorem 30.42) was first proven by Sturm [762, Theorem 4.17], with a different argument than the one used here. Sturm does not make any assumption about infinite-dimensional points, but he assumes that the space of probability measures $\mu$ with $H_\nu(\mu) < +\infty$ is geodesically convex. It is clear that the proof of Theorem 30.42 can be adapted and simplified to cover this assumption. Theorem 30.37 is new as far as I know. Example 30.41 was suggested to me by Lott.

When one restricts to $\lambda = 1/2$, Conjecture 30.34 takes a simpler form, and at least seems to be true for all $\theta$ outside $(0, 1)$; but of course we are interested precisely in the range $\theta \in (0, 1)$. I once hoped to prove Conjecture 30.34 by reinterpreting it as the locality of the $\text{CD}(K, N)$ property in 1-dimensional spaces, and classifying 1-dimensional local weak $\text{CD}(K, N)$ spaces; but I did not manage to get things to work.

Natural geometric questions, related to the locality problem, are the stability of $\text{CD}(K, N)$ under quotient by Lie group action and lifting to the universal covering. I shall briefly discuss what is known about these issues.

- About the quotient problem, there are some results. In [577, Section 5.5], Lott and I proved that the quotient of a $\text{CD}(K, N)$ metric-measure space $\mathcal{X}$ by a Lie group of isometries $G$ is itself $\text{CD}(K, N)$, under the assumptions that (a) $\mathcal{X}$ and $G$ are compact; (b) $K = 0$ or $N = \infty$; (c) any two absolutely continuous probability measures on $\mathcal{X}$ are joined by a unique displacement interpolation which is absolutely continuous for all times. The definition of $\text{CD}(K, \infty)$ which was used in [577] is not exactly the same as in these notes, but Theorem 30.32 guarantees that there is no difference if $\mathcal{X}$ is nonbranching. Assumption (c) was used only to make sure that any displacement interpolation between absolutely continuous probability measures would satisfy the displacement interpolation inequalities which are characteristic of $\text{CD}(0, N)$; but Theorem 30.32 ensures that this is the case in nonbranching $\text{CD}(0, N)$ spaces, so the proof would go through if
Assumption (c) were replaced by just a nonbranching property. Assumption (b) is probably easy to remove. On the other hand, relaxing Assumption (a) does not seem trivial at all, and would require more thinking.

- About the lifting problem, one might first think that it follows from the locality, as stated for instance in Theorems 30.37 or 30.42. But even in situations where $\text{CD}(K,N)$ has been shown to be local (say $N = 0$ and $X$ is nonbranching), the existence of the universal covering is not obvious. Abstract topology shows that the existence of the universal covering of $X$ is equivalent to $X$ being semi-locally simply connected (“déléachable” in the terminology of Bourbaki). This property is satisfied if $X$ is locally contractible, that is, every point $x$ has a neighborhood which can be contracted into $x$. For instance, an Alexandrov space with curvature bounded below is locally contractible because any point $x$ has a neighborhood which is homeomorphic to the tangent cone at $x$; no such theory is known for weak $\text{CD}(K,N)$ spaces. (All this was explained to me by Lott.)

Here are some technical notes to conclude.

An introduction to Hausdorff measure and Hausdorff dimension can be found, e.g., in Falconer’s broad-audience books [337, 338].

The Dunford–Pettis theorem provides a sufficient condition for uniform equi-integrability: If a family $F \subset L^1(\nu)$ is weakly sequentially compact in $L^1(\nu)$, then there exists a function $\Psi: \mathbb{R}_+ \to \mathbb{R}_+$ such that $\Psi(r)/r \to +\infty$ as $r \to \infty$ and $\sup_{f \in F} \int \Psi(f) d\nu < +\infty$. A proof can be found, e.g., in [177, Theorem 2.12] (there the theorem is stated in $\mathbb{R}^n$ but the proof is the same in a more general space), or in my own course on integration [819, Section VII-5].

Urysohn’s lemma [318, Theorem 2.6.3] states the following: If $(\mathcal{X}, d)$ is a locally compact metric space (or even just a locally compact Hausdorff space), $K$ is a compact subset of $\mathcal{X}$ and $O$ is an open subset of $\mathcal{X}$ with $K \subset O$, then there is $f \in C_c(\mathcal{X})$ with $1_K \leq f \leq 1_O$.

Analysis on metric spaces (in terms of regularity, Sobolev spaces, etc.) has undergone rapid development in the past ten years, after the pioneering works by Hajłasz and Koskela [459, 461] and others. Among dozens and dozens of papers, I shall only quote two reference books [37, 469] and a survey paper [460]; see also the bibliographical notes of Chapter 26 for more references about analysis in Alexandrov spaces. The thesis developed in the present course is that optimal transport has suddenly become an important actor in this theory.
Conclusions and open problems
In these notes I have tried to present a consistent picture of the theory of optimal transport, with a dynamical, probabilistic and geometric point of view, insisting on the notions of displacement interpolation, probabilistic representation, and curvature effects.

The qualitative description of optimal transport, developed in Part I, now seems to be more or less under control. Even the smoothness of the transport map in curved geometries starts to be better understood, thanks in particular to the recent works of Grégoire Loeper, Xinan Ma, Neil Trudinger and Xu-Jia Wang which were described in Chapter 12.

Among issues which seem to be of interest I shall mention:

- find relevant examples of cost functions with nonnegative, or positive $c$-curvature (Definition 12.27), and theorems guaranteeing that the optimal transport does not approach singularities of the cost function — so that the smoothness of the transport map can be established;
- get a precise description of the singularities of the optimal transport map when the latter is not smooth;
- further analyze the displacement interpolation on singular spaces, maybe via nonsmooth generalizations of Mather’s estimates (as in Open Problem 8.2).

For the applications of optimal transport to Riemannian geometry, a consistent picture is also emerging, as I have tried to show in Part II. The main regularity problems seem to be under control here, but there remain several challenging “structural” problems:

- How can one best understand the relation between plain displacement convexity and distorted displacement convexity, as described in Chapter 17? Is there an Eulerian counterpart of the latter concept? See Open Problems 17.38 and 17.39 for more precise formulations.
- Optimal transport seems to work well to establish sharp geometric inequalities when the “natural dimension of the inequality” coincides with the dimension bound; on the other hand, so far it has failed to establish for instance sharp logarithmic Sobolev or Talagrand inequalities (infinite-dimensional) under a CD($K, N$) condition for $N < \infty$ (Open Problems 21.6 and 22.44). The sharp $L^2$-Sobolev inequality (21.9) has also escaped investigations based on optimal transport (Open Problems 21.11). Can one find a more precise strategy to attack such problems by a displacement convexity approach? A seemingly closely related question is whether one can mimick (maybe by changes of unknowns in the transport problem?) the changes of variables in the $\Gamma_2$ formalism,
which are often at the basis of the derivation of such sharp inequalities, as in the recent papers of Jérôme Demange. To add to the confusion, the mysterious structure condition (25.10) has popped out in these works; it is natural to ask whether this condition has any interpretation in terms of optimal transport.

- Are there interesting examples of displacement convex functionals apart from the ones that have already been explored during the past ten years — basically all of the form \( \int_M U(\rho) \, d\nu + \int_M k \, V \, d\mu \otimes k \)? It is frustrating that so few examples of displacement convex functionals are known, in contrast with the enormous amount of plainly convex functionals that one can construct. Open Problem 15.11 might be related to this question.

- Is there a transport-based proof of the famous Lévy–Gromov isoperimetric inequalities (Open Problem 21.16), that would not involve so much “hard analysis” as the currently known arguments? Besides its intrinsic interest, such a proof could hopefully be adapted to nonsmooth spaces such as the weak CD\((K,N)\) spaces studied in Part III.

- Caffarelli’s log concave perturbation theorem (alluded to in Chapter 2) is another riddle in the picture. The Gaussian space can be seen as the infinite-dimensional version of the sphere, which is the Riemannian “reference space” with positive constant (sectional) curvature; and the space \( \mathbb{R}^n \) equipped with a log concave measure is a space of nonnegative Ricci curvature. So Caffarelli’s theorem can be restated as follows: If the Euclidean space \((\mathbb{R}^n, d_2)\) is equipped with a probability measure \(\nu\) that makes it a CD\((K,\infty)\) space, then \(\nu\) can be realized as a 1-Lipschitz push-forward of the reference Gaussian measure with curvature \(K\). This implies almost obviously that isoperimetric inequalities in \((\mathbb{R}^n, d_2, \nu)\) are not worse than isoperimetric inequalities in the Gaussian space; so there is a strong analogy between Caffarelli’s theorem on the one hand, and the Lévy–Gromov isoperimetric inequality on the other hand. It is natural to ask whether there is a common framework for both results; this does not seem obvious at all, and I have not been able to formulate even a decent guess of what could be a geometric generalization of Caffarelli’s theorem.

- Another important remark is that the geometric theory has been almost exclusively developed in the case of the optimal transport with quadratic cost function; the exponent \(p = 2\) here is natural in the context of Riemannian geometry, but working with other exponents (or
with radically different Lagrangian cost functions) might lead to new geometric territories. An illustration is provided by the recent work of Shin-ichi Ohta in Finsler geometry. A related question is Open Problem 15.12.

In Part III of these notes, I discussed the emerging theory of weak Ricci curvature lower bounds in metric-measure spaces, based on displacement convexity inequalities. The theory has grown very fast and is starting to be rather well-developed; however, some challenging issues remain to be solved before one can consider it as mature. Here are three missing pieces of the puzzle:

- A **globalization theorem** that would play the role of the Toponogov–Perelman theorem for Alexandrov spaces with a lower bound on the curvature. This result should state that a weak local CD$(K,N)$ space is automatically a weak CD$(K,N)$ space. Theorem 30.37 shows that this is true at least if $K = 0$, $N < \infty$ and $\mathcal{X}$ is nonbranching; if Conjecture 30.34 turns out to be true, the same result will be available for all values of $K$.

- The **compatibility with the theory of Alexandrov spaces** (with lower curvature bounds). Alexandrov spaces have proven their flexibility and have gained a lot of popularity among geometers. Since Alexandrov bounds are weak sectional curvature bounds, they should in principle be able to control weak Ricci curvature bounds. The natural question here can be stated as follows: Let $(\mathcal{X}, d)$ be a finite-dimensional Alexandrov space with dimension $n$ and curvature bounded below by $\kappa$, and let $\mathcal{H}^n$ be the $n$-dimensional Hausdorff measure on $\mathcal{X}$; is $(\mathcal{X}, d, \mathcal{H}^n)$ a weak CD$((n-1)\kappa, n)$ space?

- A thorough discussion of the **branching** problem: Find examples of weak CD$(K,N)$ spaces that are branching; that are singular but nonbranching; identify simple regularity conditions that prevent branching; etc. It is also of interest to enquire whether the nonbranching assumption can be dispensed with in Theorems 30.26 and 30.37 (recall Remarks 30.27 and 30.39).

More generally, we would like to have more information about the structure of weak CD$(K,N)$ spaces, at least when $N$ is finite. It is known from the work of Jeff Cheeger and others that metric-measures spaces in which the measure is (locally) doubling and satisfies a (local) Poincaré inequality have at least some little bit of regularity: There is a tangent space defined almost everywhere, varying in a measurable way.
In the context of Alexandrov spaces with curvature bounded below, some rather strong structure theorems have been established by Grigori Perelman and others; it is natural to ask whether similar results hold true for weak CD$(K,N)$ spaces.

Another relevant problem is to check the compatibility of the CD$(K,N)$ condition with the operations of quotient by Lie group actions, and lifting to the universal covering. As explained in the bibliographical notes of Chapter 30, only partial results are known in these directions.

Besides these issues, it seems important to find further examples of weak CD$(K,N)$ spaces, apart from the ones presented in Chapter 29, mostly constructed as limits or quotients of manifolds. It was realized in a recent Oberwolfach meeting, as a consequence of discussions between Dario Cordero-Erausquin, Karl-Theodor Sturm and myself, that the Euclidean space $\mathbb{R}^n$, equipped with any norm $\| \cdot \|$, is a weak CD$(0,n)$ space:

**Theorem.** Let $\| \cdot \|$ be a norm on $\mathbb{R}^n$ (considered as a distance on $\mathbb{R}^n \times \mathbb{R}^n$), and let $\lambda_n$ be the $n$-dimensional Lebesgue measure. Then the metric-measure space $(\mathbb{R}^n, \| \cdot \|, \lambda_n)$ is a weak CD$(0,n)$ space in the sense of Definition 29.8.

I did not include this theorem in the body of these notes, because it appeals to some results that have not yet been adapted to a genuinely geometric context, and which I preferred not to discuss. I shall sketch the proof at the end of this text, but first I would like to explain why this result is at the same time motivating, and a bit shocking:

(a) As pointed out to me by John Lott, if $\| \cdot \|$ is not Euclidean, then the metric-measure space $(\mathbb{R}^n, \| \cdot \|, \lambda_n)$ cannot be realized as a limit of smooth Riemannian manifolds with a uniform CD$(0,N)$ bound, because it fails to satisfy the *splitting principle*. (If a nonnegatively curved space admits a line, i.e. a geodesic parametrized by $\mathbb{R}$, then the space can be “factorized” by this geodesic.) Results by Jeff Cheeger, Toby Colding and Detlef Gromoll say that the splitting principle holds for CD$(0,N)$ manifolds and their measured Gromov–Hausdorff limits.

(b) If $\| \cdot \|$ is not the Euclidean norm, the resulting metric space is very singular in certain respects: It is in general not an Alexandrov space, and it can be extremely branching. For instance, if $\| \cdot \|$ is the $\ell_\infty$ norm, then any two distinct points are joined by an uncountable
infinity of geodesics. Since \((\mathbb{R}^n, \| \cdot \|_{\ell_\infty}, \lambda_n)\) is the (pointed) limit of the nonbranching spaces \((\mathbb{R}^n, \| \cdot \|_{\ell_p}, \lambda_n)\) as \(p \to \infty\), we also realize that weak \(\text{CD}(K,N)\) bounds do not prevent the appearance of branching in measured Gromov-Hausdorff limits, at least if \(K \leq 0\).

On the other hand, the study of optimal Sobolev inequalities in \(\mathbb{R}^n\) which I performed together with Bruno Nazaret and Dario Cordero-Erausquin shows that optimal Sobolev inequalities basically do not depend on the choice of the norm on \(\mathbb{R}^n\). In a Riemannian context, Sobolev inequalities strongly depend on Ricci curvature bounds; so, our result suggests that it is not absurd to decide that \(\mathbb{R}^n\) is a weak \(\text{CD}(0,n)\) space independently of the norm. Shin-ichi Ohta has developed this point of view by studying curvature-dimension conditions in certain classes of Finsler spaces.

One can also ask whether there are additional regularity conditions that might be added to the definition of weak \(\text{CD}(K,N)\) space, in order to enforce nonbranching, or the splitting principle, or both, and in particular rule out non-Euclidean norms.

As a side consequence of point (a) above, we realize that smooth \(\text{CD}(K,N)\) manifolds are not dense in the spaces \(\text{CDD}(K,N,D,m,M)\) introduced in Theorem 29.32.

The interpretation of dissipative equations as gradient flows with respect to optimal transport, and the theory reviewed in Chapters 23 to 25, also lead to fascinating issues that are relevant in smooth or nonsmooth geometry as well as in partial differential equations. For instance,

(a) Can one define a reasonably well-behaved heat flow on weak \(\text{CD}(K,N)\) spaces by taking the gradient flow for Boltzmann’s \(H\) functional? The theory of gradient flows in abstract metric spaces has been pushed very far, in particular by Luigi Ambrosio, Giuseppe Savaré and collaborators; so it might not be so difficult to define an object that would play the role of a heat semigroup. But this will be of limited value unless one can prove relevant theorems about this object.

Shin-ichi Ohta, and independently Giuseppe Savaré, recently made progress in this direction by constructing gradient flows in the Wasserstein space over a finite-dimensional Alexandrov space of curvature bounded below, or over more general spaces satisfying very weak regularity assumptions expressed in terms of distances and angles. In the particular case when the energy functional is the Boltzmann entropy, this provides a natural notion of heat equation and heat semigroup.
Savaré uses a very elegant argument, based on properties of Wasserstein distances and entropy, to prove the linearity of this semigroup, and other properties as well (positivity, contraction in $W_p$ for $1 \leq p \leq 2$, contraction in $L^p$, some regularizing effect).

This problem might be related to the possibility of defining a Laplace operator on a singular space, an issue which has been addressed in particular by Jeff Cheeger and Toby Colding, for limits of Riemannian manifolds. However, their construction is strongly based on regularity properties enjoyed by such limits, and breaks down, e.g., for $\mathbb{R}^n$ equipped with a non-Euclidean norm $\| \cdot \|$. In fact, as noted by Karl-Theodor Sturm, the gradient flow of the $H$ functional in $P_2((\mathbb{R}^N, \| \cdot \|))$ yields a nonlinear evolution. The fact that this equation has the same fundamental solution (in the sense of a solution evolving from a Dirac mass) as the Euclidean one is one argument to believe that this is a natural notion of heat equation on the non-Euclidean $\mathbb{R}^N$ — and may reinforce us in the conviction that this space deserves its status of weak CD(0, $N$) space.

(b) Can one extend the theory of dissipative equations to other equations, which are of Hamiltonian, or, even more interestingly, of dissipative Hamiltonian nature? As explained in the bibliographical notes of Chapter 23, there has been some recent work in that direction by Luigi Ambrosio, Wilfrid Gangbo and others, however the situation is still far from clear.

A loosely related issue is the study of the semi-geostrophic system, which in the simplest situations can formally be written as a Hamiltonian flow, where the Hamiltonian function is the square Wasserstein distance with respect to some uniform reference measure. I think that the rigorous qualitative understanding of the semi-geostrophic system is one of the most exciting problems that I am aware of in theoretical fluid mechanics; and discussions with Mike Cullen convinced me that it is very relevant in applications to meteorology. Although the theory of the semi-geostrophic system is still full of fundamental open problems, enough has already been written on it to make the substance of a complete monograph.

On a much more theoretical level, the geometric understanding of the Wasserstein space $P_2(\mathcal{X})$, where $\mathcal{X}$ is a Riemannian manifold or just a geodesic space, has been the object of several recent studies, and still retains many mysteries. For instance, there is a neat statement according to which $P_2(\mathcal{X})$ is nonnegatively curved, in the sense of Alexandrov,
if and only if $\mathcal{X}$ itself is nonnegatively curved. But there is no similar statement for nonzero lower bounds on the curvature! In fact, if $x$ is a point of negative curvature, then the curvature of $P_2(\mathcal{X})$ seems to be unbounded in both directions ($+\infty$ and $-\infty$) in the neighborhood of $\delta_x$. Also it is not clear what exactly is “the right” structure on, say, $P_2(\mathbb{R}^n)$; recent works on the subject have suggested differing answers.

Another relevant open problem is whether there is a natural “volume” measure on $P_2(M)$. Karl-Theodor Sturm and Max-Kostja von Renesse have recently managed to construct a natural one-parameter family of “Gibbs” probability measures on $P_2(S^1)$. A multi-dimensional generalization would be of great interest.

In their book on gradient flows, Luigi Ambrosio, Nicola Gigli and Giuseppe Savaré make an intriguing observation: One may define “generalized geodesics” in $P_2(\mathbb{R}^n)$ by considering the law of $(1-t)X_0 + tX_1$, where $(X_0, Z)$ and $(X_1, Z)$ are optimal couplings. These generalized geodesics have intriguing properties: For instance, they still satisfy the characteristic displacement interpolation inequalities; and they provide curves of “nonpositive curvature”, that can be exploited for various purposes, such as error estimates for approximate gradient flow schemes. It is natural to further investigate the properties of these objects, which are reminiscent of the $c$-segments considered in Chapter 12.

The list above provides but a sample among the many problems that remain open in the theory of optimal transport.

As I already mentioned in the preface, another crucial issue which I did not address at all is the numerical analysis of optimal transport. This topic also has a long and complex history, with some famous schemes such as the old simplex algorithm, described for instance in Alexander Schrijver’s monograph *Combinatorial Optimization: Polyhedra and Efficiency*; or the more recent auction algorithm developed by Dimitri Bertsekas. Numerical schemes based on Monge–Ampère equations have been suggested, but hardly implemented yet. Recent works by Uriel Frisch and collaborators in cosmology provide an example where one would like to efficiently solve the optimal transport problem with huge sets of data. To add to the variety of methods, continuous schemes based on partial differential equations have been making their way lately. All in all, this subject certainly deserves a systematic study on its own, with experiments, comparisons of algorithms, benchmark problems and so forth. By the way, the optimum matching problem
is one of the topics that Donald Knuth has planned to address in his long-awaited Volume 4 of *The Art of Computer Programming*.

Needless to say, the theory might also decide to explore new horizons which I am unable to foresee.

**Sketch of proof of the Theorem.** First consider the case when \( N = \| \cdot \| \) is a uniformly convex, smooth norm, in the sense that
\[
\lambda I_n \leq \nabla^2 N^2 \leq \Lambda I_n
\]
for some positive constants \( \lambda \) and \( \Lambda \). Then the cost function \( c(x,y) = N(x-y)^2 \) is both strictly convex and \( C^{1,1} \), i.e. uniformly semiconcave. This makes it possible to apply Theorem 10.28 (recall Example 10.35) and deduce the following theorem about the structure of optimal maps: If \( \mu_0 \) and \( \mu_1 \) are compactly supported and absolutely continuous, then there is a unique optimal transport, and it takes the form
\[
T(x) = x - \nabla(N^2)^*(-\nabla \psi(x)), \quad \psi \text{ a } c\text{-convex function.}
\]
Since the norm is uniformly convex, geodesic lines are just straight lines; so the displacement interpolation takes the form \( (T_t)_{\#}(\rho_0 \lambda_n) \), where
\[
T_t(x) = x - t \nabla(N^2)^*(-\nabla \psi(x)) \quad 0 \leq t \leq 1.
\]
Let \( \theta(x) = \nabla(N^2)^*(-\nabla \psi(x)). \) By [814, Remark 2.56], the Jacobian matrix \( \nabla \theta \), although not symmetric, is pointwise diagonalizable, with eigenvalues bounded above by 1 (this remark goes back at least to a 1996 preprint by Otto [666, Proposition A.4]; a more general statement is in [30, Theorem 6.2.7]). It follows easily that \( t \to \det(I_n - t \nabla \theta)^{1/n} \) is a concave function of \( t \) [814, Lemma 5.21], and one can reproduce the proof of displacement convexity for \( U_{\lambda_n} \), as soon as \( U \in DC_n \) [814, Theorem 5.15 (i)].

This shows that \((\mathbb{R}^n, N, \lambda_n)\) satisfies the \( CD(0,n) \) displacement convexity inequalities when \( N \) is a smooth uniformly convex norm. Now if \( N \) is arbitrary, it can be approximated by a sequence \((N_k)_{k \in \mathbb{N}}\) of smooth uniformly convex norms, in such a way that \((\mathbb{R}^n, N, \lambda_n, 0)\) is the pointed measured Gromov–Hausdorff limit of \((\mathbb{R}^n, N_k, \lambda_n, 0)\) as \( k \to \infty \). Then the general conclusion follows by stability of the weak \( CD(0,n) \) criterion (Theorem 29.24).
Remark. In the above argument the spaces $(\mathbb{R}^n, N_k, \lambda_n)$ satisfy the property that the displacement interpolation between any two absolutely continuous, compactly supported probability measures is unique, while the limit space $(\mathbb{R}^n, N, \lambda_n)$ does not necessarily satisfy this property. For instance, if $N = \| \cdot \|_{\ell_\infty}$, there is an enormous number of displacement interpolations between two given probability measures; and most of them do not satisfy the displacement convexity inequalities that are used to define CD(0, n) bounds. This shows that if in Definition 29.8 one requires the inequality (29.11) to hold true for any Wasserstein geodesic, rather than for some Wasserstein geodesic, then the resulting CD($K, N$) property is not stable under measured Gromov–Hausdorff convergence.
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<td>609</td>
</tr>
<tr>
<td>generalized</td>
<td>610</td>
</tr>
<tr>
<td>global</td>
<td>392, 572, 601, 615, 892</td>
</tr>
<tr>
<td>local</td>
<td>521, 533, 892</td>
</tr>
<tr>
<td>porous factorization theorem</td>
<td>47</td>
</tr>
<tr>
<td>Polish space</td>
<td>10</td>
</tr>
<tr>
<td>Prékopa–Leindler inequality</td>
<td>536</td>
</tr>
<tr>
<td>pressure and iterated pressure</td>
<td>436</td>
</tr>
<tr>
<td>Prokhorov theorem</td>
<td>55, 775</td>
</tr>
<tr>
<td>Rademacher’s theorem</td>
<td>234, 917</td>
</tr>
</tbody>
</table>
rearrangement, 19
dual side, 87
restriction property, 58
Riemannian manifold, 160
second fundamental form, 314, 318
semi-distance, 763
semi-geostrophic system, 47
shortening principle, 175, 178, 211
Sobolev inequality, 392, 561, 564, 569, 738, 890
logarithmic, 562
Spectral gap inequality, 392
speed, 130, 791
stochastic mechanics, 172
subdifferential
c-subdifferential, 67, 100
Clarke, 273
synthetic point of view, 752
Talagrand inequality, 585, 599, 601, 739, 893
tangent cone, 269
total variation, 598
transference plan, 22
dynamical, 138, 796
generalized optimal, 262
optimal, 22
transform
c-transform, 67, 68
Legendre, 67, 825
transport inequality, 93, 585, 621
transport map, 18
stability, 91
twist condition, 228, 280
strong, 313
Vlasov equation, 39
volume (Riemannian), 164
Wasserstein distance, 105, 118
Wasserstein space, 106, 108, 116
differential structure, 357, 652, 698
geodesics, 139
gradient flows, 688
Gromov–Hausdorff convergence, 793
representation of curves, 358
weak CD(K,N) space, 817, 855
weak KAM theory, 201, 213
Some notable cost functions
In the following table I have compiled a few remarkable cost functions which have appeared in various applications. The list is by no means exhaustive and the suggested references should be considered just as entry points to the corresponding literature.
<table>
<thead>
<tr>
<th>Cost</th>
<th>Setting</th>
<th>Use</th>
<th>Where quoted</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>x - y</td>
<td>\ $</td>
<td>$\mathbb{R}^2 \text{ or } \mathbb{R}^3$</td>
</tr>
<tr>
<td>$d(x, y)$</td>
<td>Polish space</td>
<td>Kantorovich’s cost function definition of Kantorovich distance/norm</td>
<td>[501] Chapter 6</td>
</tr>
<tr>
<td>$1_{x \neq y}$</td>
<td>Polish space</td>
<td>representation of total variation</td>
<td>[814, Appendix 1.4]</td>
</tr>
<tr>
<td>$d(x, y)_{\geq \epsilon}$</td>
<td>Polish space</td>
<td>Strassen’s duality theorem</td>
<td>[814, Appendix 1.4]</td>
</tr>
<tr>
<td>$</td>
<td>x - y</td>
<td>^p$</td>
<td>Polish space</td>
</tr>
<tr>
<td>$</td>
<td>x - y</td>
<td>^2$</td>
<td>$\mathbb{R}^n$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brenier’s study of incompressible fluids</td>
<td>[24, 154, 156, 159] [814, Section 3.2]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>most useful for geometric applications in $\mathbb{R}^n$</td>
<td>[814, Chapter 6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>diffusion equations of Fokker–Planck type</td>
<td>[493, 669, 671]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>semi-geostrophic equations</td>
<td>[269]</td>
</tr>
<tr>
<td>$- \log(1 - x \cdot y)$</td>
<td>$S^2$</td>
<td>Far-field reflector antenna design</td>
<td>[419, 834]</td>
</tr>
<tr>
<td>$- \log(1 - \epsilon(x) \cdot y)$</td>
<td>$x \in \text{surface}, y \in S^2$</td>
<td>Near-field reflector antenna design</td>
<td>[660]</td>
</tr>
<tr>
<td>$\log(x, y)_+$</td>
<td>$S^n$</td>
<td>prescribed integral curvature problem</td>
<td>[659]</td>
</tr>
<tr>
<td>$- \log(x - y)$</td>
<td>$\mathbb{R}^n$</td>
<td>(flat) conformal geometry</td>
<td>[520, 788]</td>
</tr>
<tr>
<td>$1 - \sqrt{1 -</td>
<td>x - y</td>
<td>^2}$</td>
<td>$\mathbb{R}^3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rubinstein–Wolansky’s design of lens</td>
<td>[712]</td>
</tr>
<tr>
<td>$\sqrt{1 +</td>
<td>x - y</td>
<td>^2}$</td>
<td>$\mathbb{R}^3$</td>
</tr>
<tr>
<td>$</td>
<td>x_1 - y_1</td>
<td>^2 + (x_2 - y_2)^2$</td>
<td>$\mathbb{R}^3$</td>
</tr>
<tr>
<td>$f(x_3 - y_3)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{erf}(\alpha</td>
<td>x - y</td>
<td>)$</td>
<td>$\mathbb{R}$</td>
</tr>
<tr>
<td>$</td>
<td>x - y</td>
<td>^\beta, 0 &lt; \beta &lt; 1$</td>
<td>$\mathbb{R}$ or $\mathbb{R}^2$</td>
</tr>
<tr>
<td>Cost</td>
<td>Setting</td>
<td>Use</td>
<td>Where quoted</td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>-----</td>
<td>--------------</td>
</tr>
<tr>
<td>$d(x,y)^2$</td>
<td>Riemannian manifold</td>
<td>Riemannian geometry</td>
<td>[246, 616] and Part II</td>
</tr>
<tr>
<td>$\sum_i \min(d(x_i, y_i), d(x_i, y_i)^2)$</td>
<td>product metric space</td>
<td>Talagrand’s study of exponential concentration</td>
<td>[774] and Chapter 22</td>
</tr>
<tr>
<td>$\inf \int L(x, v, t) , dt$</td>
<td>Riemannian manifold</td>
<td>Mather’s theory of Lagrangian mechanics</td>
<td>[104, 105, 601] and Chapter 8</td>
</tr>
<tr>
<td>$\inf \int \left(\frac{</td>
<td>v</td>
<td>^2}{2} - p(t, x)\right) , dt$</td>
<td>subset of $\mathbb{R}^n$</td>
</tr>
<tr>
<td>$\frac{1}{2} \inf \int (</td>
<td>v</td>
<td>^2 + \text{Scal}(t, x)) , dt$</td>
<td>Riemannian manifold and variants $(L_0, L_{\pm})$</td>
</tr>
<tr>
<td>$d(x,y)^2$</td>
<td>geodesic space</td>
<td>Lott–Sturm–Villani’s nonsmooth Ricci curvature bounds</td>
<td>[577, 762, 763] and Part III</td>
</tr>
</tbody>
</table>